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Abstract

New combustion concepts are being investigated to develop cleaner
engines. One of the most promising is partially premixed combustion.
The mechanisms of this combustion mode and its impact on performance
and emissions have been studied in the previous years. Nevertheless, little
research has been done from the point of view of heat transfer. In par-
ticular, the influence of the injection strategy on heat transfer is of great
interest in partially premixed combustion. This work presents a method
to calculate convective heat transfer to the piston. The method uses a
combination of gas velocity models and experimental velocity data mea-
sured with the PIV technique. This method was applied to achieve the
goal of studying the effect of the number of injections on heat rejection.
First, the influence of the injection strategy on gas motion was examined.
To do that, an analysis of the velocity components relevant to gas-surface
convection was conducted, as well as of the resulting heat transfer coefhi-
cient. Next, heat flux results were discussed. The single injection strategy
showed the highest heat transfer, followed by triple injection and double
injection. Important instantaneous variations of heat flux were observed
at different locations of the piston bowl. All findings were associated with
concurring conditions of high gas velocity, density and temperature.
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1 Introduction

Research in the automotive industry is exploring new technologies to comply with
emissions regulations [1][2]. Low temperature combustion [3] is a promising concept
to reduce emissions of internal combustion engines while keeping a high indicated
efficiency [4]. Among the technologies achieving this low temperature combustion,
gasoline partially premixed combustion (PPC) is one of the most interesting [5]. PPC
in compression-ignition engines has shown potential of limiting the crucial soot and
NO, emissions in comparison with conventional diesel combustion [6]. PPC occurs
when an early injection allows time for a better fuel-air mixture [7]. After ignition, a
long, premixed, low-temperature combustion takes place. EGR and fuels with greater
resistance to ignition [8] contribute to increase the ignition delay and thus extend the
mixing time [9]. A drawback of PPC is combustion noise, which is higher than in
conventional diesel combustion due to the higher pressure-rise rate [10]. Reported
strategies to mitigate noise in PPC are multiple injection [11], EGR and optimization
of the injection profile [12]. In-cylinder fuel stratification is key in PPC [13]. Thus,
injection timing [14] and number of injections become decisive parameters. Several
studies of PPC have analyzed the influence of the number of injections on several
aspects of engine performance [15] but not on heat rejection. Nonetheless, heat transfer
is a significant process in internal combustion engines that affects many aspects of its
performance. It is an important factor for thermal efficiency, volumetric efficiency,
emissions formation, lubrication and cooling [16]. A relevant study was carried out by
Cho et al. [17]. They measured instantaneous heat fluxes under conditions of stratified
combustion. Heat transfer was reduced up to 30% in comparison with homogeneous
operation. A research about heat rejection under PPC operation was conducted by
Fridriksson et al. [18]. The CFD study assessed the potential of combining PPC and
thermal insulation. They found that the consequent increase of NO, emissions was
effectively limited with PPC in comparison with the conventional diesel combustion
case.

Convective heat transfer depends on in-cylinder gas motion, hence the need to
understand the flow structures in the combustion chamber in order to investigate heat
losses. Morel [19] wrote a comprehensive report about the relation between gas motion
and heat rejection which became a sound reference for researchers. In-cylinder swirl
motion has received special attention from researchers because of its clear influence
on increasing heat transfer [20]. The in-cylinder flow structure is also critical for
PPC because of its influence on the fuel-air mixing process [21]. These patterns of in-
cylinder gas movement can be studied by means of optically accessible engines [22][23].
An outstanding technique to conduct this kind of research is particle image velocimetry
(PIV) [24]. Many authors have applied PIV and other optical techniques to engine
research [25][26][27], but few studies have related measurements in optical engines
to heat transfer. Lucht et al. [28] used the coherent anti-Stokes Raman scattering
(CARS) technique to measure the gas temperatures near the cylinder head surface and
also measured heat flux. Steeper and Stevens measured temperatures in an optical

Abbreviations: CAD, crank angle degree; D, diameter; EGR, exhaust gas recirculation;
HTC, heat transfer coefficient; HRR, heat release rate; NOg, nitrogen oxides; Oz, oxygen;
PIV, particle image velocimetry; PPC, partially premixed combustion; ¢, heat flux density;
T, temperature; TDC, top dead center; TKE, turbulent kinetic energy; v, velocity.



piston. After comparing with an aluminum piston, they concluded that temperatures
of the fused-silica piston were significantly greater [29]. Ma et al. [30] used high-speed
#-PIV measurements of the boundary layer to develop a wall-function model with a
consistent heat transfer model. They suggested that a non-equilibrium wall-function
model could provide better accuracy for predicting convective heat transfer than an
equilibrium wall-function model. Garcia-Oliver et al. [31] investigated the swirl-spray
interaction with PIV on a horizontal plane. They observed a reduction of swirl velocity
and turbulence when energizing time increased. Higher injection pressures also led
to decrease swirl ratio. Both effects were associated with a lowered convective heat
transfer coefficient.

The aim of the present study is to compare heat rejection to various areas of
the engine piston with different injection strategies. To achieve that, a method is
presented to determine heat transfer from gas velocity. The velocity data came from
PIV measurements and computational models and it was used to calculate the heat
transfer coefficient between the gas and the cylinder walls. Velocity measurements were
treated and processed to obtain two outcomes: the velocity components tangential
to the piston surfaces and the turbulent kinetic energy. Swirl motion and piston
wall temperatures were estimated by means of computational models. Discussion
starts dealing with the effect of the number of injections on the mentioned velocity
components and on the final characteristic velocity in different areas of the piston bowl.
Then, the resulting heat transfer coefficients are examined. Next analysis focuses on
the instantaneous evolution of heat flux and its variation with different number of
injections at different locations. Finally, the influence of the injection strategy on the
global heat transfer rate is explained.

2 Experimental and theoretical tools

Various sources were used to gather the necessary data. In this section, the experiment
that yielded the PIV measurements is reported. Next, the computational models used
to obtain swirl velocities and wall temperatures are described.

2.1 Experimental data

PIV data was obtained from an experiment conducted by Tanov et al. at the Com-
bustion Engine Department of Lund University. The experiment is described in detail
in reference [32]. Engine tests were made under PPC conditions in an optical en-
gine with a realistic piston bowl. The engine will be named Engine 1 in this paper.
Engine characteristics are summarized in table 1. HSPIV (high-speed particle image
velocimetry) technique was applied on a vertical plane. Image pairs acquired with a
high speed camera were dewarped and processed to obtain the velocity vectors. Mea-
surements were made with one, two and three injections at the time span between
20 CAD before TDC and 20 CAD after TDC. The tests were conducted at the same
mean effective pressure. 44 repetitions of each experiment were recorded. In-cylinder
pressure was measured with a piezoelectric transducer. This pressure signal allowed to
obtain the HRR through the first law analysis [33] and the gas temperature with the
ideal gas equation. According to Lapuerta et al., employing the ideal gas equation in
combustion flow instead of a more complex correlation yields small and localized over-
estimations up to 2.1% [34]. To obtain gas temperature, influential phenomena such



as fuel evaporation and mass leakage were taken into account [35]. Table 2 contains
the instrumentation data.

Table 1: Specifications of engine 1.

Bore, mm 81
Stroke, mm 92.3
Bowl diameter, mm  48.2
Bowl depth, mm 14.8
Squish height, mm 4.9
Compression ratio 11.3:1

Table 2: Instrumentation.

Variable Instrument Accuracy
Crank angle, engine speed Encoder + 0.02 CAD
In-cylinder pressure Piezoelectric transducer + 1.25 bar
Intake pressure Piezorresistive transducer £ 25 mbar
Intake and coolant temperatures k-type thermocouple + 2°C
O3 concentration Gas analyzer 4%

2.2 Swirl model

Due to the experiment configuration, PIV measurements were circumscribed within a
vertical plane inside the piston bowl. The plane provided information regarding the
gas movement in axial and radial directions, but not around the cylinder axis, which
is called swirl motion. Swirling velocity of the gas was needed to calculate the heat
transfer coefficient because swirl is tangential to all surfaces of the cylinder. Hence,
a 1-D model was used to obtain the swirl velocity. The model is similar to the one
proposed by Murakami [36], which was formed by two rotating rigid-body gas volumes.
The variation of angular momentum in each volume is described by an expression of
the kind of equation 1.

d(Lwl)
dt

= Ti,squish T Tivisc T Z Tfric,j (1)
J

I is the moment of inertia of the volume, w is the angular velocity of the gas, Tsquish
is the angular momentum flux transported between contacting volumes by the squish
flow, Tyisc is the angular momentum flux transmitted between volumes by viscous
shear and ¢, is the friction moment between the gas and the wall. Subindex 7 refers
to the gas volume and j to the different chamber surfaces. The two regions of the
cylinder are an outer annular volume in contact with the liner and an inner cylindrical
volume with the same diameter as the piston bowl. All results used in this paper are
from the inner volume. Angular swirl velocity is considered uniform in the whole gas
volume (rigid-body motion).



A wvalidation of the swirl model is provided next. Two engines were used for
validation, named Engine 2 and Engine 3. Their specifications are given in table 3.
Cross sections of the pistons can be seen in figure 1. Both are 4-stroke, compression
ignition, direct injection diesel engines. Engine 2 is an all-metal production engine,
while Engine 3 is an optical engine. First validation involves Engine 2. Simulations of
in-cylinder gas motion were conducted with the commercial CFD code CONVERGE.
A Dbase mesh size of 2 mm was set. The code refined the mesh automatically to
increase resolution in areas with high gradients of velocity and temperature. Thus,
number of cells varied between 20000 and 200000. The computational domain included
the combustion chamber with the real piston geometry. The simulated period was the
whole closed cycle i.e. the extent of time between intake valves closing and exhaust
valves opening. Simulation results were post-processed with Matlab to separate the
data of the two cylinder regions that were described above. This allowed to compare
swirl velocity in the inner region. The plot on the left side of figure 2 demonstrates
that the model was able to predict swirl velocity in the piston bowl.

Table 3: Specifications of engines used for swirl model validation.

Parameter Engine 2 Engine 3
Bore, mm 82 85
Stroke, mm 90.4 96
Bowl diameter, mm 45.8 45
Bowl depth, mm 15.2 12
Squish height, mm 1.5 1.5
Compression ratio 17.5:1 15.2:1
Engine 2 Engine 3

Figure 1: Pistons of Engine 2 and Engine 3.

To perform the validation with Engine 3, two submodels were added into the swirl
model. The first one was a simple model of mechanical deformations of the piston
and the connecting rod under the effects of pressure and inertia. The second one was
an isentropic nozzle submodel for calculating blow-by. Both submodels are described
in reference [37]. In order to apply the submodels to the study of a new engine, the
calibration constants were adjusted with preliminary tests. Relevant geometrical pa-
rameters of the new engine were obtained to solve the expressions. Other submodel
inputs were test variables such as gas pressure and temperature or engine speed. To
study optical engines, it was particularly important to take into account blow-by be-
cause they presented very high blow-by rates. In Engine 1, blow-by was up to 35%
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Figure 2: Swirl model predictions in other engines

while in Engine 3, it was up to 20%. Blow-by rates were not measured directly; in-
stead, they were obtained through simulations. Regarding mechanical deformations,
Engine 1 had deformations up to 0.1 mm and in Engine 3 they were up to 1.5 mm.

PIV technique was used in Engine 3 to proceed with the validation of the swirl
model. A horizontal sheet allowed to observe the swirl movement in the bowl. On
the right side of figure 2, experiment and model are compared. The modeled curve of
swirl velocity presented good agreement with the experimental one.

2.3 Wall temperature model

An estimation of the piston temperature was needed to calculate heat transfer between
the gas and the wall. For that, a lumped heat transfer model consisting of a thermal
resistor/capacitor network was used. The thermal network is made up of nodes, each
of which has a certain temperature. Heat flows from one node to another depending
on the relative thermal resistance among them. A more detailed description of the
model can be found in reference [38]. A representation of the nodal network can be
seen in figure 3. A recent research [39] showed that the model was able to reproduce
the influence of engine speed and swirl -which are parameters affecting gas velocity
and convective heat transfer- and predict wall temperatures. In the present study,
the lumped heat transfer model provided the mean surface temperature of the piston
for the different tests. Those were necessary to calculate heat transfer as explained
in section 3.4. Thermodynamic data from each experimental test was employed as
boundary condition. Also, geometry and characteristics of the engine under study
were used. Further details can be found in section 3.4. During a cycle of an internal
combustion engine, wall temperatures swing very slightly in comparison with gas tem-
perature (about 10 K in the solid versus 1000 K in the gas) [40][41]. Several factors
contribute to this: the high heat capacity of the metallic structure, the relatively high
thermal resistance between gas and wall and the short duration of a cycle [42].

Swirl velocity, m/s
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Figure 3: Lumped heat transfer model of piston

3 Methods

3.1 Test matrix

The test campaign consisted on three cases corresponding with three injection strate-
gies: single double and triple injection. As reported in section 2.1, the target was to
achieve the same indicated mean effective pressure (IMEP) for all tests. Due to dif-
ferences in stratification, IMEP could be higher or lower than the desired value. This
could be corrected by tuning the injection settings. In each test, the adjustment of
injection timing and duration allowed to reach the target IMEP. Injection pressure, on
the contrary, was kept constant. On the left side of table 4, the information about start
of injection (SOI) and injection duration of each strategy can be found. SOI is given
in degrees before TDC and duration in crank angle degrees. Other test conditions are
given on the right side of table 4.

Table 4: Test conditions.

Case SOI Duration
Single 15 2.9
Double 60/16.5 2.9/1.9
Triple  62.5/29.5/17 2.3/1.7/1.7
Variable Value
Engine speed 800 rpm
IMEP 4 bar
Injection pressure 600 bar
Intake pressure 1.14 bar
Intake temperature 73 °C
Intake O4 concentration 17% vol
Swirl ratio 2.6
Coolant temperature 65 °C




3.2 Tangential velocity on the PIV plane

The experiment permitted to measure the velocity field in most of the piston bowl.
Figure 4 displays the velocity field of the single injection case at different instants. It
can be seen that gas velocity is far from homogeneous in the event of fuel injection.
At a given instant, gas speed in the vicinity of the different surfaces can vary up to
20 m/s. The same is true for the evolution through time. Figure 5 shows the velocity
field of the different injection strategies at the same instant. It confirms that the lack
of homogeneity happens in the three tests.

The effective velocity for convective heat transfer is the velocity component tan-
gential to the solid surface. However, the piston bowl has a complicated shape. To
reproduce the convective heat transfer process accurately in these conditions, the bowl
surface is divided into four smaller surfaces, as shown in figure 6. Each of the sur-
faces has a gas zone associated. The gas zones have a thickness equal to 10% the
bowl diameter. This value is high enough to be larger than the boundary layer thick-
ness [19] but low enough to avoid including areas far from the surface where velocity
evolves distinctly. Circumferential symmetry was assumed for the surfaces and the gas
volumes.

12 deg bTDC 6 deg bTDC 2 deg bTDC

Figure 4: Velocity field at different instants

Double Triple

Figure 5: Velocity field with different injection strategies

In each zone, a unique mean velocity was obtained. The module and direction
of the measured velocity vectors were averaged by means of equations 2 and 3. i
is every datapoint (measurement location) inside the zone and N is the number of
datapoints in the zone. 6 is the current angle and k is the current repetition. v, is the
radial component of velocity of a datapoint at a certain instant and v, is the vertical
component.

N
Ioll6.8) = & 32 /o2.(6.0) + 03,0 B) @

Velocity, m/s

Velocity, m/s
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Results were then averaged for all repetitions to obtain ||v||(€) and ©,(0).

As previously noted, the effective velocity for convective heat transfer is tangential
to the surface. The next step was to project the velocity vector defined by ||v||(6) and
0,(0) with equation 4. ¢ is the inclination angle of the surface in the same coordinate
system as ©,. A vector of Viangential (f) was obtained for each zone. This velocity was
one of the components used during the study of gas-wall heat rejection.

Vtangential (6) = [[v]|(0) cos(©.(0) — @) (4)

3.3 Turbulent kinetic energy

Turbulent kinetic energy (TKE) is a remarkable contributor to in-cylinder gas motion
[43]. In this work, TKE was obtained from the PIV measurements using a procedure
based on the one described in reference [32]. TKE is computed in each zone with
equation 5, where v} and v, are the instantaneous fluctuations of velocity. Again, i is
the datapoint and N is the number of datapoints in each zone.

TKE(®) = Z %, Z);vy .) (5)

Equation 6 indicates how v}, is calculated. The expression for v}, is analogous. They
are calculated as the standard deviation of velocity in each measurement location
within a temporal window M. In this case, M is 5 angle instants. The temporal-
window approach removes the influence of cycle-to-cycle dispersion [32]. j is a counter
of the instants, while 75 is the cycle-resolved average of v, at a certain location within
the temporal window and it is obtained with equation 7. v, needed in equation 5, is
the average of v}, over all repetitions.

M
00 k) =\ 27 Do ea(O0+ 2] — M~ 1, i, )~ 70, ) (6)
]:1
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Finally, C(j) is a weight factor given by equation 8, where Z;\il C(j) =1, holds.
sin (ﬂﬁ)
CG) = — , ®)
Zj:1 sin (W—M{H)

3.4 Heat transfer calculation

The fundamental outcome of this method is convective heat flux. In this study, the
variable used in the comparison among injection strategies was heat flux density. This
magnitude was calculated with Newton’s law of cooling, expression 9. It represents the
heat flux per unit area, allowing to compare heat rejection to surfaces with different
areas.

d(0) = h(0) (Tyas(0) — Twanr) 9)

where h is heat transfer coefficient between the gas and the cylinder wall and Tgqs
is instantaneous gas temperature. Mean piston wall temperature Ty,q1;1 Was estimated
using the model described in section 2.3. Conductivity of the quartz piston was set to
1.3W/mK [44]. The resulting temperatures are summarized in table 5.

Table 5: Surface temperature of the piston

Test Temperature, °C

Single 335.1
Double 328.6
Triple 325.6

Gas-wall heat transfer coefficient h was calculated with correlation 10, due to
Colburn [45] and used by Morel [19].

v —1/4
et = 25 p(0) Cy(0) v (0) (PO Lt teresOL) 0 prmsrnge) (1)

p, Cp, p and Pr are density, specific heat, viscosity and Prandtl number of the
gas, respectively. Along with the previous correlation, Morel proposed the following
expression for the characteristic velocity:

vCha"(e) = \/U?angential(e) + vgwirl(e) + 2 TKE(G) (11)

This formulation was considered appropriate by Morel because it took into ac-
count all key fluid motions responsible for convective heat transfer and was applicable
to different subzones of the cylinder surface, thus providing a better spatial resolution.
Morel modeled all relevant velocities but, in the present work, the experimental proce-
dure allowed to calculate viangentiat and TKE from measurements. vswiri was modeled

10



with the same method used by Morel, as explained in section 2.2. Fluid properties
were evaluated at film temperature, the mean between bulk gas temperature and wall
temperature.

Finally, Morel also proposed approximations for the boundary layer thickness at
the different surfaces and used this magnitude as characteristic length Lcnar. He
employed equation 12 at the lateral wall of the piston bowl and equation 13 at the
bowl ground. In this work, equation 13 was applied to zones 1 and 2 and equation
12 to zones 3 and 4 (see figure 6). Hpowi is the bowl depth, s is the instantaneous
distance between the piston top and the firedeck and D, is the bowl diameter at
the bowl rim. The values of Lcpqr for the present engine are plotted on the left side
of figure 7. As a result of the previous definitions, the boundary layer thickness at
the bowl ground evolves as a concave parabola while at the lateral wall it is constant.
From equation 10, it is deduced that the parameter affecting HTC is L;%25. If no

char *

other variable of equation 10 changes, HTC will be proportional to L;hoa.zs. On the
right side of figure 7, the sensitivity of HTC to the characteristic length is assessed.
It can be seen that HTC at the bowl ground is between 29% and 33% higher than at

the lateral wall.
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Figure 7: Sensitivity of HT'C to characteristic length

Morels approach was considered suitable for this application. It takes into account
the influence of velocity on convective heat in detail. In addition, it was conceived to
provide an adequate spatial resolution. However, the presented procedure does not
exclude the adoption of other heat flux correlations. The essential steps of the method
would be maintained although the new correlation could require additional steps.

For instance, it is known that a phase lag between heat flux and bulk gas tem-
perature takes place in closed reciprocating machines [46]. It can be modeled with an
unsteady term which is proportional to the time-derivative of temperature [47]. This
term is added to the conventional quasi-steady formulation of heat flux which is pro-
portional to the temperature difference between gas and wall. Lawton [48] proposed an
expression of the unsteady term proportional to the time-derivative of volume instead.

11
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His correlation was able to model the phase shift at different engine speeds under mo-
toring conditions. Catto and Prata [49] did a numerical study of heat transfer in a gas
spring. They found that both the correlations of Lawton and Kornhauser and Smith
reproduced the simulation results for various fluids and operating conditions. More
recently, Mathie et al. [50] developed a model for gas springs that considered both
the conjugate and unsteady aspects of heat transfer. However, there is no agreement
on how to model the unsteady aspect of heat transfer. Chang et al. [41] were able
to fit a modified Woschni correlation to experimental measurements, without using
an unsteady term. Consequently, the quasi-steady approach proposed by Morel was
finally employed.

4 Results and discussion

4.1 Influence of the injection strategy on gas motion

In this section, the obtained velocity components are examined. It was possible to
analyze the temporal evolution of velocity, the variations among the four zones defined
at section 3.2, the differences among the injection strategy and the relative importance
of each component in relation with the other ones.

First component to be examined was the velocity on the PIV plane obtained with
the procedure described in section 3.2. The instantaneous evolution of this velocity
is shown in figure 8, where each plot depicts a zone and each profile a strategy. The
highest peaks corresponded to the single injection strategy and they stood out from
the other. This was observed in all zones. Zones 3 and 4 received earlier the influence
of the injections, since the spray impinged on the lateral wall of the bowl. Zones 1 and
2 presented the highest peaks later, when the spray and the dragged gas moved over
the bowl surface towards the piston axis. In the case of the single injection it could
be observed that the gas slowed down from zones 3 and 4 to 1 and 2. In zone 1, a
small peak appeared between 15 and 10 degrees before TDC but the highest velocities
were found short after the TDC. Then, this velocity decreased. In zone 2, in contrast,
tangential velocity increased at the final stages of the measured span. In zone 3, after
the initial peaks, velocity evolved similarly to zone 2. In zone 4, lower velocity values
were reached at the end.

Swirl velocities were obtained with the model described in section 2.2. Swirl evo-
lution in the test with a single injection can be seen in figure 9. In the figure, the
curves with and without mechanical deformations and blow-by were plotted to assess
the influence of those phenomena on gas motion. Effect of blow-by and mechanical de-
formations turned out to be significant, hence the velocity curves taking into account
those processes were ultimately used. Blow-by and mechanical deformations weakened
squish and therefore swirl in the piston bowl decreased. The effect was remarkable
close to the TDC, when gas pressure was high. Swirl velocities in the double and triple
injection tests were very similar to that of the single injection test.

Once turbulent kinetic energy was obtained using the method explained in section
3.3, turbulent velocity was calculated with equation 14 for the only purpose of ana-
lyzing a variable which is comparable with the other velocity components. Turbulent
velocity is shown in figure 10. The single injection strategy displayed the highest TKE
in all zones, while the double injection strategy presented the lowest TKE. In zones 1
and 2, TKE increased towards the TDC and then decreased. In zones 3 and 4, there
were peaks after the first injection. Around TDC, trends depended on the number

12
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Figure 8: Gas velocity on the PIV plane tangential to piston surfaces

of injections but afterwards turbulence dissipated in all cases. Regarding the single
injection case, the highest and earliest peak was found at zone 4 while the lowest and

latest peak was found at zone 1.

Ve (0) = /2 TKE(0) (14)

Comparing the order of magnitude of the previous velocity components, is possible
to assert that all of them were similar and thus all components were significant to the
final characteristic velocity determined with equation 11. This characteristic velocity
can be seen in figure 11. Its value ranged between 5 and 20 m/s in the single injection
case and from 5 to 10 m/s in the double and triple injection cases. In zones 1 and 2,
velocity increased until TDC and afterwards started to decline. The triple injection
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Figure 9: Swirl motion for the single injection case
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Figure 10: Turbulent velocity

strategy exhibited a peak close to the TDC in all zones. The trends of the other

injection strategies depended on the zone.
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Figure 11: Characteristic velocity in the different zones

4.2 Influence of the injection strategy on heat transfer

This section presents and discusses the heat flux results. According to equation 9 heat
flux depends on the heat transfer coefficient and on the temperature difference between
the fluid and the surface. Since temperature of the solid was assumed constant, the
evolution of heat transfer followed the trends of gas temperature and of the heat
transfer coefficient. These variables were used to explain the observed trends of heat
flux.

The heat transfer coefficient depends on the characteristic velocity, the character-
istic length and the gas properties. Plots of HT'C are found in figure 12. In comparison
with the characteristic velocity seen in figure 11, HT'C presented high values around
TDC that were due to the fact that compression caused gas density to be high at that
moment. In addition, zones 1 and 2 had higher HTC than zones 3 and 4 because of
the lower characteristic length, as deduced from the analysis of figure 7.

In figure 13, the evolution of heat flux density is displayed in the different zones
and for the different injection strategies. In all cases, the peak of heat flux was located
between 0 and 5 degrees after TDC. The triple injection curve started rising earliest
while the single injection curve had the highest delay. Later, the single injection
strategy reached the highest value of heat flux density after a steep increase. This was
observed in all zones.

Gas temperature and rate of heat release are shown in figure 14. Comparing with
figure 13, it can be seen that gas temperature had an essential influence on the shape
of the heat flux curve. Gas temperature evolution was determined by the heat release
rate, which was different for each injection strategy. Differences in the shape of the
heat release rate are related to stratification. With a more distributed injection in
the case of triple injection, there would be larger areas with low fuel-air ratio and low
propensity to autoignite. Thus, heat release was more gradual. The single injection

15
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Figure 12: Heat transfer coeflicient in the different zones

strategy, on the contrary, would present larger areas with fuel-air ratio close to 1.
That explained the steeper slope in this case. These trends explain why each injection
strategy rose earlier or later. It is interesting to note that even though the HTC had
high values in some zones between angles 15 and 5 before TDC (see figure 12), heat
flux was low because temperature difference was small. Therefore, to reduce heat
transfer, lowering the temperature difference is as valid as reducing the HTC.

In figure 15, data of figure 13 is reduced and only the mean and peak values of heat
flux density are summarized. The analyzed interval was from -16 to 16 cad. Zones 1
and 2 presented similar values of mean heat flux density and they were clearly higher
than those of zones 3 and 4 (between 20% and 30%), which in turn were close to each
other. Regarding peak heat flux density, there was also a difference between zones 1
and 2 on one hand and zones 3 and 4 on the other hand (between 25% and 40%) but
in this case the highest peak corresponded always to zone 1. This differences among
zones can only be explained by variations of the heat transfer coefficient (see figure
12) because gas and wall temperatures were the same for all surfaces. Higher HTC of
zones 1 and 2 induced higher values of mean heat flux density. The highest peak took
place in zone 1 because it had the highest HTC when gas temperature was also high.

To finish, heat flux was assessed globally, without discerning among surfaces. This
allowed to compare directly the different injection strategies and validate the trends
already observed. To do that, a global heat flux density was calculated for each
injection strategy as shown in equation 15, where z is the corresponding zone.

i i-(0)A.
Z Az

Figure 16 displays the evolution and the mean values of the global heat flux den-

dgtobar (0) = (15)
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sity. The averaging interval was from -16 to 16 cad. It is confirmed that the injection
strategy with the highest heat rejection was the single injection. This strategy pre-
sented the highest values of HTC and gas temperature, as can be seen in figures 12
and 14. Mean heat flux density was 7% higher for the single injection than for the case
with three injections. An interesting finding is that heat flux was 4% higher with the
triple injection strategy than with the double injection in spite of the latter having a
higher peak of gas temperature. This can be explained because the HTC of the triple
injection strategy was higher close to TDC when gas temperatures of both tests were
similar. HTC was higher because gas velocity was higher. In conclusion, both gas
velocity and temperature were crucial to interpret the heat transfer outcomes.
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Figure 14: Gas temperature and heat release rate
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5 Conclusions

A method to calculate heat transfer was applied to study the influence of the number
of injections on heat rejection to the piston bowl. The method was comprehensively
explained and the models used as support tools were described. The procedure to refine
the experimental measurements to obtain relevant magnitudes was also explained.
Later, the influence of the injection strategy on gas motion and the HTC was analyzed
in order to explain the heat transfer results. Regarding the method, the following
conclusions were reached:

e A method for calculating heat transfer was developed using combined data ob-
tained from experimental PIV measurements and computational models. The
method is innovative in applying velocimetry data obtained in an optical engine
to the calculation of heat transfer. The approach proposed by Morel was chosen
because of its detailed attention to gas motion.

e All computed components of gas motion contributed significantly to the char-
acteristic velocity.

e Trends of HTC were determined by gas velocity, density and boundary layer
thickness.

The described approach allowed to compare heat flux density with different number
of injections in various locations of the piston bowl and globally. Conclusions from
this comparison are the following:

e Global results revealed that the injection strategy that presented the highest
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heat rejection was the single injection. Both gas velocity and temperature were
the highest among all strategies.

e Heat flux with triple injection was 4% higher than with double injection. This

was explained by higher flow velocities when gas temperature was similar around
TDC. Heat flux with single injection was 7% higher than with triple injection.

e Central areas of the piston bowl received up to 40% more heat than lateral walls.

This outcome was due to higher values of the HTC during the instants when
gas temperature was high.
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