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Abstract

The study of urban flows has been a field of interest in modern fluid mechanics for now more
than twenty years. The knowledge of how an airflow behaves in urban canopies presents many
different applications, such as urban planning, air quality studies or the prediction of pollutant’s
propagation. Initially, the methodologies used to study this kind of problems typically involved a
partial or full experimental approach. This is rather inconvenient, as it tends to be highly costly.
Modern turbulent computational fluid mechanics have enhanced the tools available to study urban
turbulent flow as it allows a fully computational approach.

The main objective of the project is to develop a set of tools that allow to systematically solve
the flow in a simplified urban environment. The flow simulation will be carried through a “Well-
Resolved Large-Eddy Simulation” by means of the Nek5000 routines. Then the flow is analysed
using a custom-made statistic toolbox, that allows to obtain the averaged parameters that are
typically used in turbulent flow analysis. In addition, the project presents a secondary objetive,
which is the development of a series of routines that allow to easily analyse the key parameters of
turbulent simulations, such as mesh resolution.

II






Contents

Acknowledgement I
Abstract 11
Table of Contents \%
List of Figures VII
List of Tables VIII
I Report IX
1 Introduction 1
1.1 General concepts . . . . . . .. L 1
1.2 Motivation and objectives . . . . . . . . .. ... 2
1.3 Historical perspective . . . . . . . . L 2
1.3.1 Experimental studies of urban turbulent flows . . . . . . . . ... ... .... 2
1.3.1.1 Empirical description of urban turbulent flows . . . . .. ... ... 3

1.3.1.2  Open-environment testing of urban turbulent flows: Full-scale and
reduced models . . . . ... ... . 6

1.3.1.3  Close-environment testing of urban turbulent flows: Wind-tunnel
experiments and alternative techniques . . . ... .. ... ... .. 11
1.3.2  Numerical simulations in urban turbulent flows . . . . . . . .. .. ... ... 15

1.3.2.1  Modelling numerical techniques in urban turbulent flows: RANS
and others . . . . . . . . .. 16
1.3.2.2  Direct Numerical Simulations and Large-Eddy Simulations studies . 19

1.3.2.3  Enhanced techniques: Application of machine learning methods to
the study of urban turbulent flows . . . . . . ... ... ... .... 21
1.3.3 Final comments on the historical perspective . . . . . . ... ... ... ... 22
2 Theoretical background 23
2.1 Flow physics : Theory in Fluid Mechanics . . . . . . . . . . ... ... ... ... .. 23
2.1.1 Turbulent flow . . . . . . .. 23
2.1.2  Fluid mechanics equations . . . . . . . . . . ... oo Lo 25
2.1.2.1  Continuum media and general properties of the fluid . . . . . .. .. 25
2.1.2.2  Continuity equation . . . . . . . . ... 26
2.1.2.3 Momentum equation . . . . . . ... 26
2.1.2.4 Passive scalar equation . . . . .. ... 27

111



2.1.2.5  Vorticity equation . . . . . ... 28

2.1.2.6  Synthesis: Fluid Mechanics Equations . . . . . .. .. .. ... ... 28

2.2 Computational Theory . . . . . .. . . 28
2.2.1  Workflow in Computational Fluid Mechanics . . . . .. .. .. .. ... ... 29
2.2.2  Turbulent Modelling: large-eddy imulations . . . . . .. ... ... ... ... 30
2.2.2.1 Fundaments of Large-Eddy Simulations . . . . .. .. .. ... ... 30

2.2.2.2 LES performance appraisal . . . . . . .. ... 31

2.2.2.3 Enhanced LES : Well-resolved LES . . . . . . .. ... ... .. .. 35

2.2.3  Numerical Method : Nekb000 . . . . . . . . . .. .. . .. 36
2.2.3.1 General Aspects . . . . . ... 36

2.2.3.2 Navier—Stokes discretisation: Spectral-element method . . . . . .. 36

2.2.3.3 Representation of the magnitudes within the elements . . . . . . . . 40

3 Problem setup and Implementation 42
3.1 Preprocessing tools and routines . . . . .. ... L L oo 42
3.1.1 Mesh generation . . . .. .. ... 42
3.1.1.1  Workflow setup and processes . . . . .. .. .. .. ... ... ... 43

3.1.1.2 Computational resources . . . . . . . .. . ... ... .. ... ... 46

3.1.2 Nekb000 setup . . . . . . o e 47
3.1.2.1 Basic structure and files . . . . . . ... Lo oL 47

3.1.3 A priori analysis . . . . . ... e 52
3.1.3.1 Data processing : MATLAB routines . . . ... ... ........ 52

3.1.3.2 Boundary-layer analysis . . . . .. ... ... L. 53

3.1.3.3 Resolution analysis . . . . .. .. .. ... .. ... . 56

3.2 Solution process . . . . ... 58
3.2.1 Fundamental stages in the solving process . . . . . . .. .. .. .. ... ... 58
3.2.2 Special routines in the solving process: Tripping . . . . . . . . .. ... ... 60

3.3 Postprocessing . . . . . . .. e 61
3.3.1 Qualitative postprocessing: Results visualisation . . . ... ... ... .. .. 62
3.3.2 Quantitative post-processing: Statistics toolbox . . . . . . . ... ... ... 63
3.3.2.1  Statistic toolbox workflow . . . . . .. ... oo 63

3.3.2.2  Statistic’s postprocessing: MATLAB routines . . . . . . . ... ... 64

4 Simulation and Results 68
4.1 Introduction . . . . . . . . .. Lo 68
4.2 Preprocessing and setup . . . . . ... 69
4.2.1 Geometrical design . . . . . ... L oL 69
4.2.2 Mesh design . . . . . .. L 71
4.2.3 Boundary conditions . . . . ... L Lo Lo 73

4.3 Simulation run . . . . ... L L e e 74
4.4 Postprocessing . . . . . . ..o 75
4.4.1 Interpolation mesh design . . . . . . . ... ... Lo 75
4.4.2 Resolution analysis . . . . . . . . . ... 77
4.4.3 Boundary-layer analysis . . . . . . . ... o o 82

4.5 Results and discussion . . . . . . . ... 84
4.5.1 Time-averaged velocity fields and mean pressure . . . .. .. ... ... ... 85
4.5.2 Time-averaged Reynolds-tensor stresses . . . . . . .. . .. ... .. ..... 88

4.6 Conclusions . . . . . . . . L 90

v



References

IT Blueprints, Solicitation document and Budget

5

6

Plans and blueprints

Solicitation Document

6.1 Functions of the involved parties . . . . . . . . . . ... ... ... ... ... ...
6.1.1 Functions of thestudent . . . . . . . . . .. .. ... ... ... . ... ....
6.1.2 Functions of the director . . . . . . . . . . . . . .. ... .
6.1.3 Functions of the advisor . . . . . . . . ... .. ... ... ... ... ...,

6.2 Working environment conditions . . . . .. .. Lo L L Lo

Budget

93

94
95

96
96
96
96
97
97

99






List of Figures

1.1
1.2
1.3
1.4
1.5

1.6
1.7
1.8

1.9

1.10

2.1

3.1
3.2
3.3
3.4
3.5
3.6

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9

4.10

4.11

Flow regimes in a two dimensional obstacle cluster. Extracted from Zajic et al. [12]
City scale sublayer scheme. Extracted from Britter and Hanna [2]. . . . . .. .. ..
Experimental site scheme. Extracted from Hirose et al. [13]. . . . .. ... ... ...
Acrylic plates disposition. Extracted from Hirose et al. [13]. . . . . . ... ... ...
Schematic view of the wind-tunnel model prototype and sensor location. Extracted
from Gadilhe et al. [9]. . . . . . . ...
PIV setup and obstacle array. Extracted from Monnier et al. [19]. . . ... ... ..
Array used in the first case of the PRNS. Extracted from Lien et al. [16]. . . .. ..
Simulation setup showing both the main and precursor simulation’s domain. Note
that the precursor simulation domain is in dashed line whereas the continuous lines
correspond the main simulation’s domain. Extracted from Vinuesa et al. [37].
Two-dimensional scheme on the refinement areas in the LES domain. Extracted
from Garcia-Sanchez et al. [10]. . . . . . ... .o Lo Lo
NIROM off-line production stages. Extracted from Xiao et al. [6].. . . . . . ... ..

Time history of the axial component of the velocity on the centreline of turbulent
jet. From Thong and Warhaft [33]. Extracted from Pope [25] . . . . ... ... ...

Geometrical parameters defining the mesh . . . . . .. .. ... 0oL o0
wo-dimensional cut at plane z/h = —0.5 for the final simulation mesh . . . ... ..
Meshing workflow using both the platform and the Nek5000 tools . . . . . . . .. ..
Serial computing vs Parallel computing . . . . . . . .. ..o
Solving process stages . . . . . . ... Lo e e e e
Isosurface level curves of the tripping force in a single box domain . . . . . ... ..

Geometrical scheme of the domain . . . . . ... ... ... o000
Two-dimensional cut at plane zz/h = 1.75 for the final simulation mesh . . . . . . . .
Two-dimensional cut at plane y/h = 0 for the final simulation mesh . . . ... ...
Two-dimensional cut of the interpolation mesh at z/h =2 . . . . .. ... ... ...
Two-dimensional cut of the interpolation mesh at y/h=1 . . . ... ... ... ...
z—averaged normalised x—spacing as a functionof x/h . . . . . ... ... L.
z—averaged normalised y—spacing as a functionof x/h . . . . ... ... 0L
Normalised z—spacing as a function of x/h for both Az, and Azpge -« « « . . . ..
Comparison of ZPG DNS by Schlatter and Orlii [31] with the LES resolution of

the final simulation. (Left) Normalised mean velocity and first component of the

Reynolds-stress tensor (right). . . . . . . . . . ... L
z-averaged streamwise evolution of (left) the Reynolds number based on the momen-

tum thickness Reg and friction Reynolds number Re,(right). . . .. ... ... ...
z-averaged streamwise evolution of (left) the boundary layer thickness evaluated at

99% of the free-stream velocity dgg and the friction coefficient C'¢(right). . . . . . . .

VI

8
9

12
14

18



4.12

4.13

4.14

4.15

4.16

4.17

z-averaged evolution of the friction coefficient Cy with the Reynolds number based

on the momentum thickness Reg. . . . . . . . . . . . ... .. .. ... ... ...

Vortical structures identified with the A2 method [14] represented using an isosurface
at —80 and it is colored by streamwise velocity, where dark blue and red represent
low and high velocity, respectively. The isosurface is scaled with both the free-stream
velocity Uy, and the height of the obstacles h, and it is colored by streamwise velocity,

where dark blue and red represent low and high velocity, respectively. . . . . . . ..

Time-averaged streamwise velocity fields (top) U at z/h = 0 and y/h = 0.1 (bottom).
Colour scale starts with blue with U = —0.54 and ends with the free-stream velocity

inred U =1.2. . . . . .

Time-averaged streamwise velocity field (top) V' and mean pressure P (bottom) at
z/h = 0 . The colour scale range for the velocity (top) starts with V' = —0.5 in
blue and ends with V' = 1 in red. For the pressure (bottom) the scale starts with

P = —0.6 in blue and ends with P=05inred. . . . . . . . . . . . . ... ... ...

Time-averaged Reynolds normal stresses in the (top) streamwise 12, (middle) height-
wise v? and spanwise (bottom) w? directions. The colour scales starts with a value
of 0 in blue and ends in red with a value of 0.1 for the top, middle and bottom

graphical representations. . . . . . . ... Lo Lo oL

Time-averaged Reynolds shear stress wv. The colour scale starts with uwo = —0.1

and ends in red with wo = 0.1 . . . . . . . . .o

VII






List of Tables

1.1

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8

4.1
4.2
4.3

7.1

Scales of the study and the correspondent scale length. Adapted from Britter and

Hanna [2] . . . . 5
Mesh parameters . . . . . . . .. L 45
aesr file main routines . . . ... L L L L L e 48
Parameters assigned in the uservp routine. Extracted from Fisher et al. [8]. . . . . . 49
Nek5000 pre-exist boundary conditions. Extracted from Fisher et al. [3]. . . . . . . . 49
SIZFE file main parameters . . . . . . . . ... oo 51
Boundary-layer analysis parameters . . . . . . .. ... L L oo 54
Empirical simulation coefficients. Extracted fromVinuesa et al. [39] . . . ... ... 56
Statistic toolbox control parameters . . . . . . . . ... ... L L., 63
Geometrical setup parameters in the meshing platform nomenclature . . . . . . . .. 70
Meshing parameters for the preliminary and final simulations . . . .. ... ... .. 71
Boundary conditions applied in the final simulation . . . . . . .. .. ... ... ... 74
Cost before taxes . . . . . . . . . e 99

VIII






Part 1

Report

IX



1

Introduction

1.1 General concepts

The modern world is characterized by the dominance of urban environment. From the indus-
trial revolution to our times, the vast majority of the world has been shifting from the countryside
to cities raising the density of those urban areas. This trend along with the current challenges
about sustainability, have put the focus on the study of the vitality of cities. In this way, the
discipline of urban sustainability emerges as a transversal field, that inevitably requires the symbi-
otic confluence of engineering, social, political and economic infrastructures [7]. Traditionally the
focus was driven towards the socioeconomic topics, as they were factors of high influence on the
stability and vitality of urban areas. However, due to the environmental degradation that has our
world and in particular the industrialized world, has suffered from now more than a decade, topics
related with the environment and its preservation have emerged in both the public opinion and
scientific community. It is well known, that sustainability is a broad field in which the study of
many different fields are required in order to have a clear image on its inner workings.

From the technological perspective, our world is immersed in an ocean of data. This in-
formation overexposure brings important challenges that appear to be interdisciplinary. In fact,
the implications reaches all disciplines, from purely technical domains to philosophical and ethical
problems. Nevertheless, this data-driven world has opened a completely new application domain
for big data techniques as well as the artificial intelligence (AI). Several studies are now developing
regarding the implications of enhanced data techniques and artificial intelligence to various fields.
The work presented by Vinuesa et al. [31] appraises the implications of Al as well as their impact in
the sustainable development goals (SDG) proposed by United Nations. Although the study covers
many different topics, it our case it is particularly interesting the appraisal of AI within the frame of
SGD 11, i.e. sustainable cities and communities. In such framework, the authors explain, Al could
have an enabler effect providing enhanced techniques to overcome the sustainability challenges of
our time. In addition to the change of paradigm that Al is inducing, we know from the extended
Moore’s Law, that computing power is doubled every few years. In this way, computational sim-
ulation that used to be out of the feasible time range are now possible to make. For instance,
big-size direct numerical simulations or large-eddy simulations can now be solved within feasible
time. Thus, the application range of this kind of tools has significantly widen.



One of the recently developed areas of study in the sustainability field applied in urban envi-
ronments, is the urban air quality. This discipline focuses mainly on the creation and propagation
of pollutant and how these interact with the environment. Therefore, a fundamental part of this
area of study is the flow. Being able to properly characterize the flow in an urban environment is
fundamental in the production of quality studies in urban air pollution. It is in this part where
modern fluid dynamics can make a significant contribution. The focus will be driven not on the
air analysis per se but on the study and characterization of the flow in a urban environment. For
this matter, several studies have been performed in recent times, applying different approaches on
the characterization of the flow.

1.2 Motivation and objectives

The main motivation behind the present is to develop a systematic approach to simulate and
study turbulent urban flows. The idea is to gather the tools needed to create and run a turbulent
flow simulation in an idealised urban environment. As far as the actual simulations are concerned,
our objective is to be able to solve a rather theoretical simulation in a simplified environment to
study the flow behaviour. The developed tool, will serve as baseline to more complex tools that
might include further analysis related with the sustainability of city, e.g. pollutant dispersion anal-
ysis, thermal analysis etc. In addition, we aim to recover and discuss the available tools and studies
up to this moment related with urban flows.

In particular, our objective is to develop a large-eddy simulation (LES) over a simplified
urban environment such that we can study the processes and factors that are relevant in this kind
of flows. In this way, we aim to gather and develop the meshing and solutions tools required to
run the simulation as well as design a relevant case to test the afore-mention tools. As far as the
case simulation is concerned, we aim to create the geometry and mesh as well as the simulation
strategy to be followed. In addition, the tools required to analyse the flow will also be developed
such that the final solution can be properly interpreted. Finally, the case simulation will also aim
to provide understanding on the behaviour of urban flows.

1.3 Historical perspective

In this section a revision of the current situation of the different studies around the charac-
terization of flows in urban environments is presented. The main objective is to provide a clear
presentation on the works relevant to the study here reported. Note that the literature on urban
flows is vast, thus not every aspect of the available research will be covered. In this way, the presen-
tation will fundamentally focus on the experimental and large-eddy simulations studies, considering
only major application cases.

As far as the structure is concerned, we will be dividing the analysis in two major sections.
On the one hand the experimental literature will be covered. On the other hand, the major research
lines in numerical simulations will be also introduced, specially large-eddy simulation for being our
method of preference.

1.3.1 Experimental studies of urban turbulent flows

The study of flows, as many other physical disciplines, has evolved rapidly in the last decades
shifting from a almost pure experimental approach to a numerical strategy of study. Although



numerical simulations are gaining ground year after year, one can not ignore the importance of
empirical approaches both historically and currently. In this way, it seems consistent to have a
clear picture of the current state of experimental studies of urban turbulent flows.

There are two major approaches in the experimental description of urban turbulent flows.
On the one hand, there is the probing approach. Generally, it consists on selecting an urban area
and installing a series of probes which allow to obtain some characterisation of the flow. On the
other hand, there are the wind tunnel studies. Those mainly consist on the manufacturing of scale
models that are then tested under some set of conditions inside a wind tunnel. In addition, some
studies also present purely empirical characterisations of urban flow.

1.3.1.1 Empirical description of urban turbulent flows

Let us begin with the description of empirical work. Those works focus on the description of
the flow’s behaviour in urban environments. Although those studies appear to be more qualitative
than quantitative, their reading brings a clear understanding on the implications of urban flows,
thus their inclusion in the current presentation.

Zajic et al. [12], recovered the work of Oke [22] on the behaviour of idealised urban turbulent
flows in order to provide, in addition to experimental measurements, a very neat description of
the flow behaviour in urban environments. Their study gathers the flow behaviour in the Central
Business District (CBT)! of Oklahoma city using atmospheric data. They obtained results on the
airflow patterns, stability conditions and turbulence properties on the area, providing evidence
on the influence of built environment on the area’s thermal effects. Nevertheless, they provide
a description on how the flow behaviour is influenced depending on the structure of the urban
environments. In fact, they present three distinct flow regimes. On the one hand, there is the
isolated roughness regimes which is characterised by a very small interaction between the wake
produced by the individual building. This flow regime is found in canopies where the distance
between the buildings is large. On the other hand, when the building separation is small, the flow
appears to skim over the street canyon. In addition, there is an intermediate case, where wake
interaction is found. Zajic et al. [12] present a systematic method to segregate flow regimes. They
define a series of aspect ratios and in particular:

1 {Separation between buildings} g

= 1.1
Ahg height h (1.1)

Using the metric presented in Equation 1.1 they can differentiate the afore-stated flow regimes
using a series of heuristics,

e For g/h > 2.5 the flow is in isolated roughness regime
e For 1.4 < g/h < 2.4 the flow is in the wake interference regime
e For g/h < 1.4 the flow is skimming regime

Note that the afore-mentioned heuristics are the result of the observations and a subsequent ide-
alisation of the flow regimes. In this way, these criteria are a simplification that might differ from
the actual behaviour of the flow. It is easy to see that under this criteria the interaction between
building wakes in the spanwise direction is not considered. In fact, Zajic et al. [12] treat the urban
canopies as two dimensions at this stage of the analysis. One can make the parallelism between

! The term CBT is here used tos specify the type of urban environment the study focus on. In this case, the study
deals with a tall building area where there is not an important separation between such buildings



this description and the classical way to approach aerodynamic theory, where one starts by under-
standing the flow over an airfoil in order to extend the theory to three dimensional wings. Figure
1.1 shows the graphical schemes of the afore-mentioned flow regimes.
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Figure 1.1: Flow regimes in a two dimensional obstacle cluster. Extracted from Zajic et al. [12]

Later on, Zajic et al. [12] treat the effects of three dimensional flow in urban canopies. They
very rightly observe that when dealing with a 3D description of the flow, the effects of the vertical
side edges become significant. Following the same procedure, they define two additional aspect
ratios, this time considering the spanwise and longitudinal dimensions of the building, w and b
respectively.

1

)\hw

(1.2)

SRS~ B

Ay =

They observe that for taller building, i.e. building for which Ap, > 1 “the recirculation bubble be-

hind the building is overwhelmed by the side separation layer” (Zajic et al. [12]). This phenomenon
creates an intense turbulence that can destroy the separation bubble.
Moreover, Zajic et al. [12] also treated the influence of non-uniform heights in an idealised urban

canopy in two dimensions. Generally speaking, they found that the greater the difference in heights
the bigger the vorcity is. Hence, the greater the difference in height the bigger the disturbance of
the medium.

To close the descriptive part of their work, Zajic et al. [12] added a study on the effects of the
incidence of the flow over a urban canopy. Appraising the descriptive section of the work pre-
sented by Zajic et al. [12], one can see the limitations of the empirical description. Despite being a
very complete presentation on the flow behaviour in urban surrounding, the methodology appears
somehow limited by the idealisation. In fact, such study provides a clear understanding on the flow
structure at a macro level. However, questions on the particular structure of the turbulence as well
as in application cases remain unanswered, e.g. how much is the surrounding flow disturbed by the
turbulence?, how would the disturbance be affected in more complex canopies ?, etc. This limitation
leaves room for the use of numerical simulations that provide a more detailed description on the
flow structures.

Other studies provide a wider description of those flows choosing different scales in the study.
While Zajic et al. [12] focused on a rather small scale in the urban environment, i.e. analysing the
urban canopy, other studies focus on wider scales, treating the flow at regional or city scale. Britter
and Hanna [2] precisely distinguish four scales in the study of urban flows. Table 1.1 gathers the



scales presented by Britter and Hanna [2].

’ Scale ‘ Length
Regional up to 100 or 200 km
City up to 10 or 20 km
Neighbourhood up to 1 or 2 km
Street up to 100 or 200 m

Table 1.1: Scales of the study and the correspondent scale length. Adapted from Britter and
Hanna [?]

The different scales respond both to the flows behaviour and the methodology available to
describe it. Once again, the study presents, in addition to the flow description, both experiments
and modelling, but for the moment let us focus exclusively in the flow description.

Regional and city scales Britter and Hanna [2] consider the regional scale as an vast area that
is principally affected by the urban area, i.e. the city scale. Although the area per se can not be
considered 2, the flow behaviour at a city level has an impact at the regional scale and thus it is
worth considering the interaction between those two scales.

The flow description is actually focused at the city scale . The city scale is defined by Britter and
Hanna [2] as the diameter of the average urban area, i.e. the area over which flow variations can
be averaged out. The city area is characterised for having large obstacles and hence a large drag
force. The authors then introduce the average obstacle height following the averaging approach
that characterises the area in question. Britter and Hanna [2] describe three major sublayer in the
city scale.

1. Inertial sublayer: It is defined as the area in which the boundary layer has integrated
the perturbations introduced by the obstacles. In this way, the layer can be considered as
a pseudo-free stream layer and thus it’s possible to apply the standard atmospheric mod-
els. In fact, this is actually a well-known assumption in theoretical aerodynamics where the
effects induced by the flow perturbation are neglected in the region far from the obstacle.
Note that the inertial sublayer is placed at the outer band. Figure 1.2 presents a schematic
representation of the different sublayers.

2. Urban canopy sublayer: This is the layer where the flow is directly affected by the ob-
stacles. In this way, a given point in the flow is affected by the presence of a local obstacle,
modifying its trajectory.

3. Roughness sublayer: This layer contains the urban sublayer and it is extended to meet the
inertial sublayer. It corresponds to a transient band, where the flow progressively integrates
the perturbations introduced in the urban canopy sublayer. As in any transitional problem
the idealisation of this particular area is limited.

2The characterisation of a flow over a region of 100 to 200 km appears to be an arduous task. Taking into account
the interaction of the elements in such an area, thermal variations etc. one realises that implementing a model at
that scale would very probably lead to significant inefficiencies. Note that models do exist at those level and even
higher levels, e.g. atmospheric models. However, such models focus on the macro level rather than in an actual
characterisation of the flow behaviour.
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Figure 1.2: City scale sublayer scheme. Extracted from Britter and Hanna [2].

Neighbourhood and street scales In this part of Britter and Hanna [2] describe the flow at
a local level. The neighbourhood scale consists on a series of arbitrarily distributed obstacles.
Those canopies are treated as idealised geometries such that both their description and testing
is feasible. The neighbourhood scales actually corresponds to the description presented by Zajic
et al. [12], where the authors present how the spacing in the obstacles affects the resulting flow.
Once again, the concepts of skimming and isolated roughness regimes arise as an idealisation of
flow behaviour. As far as the street scale is concerned the authors assess this smaller scale from
the application’s perspective. In fact, Britter and Hanna [2] present how, at such a small scale,
minor local variable elements such as traffic or pedestrian are affected and affect the flow. In this
way, the characterisation of the flow under those conditions appears to be significantly harder as
the variability of the cases has increased. Once again, the encountered difficulties leave room for
the implementation of computational methodologies. However, Britter and Hanna [2] advert that
the computational approaches still require a important idealisation and thus have to be properly
appraised.

1.3.1.2 Open-environment testing of urban turbulent flows: Full-scale and reduced
models

Urban flow experiments can be generally divided in wind tunnel and full-scale. The objective
of this part and that one that follows is to expose and compare both methodologies while appraising
the current work on both areas. Full-scale probing distinguishes itself from other methodologies



for being carried in a significantly less controlled environment. This approach, is valuable precisely
for that reason. By testing in the actual environment, one could expect the results to be more
trustworthy than the ones obtained in control conditions. However, full-scale testing has its own
challenges, as data gathered in uncontrolled environments tends to carry noise and inconsistencies.
In this way, some of the available literature is simply oriented to study the suitability of full-scale
testing, comparing it with other experimental or numerical methodologies, in the frame of a given
application.

Vita et al. [10] present a full study on the assessment of pedestrian distress in urban en-
vironments comparing full-scale experimental techniques with wind-tunnel approaches as well as
numerical methodologies. Their study is focused at a street level, thus conditions are somewhat
constrained, in the sense that no strong variability in the environmental conditions is expected
apart from the wind variation which precisely what’s being tested.

As far as the experimental setup is concerned, Vita et al. [10] distributed eight sonic anemometers
over the streets at a two meters distance from the ground. In addition to those probes, a reference
anemometer is permanently working. This reference probe was placed at the roof of a 62 meters
height tower on a 10 meters mast with the purpose of reading the baseline conditions in the undis-
turbed zone. Both reference and testing probes where configured to record three-dimensional data.
Note, that the testing zone was selected to be specially gusted, precisely because the objective was
to assess the different methodologies used in pedestrian distress studies.

The full-scale testing aimed to obtain data on mean flow speed. In addition, the data is also used
to help characterising the flow. Once the data recovered, it was compared with the results of wind-
tunnel experiments and numerical simulations.

The mean wind-speed data presented a good qualitative agreement with the wind-tunnel data,
both having the same trendline over the measurement positions. However, the wind-tunnel data
didn’t lie within the standard deviation range found in the full-scale measurements with exception
of some measurement position. This mismatch suggests that either the full-scale measurements or
the wind-tunnel experiments have a major error. The authors appear to decline for the full-scale
data, considering the wind-tunnel a more limited tool. Later on Vita et al. [10] compare the results
with numerical simulations (RANS and LES) and deduce that the wind-tunnel data fail to repro-
duce the full-scale results particularly in the recirculation region. In conclusion, the authors clearly
present the full-scale results as the main verification tool in the study. In this way, the limitations
appear to lie on the other methodologies. However, Vita et al. [10] also discuss the limitations
of the study in the environment considered. From the simulations, they found that the velocity
streamlines present a rather complex flow. Thus, it’s seem plausible that the efficacy of using eight
uniformly distributed probes over a straight line will inevitably have its limitations in terms of flow
characterisation. In addition, mean velocity measurements are, as a magnitude, limited to describe
the behaviour of the flow. Hence the need of introducing numerical simulations. Recapitulating,
the study presented by Vita et al. [10] provides a clear picture on the suitableness of the available
methods and their relations in term of results. The fundamental conclusion exposed by the authors
suggests the integration of a multi-method approach for maximising the validity and understanding
of a given problem study.

The previous paragraph focused on the use of full-scale testing as “sanity check” for further
studies. However, literature is found on studies that rely on full-scale testing as sole methodology.
Hirose et al. [13] presented a project was to study wind-induced natural ventilation in cities and
how those are affected by the surroundings urban flows. The study fully relies on a outdoor ap-
proach that although was not full-scale it is still related to the afore-mentioned concepts precisely
for being an outdoor experiment. The experimental setup consisted in a 512 cubical blocks matrix



where each block had a height of 1.5 meter. The total dimensions of the models were 100 x 50 m?.
Note that the site was oriented such that wind typically flows in the length-wise direction.
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Figure 1.3: Experimental site scheme. Extracted from Hirose et al. [13].

The packing density of the site is roughly at 25%. The data acquisition system was com-
posed of 700 sonic anemometers equiped with a TR90-T probe. Those were installed at half-height
distance from the top of the block. In addition, acrylic plates with pressure tabs were also installed
in the northwestern and southeastern faces of the block.

Using the afore-mentioned setup two dataset were collected. From the analytical perspec-
tive, the study rest on two major axes. On the one hand, the study of approaching flow conditions,
is characterised for using the well-known statistical descriptions of turbulent flows. On the other
hand, the study revolved around the relation between the pressure difference and the velocity. Note,
that both axes incorporate the use of time-averaged statistics as principal metric to describe the
flow. More precisely, Hirose et al. [13] examined the probability distribution of the velocity at the
horizontal wind direction by means of the streamwise velocity magnitude, the velocity’s standard
deviation as well as the velocity range, i.e. minimal and maximal velocities, under both southeast-
ern and northwestern winds. As far as the relation between pressure and velocity is concerned,
their relation was examined by means of the pressure coefficient, derived for every positions using
the least squares method. Then, the results were plotted in terms of the pressure difference as a
function of the streamwise velocity, combining both data points with regressed lines. Analysing the
results in terms of the pressure coefficient, Hirose et al. [13] observed that the pressure coefficient
values increased with height in the upper-half positions while remain constant in the lower-half of
the block. Regarding the spanwise direction, the authors also observed that the pressure coefficient
was higher at the edges than it was at the block’s centre. Regarding the afore-mentioned obser-
vations, the authors conclude that ”a stable vortex with very low wind speed might be generated
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Figure 1.4: Acrylic plates disposition. Extracted from Hirose et al. [13].

in the cavities between two blocks and the approaching flows over the blocks might only skim the
air at the upper parts of the cavity” (Hirose et al. [13]). In fact, the flow regime described by the
authors corresponds to the now well-known, skimming flow regime, introduced through the work
of Zajic et al. [12], in §1.3.1.1. Moreover, from the sole observation of the pressure distribution, the
authors concluded that no pressure scale effects were found under the considered setup.

An additional part of the study focused on the analysis of temporal variation in both wind speed
and pressure coefficient on specifically targeted blocks. Those temporal variation are obtained in-
cluding a low-pass filtering operation in both speed and pressure. By inspection of the afore-stated
quantities Hirose et al. [13] report that the temporal variation in the pressure terms presented a
clear coincidence with the characteristic values of approaching flow. Thus, they argue that the ven-
tilation rates of the buildings in such conditions might temporarily vary due to such variations. This
last statements actually reinforces the advantage of open-environment experiments precisely for be-
ing able to show variations and discrepancies that happen to be missed in controlled-environment
conditions.

As a final comment on the work of Hirose et al. [13], one shall assess the limitations of the afore-
presented study. Following the appraisal reported by the authors, further research might be needed
to assess the effects of small-scale turbulent flow within the canopy layer. The authors propose
more complete air data measurements allowing the gather three-dimensional flow statistics. To that
proposal, one can add the implementation of turbulent numerical simulations, such as large-eddy
simulation (LES) or even a direct numerical dimulation (DNS), that precisely allow to appraise the
smaller flow structures.

Coming back to the work of Zajic et al. [12], early on we introduced the idealised description
presented by the authors as a result of the integration of the work of Oke [22]. However, the cur-
rent study also reports a experimental section complementing the idealised flow behaviour and in
particular the analysis of flow regimes. Recall that Zajic et al. [12] focused on the particularities of
urban flow in Central Business District (CBD) areas and in particular in the Park Avenue street.
From the experiment’s perspective, the test area was equipped with three-dimensional ultrasonic
anemometers, radiation and infrared temperature sensors as well as thermistors, a soil heat flux



plate, a soil water content sensor and a Doppler lidar. This measurement system was replicated
in three different sites. Moreover, an additional measurement system was placed in a semi-rural
adjoint site to serve as control experiment, i.e. to help distinguish the effects caused by the urban
environment.

Combining both the principal and control experimental system Zajic et al. [12] were able to re-
cover data concerning flow, thermal and soil in the urban environment considered. In this way,
their analysis is then focused precisely in those areas, i.e. characterising the flow in terms of both
patterns and thermal effects. From the thermal point of view, the characterisation of heat tranfers
in the CBD showed, as one could expect, that the heat capacity is higher in the urban environment
than it is in the semi-rural environment. This can be explained, as Zajic et al. [12] comment, by
the presence of additional heat influxes such as the anthropogenic heat flux. To that matter, other
phenomena, such as “radiation trapping” make the temperature significantly higher in the case of
urban environments. The afore-statement phenomenon leads to non-development of a stable strat-
ification inside the test area, Zajic et al. [12] explain. To the heat analysis, Zajic et al. [12] added a
full appraisal of the flow patterns in the CBD area. Although, results “showed a high sensitivity to
large-scale wind direction changes” (Zajic et al. [12]), the authors manage to observe that “close to
the canyon edges large vortices form in the horizontal plane and flow tends to channel through an
opening on the northern row of buildings” (Zajic et al. [12]). Additionally the authors compared
the obtained results with pre-existent literature on the topic, concluding that a sufficient match
was found. This last statement shows that the use of a canonical approach, i.e. considering the
obstacles as idealised geometries is actually consistent with open-environment results. This matter
is particularly interesting for us since numerical simulations precisely rely on the use of idealised
geometries and their consistency with the physical phenomena. Furthermore, Zajic et al. [12] fin-
ished their exposition with a statistical description of the flow in order to characterise turbulence
intensities and how they relate with exogenous factors such as wind direction, time period etc. The
results in this past study showed, as one could expect, that higher levels of turbulence were found
in the upper parts of the buildings. However, at a pedestrian level, turbulence was influenced by
the surroundings buildings, i.e. the spanwise obstacle location, rather than any other factor in the
vertical direction.

To close the current section, let us draw some thoughts on the importance of open-environment
test and their place in urban flow research. The previous lines were dedicated to the presentation
of some of the major works in the discipline. At this stage, it seems clear that open-environment
testing in both full-scale and models, brings an unquestionable value to the understanding of the
flow in particular applications. In fact, the strength of these methods rely precisely on the charac-
terisation of specific cases. In this way, if one wants to analysis the flow conditions in, for instance, a
specific part of city, directly probing the part to be analysed provides significantly valuable informa-
tion. However, the open-environment resting presents severe flaws in the flow detailed description.
Although the majority of open-environment studies recover the available literature on empirical
flow descriptions, the detailed behaviour of the flow remains unexplained. From the application’s
perspective, if one considers design-oriented or purely scientific applications, which tend to have
a broader application range, open-environment techniques happen to fall short. This limitations
leaves room for the introduction of either additional experimental methodologies, e.g. wind-tunnel
testing, or fully numerical approaches.
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1.3.1.3 Close-environment testing of urban turbulent flows: Wind-tunnel experi-
ments and alternative techniques

The alternate fundamental approach when dealing with experimentation in fluid mechanics
is the close-environment approach, i.e. the testing in indoor controlled conditions. This technique
is based on the validity of data extrapolation from the measurements made in the scaled model to
the actual system considered. This part will be dedicated to the exposition and appraisal of some
of the available literature on the topic. Once again, the same dichotomy appears to form. On the
one hand, there are studies that focus on the sole evaluation of the techniques. Those are what
we have called technical or fundamental studies. Their motivation is almost exclusively to assess
and compare the performance of a given experimental techniques in the frame of turbulent urban
flows. On the other hand, one might find a kaleidoscope of studies on particular problems where
the techniques in question are applied to solve that particular problem. We have denominated
those as applied studies. Following the afore-stated dichotomy, the revision here reported will be
founded dividing the studies in fundamental and applied. Furthermore, some additional lines will
be dedicated to an alternate study that applies enhanced measurement techniques.

Fundamental studies: Appraising the performance of experimental techniques Evalu-
ating a study technique is a fundamental part in the setting of both its adequacy and application
range. The following lines will be dedicated to the exposition of the available literature appraising
the performance of wind-tunnel experiments within the turbulent urban flows framework.

One of the fundamental studies on the appraisal of both experimental and numerical tech-
niques is the now well-known work presented by Vita et al. [10], where wind-tunnel measurements
are compared with full-scale modelling as well as numerical simulations. Note, that in this part only
the wind tunnel part of the studies will be addressed, refer to §1.3.1.2 for a full explanation full-
scale experiment section of the report. Recall that Vita et al. [10] were studying the performance of
various techniques within the framework of pedestrian safety. In this way, their approach consists
on reproducing the street-level test in full-scale open-environment over a scaled-model such that it
can be tested in the wind-tunnel. The chosen probe system was composed of the combination of
three different types of probes. Firstly, Irwin probes were used to determine the mean wind speed.
Although Irwin sensors are not the most performant system for such endeavour, their accuracy
was estimated sufficient for the task. Their principal advantages lies on their omni-directionality
which eases the installation process since no realignment is needed. Secondly, multi-hole probes
such as Cobra probes, were used to measure the incoming wind speed on the top of the model.
Multi-hole probes are typically used in high-resolution measurements of turbulent flows. However,
those probes are limited by their insensitivity in flows slower than two meters per second as well
as their directionality. In this way, their exclusive use does not appear to be possible in the ap-
plication considered by Vita et al. [10]. The third measurement system is hot-wire anemometry,
which overcomes the limitations of the two afore-mentioned system. Nevertheless, hot-wire probes
present limitations in terms of spacial resolution and sensitivity to wind direction. Recapitulating,
Irwin and hot-wire probes were used independently to measure the flow at pedestrian level, i.e.
over the model. In addition, a Cobra probe was used to obtain data on the incoming wind speed.
As far as the results are concerned, the discussion of the methodologies was previously introduced
in §1.3.1.2 and thus we encourage the avid reader to recall the conclusion there drawn.

On the same line, one might cite the work Gadilhe et al. [9], which despite being signifi-
cantly older than the work of Vita et al. [10], thus more limited in the literature included, provides a
clear assessment on the verification of measurements systems and models in urban turbulent flows.
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The work reported by Gadilhe et al. [9] consisted on the comparison of numerical prediction of
wind flow with the data recovered from a boundary layer wind tunnel experiment. In this way, the
approach incorporates the same motivation of the previous mentioned study. However, they differ
on the viewpoint as the work of Gadilhe et al. [9] uses the wind-tunnel experiment as verification
method rather than as subject of study. From the experimental point of view, a predictive model
was developed to be able to compare the results with the measurement obtained in the wind tun-
nel. Then a scaled model of the testing site was developed to be rested in the wind tunnel under
suburban wind conditions. Figure 1.5 provides a schematic view of the testing site, i.e. the model
introduced in the wind tunnel, as well as the locations of the probes used in the data acquisition
system.
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Figure 1.5: Schematic view of the wind-tunnel model prototype and sensor location. Extracted
from Gadilhe et al. [9].

The model was built on a 1/100 scale basis. The measurement focus exclusively on velocity which
was acquired in the 60 points shown in Figure 1.5 by means of hot-wire anemometers. The Reynolds
number, as described by Gadilhe et al. [9], was defined using the cross-section’s hydraulic diameter
and was roughly Re = 10°. The analytical strategy applied by Gadilhe et al. [9] consisted on a
two axes approach. Firstly, the authors analysed the wind velocity at a constant plane place 1.5
meter above the ground. That part of the study focused on the symmetry of the problem, checking
the velocity magnitude and components evolution with the vertical coordinate. In this way, it can
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be observed that “the transversal and vertical velocities are close to zero both in the wind tunnel
experiment nd in the numerical simulation” (Gadilhe et al. [9]). In addition, it’s also observed that
“in the square, the church [structure] and backward flow make the wind velocity decrease (Gadilhe
et al. [9]). As far as dispersion is concerned, there is a reasonable agreement between the model and
the wind-tunnel experiment in the whole domain with the exception of the inlet and outlet parts.
In a second part of the analysis, Gadilhe et al. [9] focus on the wind velocity gradients, taking
vertical measurements at some points of the recirculation area, i.e. two on the square and one
behind the church. In such areas, the computed vertical velocity component is negative, which is
translated in a downward motion while the measured value is positive, i.e. upward motions. On the
contrary, “wind intensities are in good agreement” (Gadilhe et al. [9]). The study concludes with
a discussion on the methods implemented. Recalling the data comparison between both methods,
we saw that the computed data faithfully matched the experimental values in the vast majority
of the domain, with exception of the inflow and outflow areas. This discrepancy might have its
origin in the computation of the inflow conditions, which includes a significant approximation of
the turbulence intensities in the area. In addition, wind tunnel measurements also present their
own limitations. Gadilhe et al. [9] explain that at recirculation and wake regions, the measurements
might not be reliable. They proposed some solutions, such as the inclusion of laser anemometry.
Nevertheless, the overall conclusion reached by the authors suggests that “further comparative
studies are required” (Gadilhe et al. [9]).

Applied studies: Wind-tunnel on specific urban environments As stated at the beginning
of this section, the studies are mainly divided in fundamental or technical and applied. Fundamental
studies were covered in the previous paragraph. Now it is time to focus on the specific application
presented in some of the available literature. Note that the studies here assessed will be significantly
less generic than the ones belonging to the previous paragraph.

Weerasuriyaa et al. [11] presented a study on the effect of twisted winds at a pedestrian

level using a scaled model of the Tsuen Wan street in Hong Kong inside a boundary layer wind-
tunnel. The setup consisting in a series of wooden vanes twisted with a turning table such that
the straight-streamlined flow was curves to obtain twisted wind conditions. The twist was set
to obtain four distinct cases, at 15 and 30 degrees turning close-wise and counter-clockwise. The
measurement system consisted on a five-point probing system to obtain data on mean flow velocity,
turbulence intensities and yaw angles. At each point, the afore-stated magnitudes “were measured
at 12 discrete heights from 10 mm to 1000 mm for a sampling period of 65 seconds” (Weerasuriyaa
et al. [11]).
From the conclusions perspectives, the authors showed how twisted winds have a direct influence
in the pedestrian-level wind found in the particular case considered, i.e. Tsuen Wan (Hong Kong).
They found how twisted winds can cause more than 35% difference in wind speed at street level
among other conclusions. From the appraisal’s perspective, the authors explain that in this study
the wind profiles were artificially generated and thus result particularly “clean”. In fact, in an
uncontrolled environment, wind would not fully blow from a single direction and hence the resulting
twisted wind would very probably be different to the one obtained in the wind-tunnel. In conclusion,
this study is an example on how the afore-described techniques are useful to assess the flow condition
over a specific area. However, the application range of the observations proposed by Weerasuriyaa
et al. [11] is clearly more limited. That is why, our intentions with its inclusion were simply
illustrative.

Enhanced measurement techniques: PIV methodology To close the exposition on ex-
perimental studies, let us introduce a additional study that introduces an enhanced measurement
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technique, the stereoscopic particle image velocimetry (PIV) system. The work reported by Mon-
nier et al. [19], is a research-oriented study that aims to test the applicability of PIV methodologies
in the investigation of flows over a urban-like obstacle array. The study incorporates an a priori
modelling section which purpose is to parametrise the atmospheric boundary layer (ABL). To do
so, Monnier et al. [19] run an close-loop wind tunnel experiment, following the work of Najib et
al. [20]. This is done using a counter jet consisting of a “60 mm diameter steel tube placed on the
floor of the wind tunnel and spans its entire width” (Monnier et al. [19]). The measurement system
introduced in the wind-tunnel consists on an array of three hot wires mounted over “a vertical
traverse system enabling measurement of the velocity profiles starting from a position close to the
floor [...] and extending approximately 400 mm above it” (Monnier et al. [19]).

From the geometry’s perspective, the PIV experiment is run over a 120 obstacle array oriented as
shown in Figure 1.6.
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Figure 1.6: PIV setup and obstacle array. Extracted from Monnier et al. [19].

Note that when dealing with PIV system, the geometry is not only limited by any given study-
related limit, it is also deeply influenced by the requirements on the PIV resolution. In fact, Monnier
et al. [19] explain that the height H in the setup considered in Figure 1.6 was actually influenced
by the spacial resolution of the stereoscopic PIV.

The fundamental principle behind the PIV system lies on the introduction of some particles, the
seeding, to be measured by means of a sensor. In this way, the seeding is detected by a data
acquisition system which then characterises the flow. One of the major inconveniences of the PIV
system is the calibration process. In fact, a new calibration is required for each independent data
plane, which importantly elongates the testing time. This limitation was solved by Monnier et
al. [19] by setting “the whole system up on a single plate sitting on a two-axis traverse system
located under the wind tunnel” (Monnier et al. [19]). The full setup is shown in Figure 1.6. As
far as seeding is concerned, the system includes atomisers to ensure a sufficiently small particles.
Those are injected by three inlets at the floor of the installation.

The analysis presented by the authors focused in three fundamental areas. Firstly, Monnier et
al. [19] analysed the effect of the mean flow incidence angle on the streamlines considering the
skimming and wake interference flow regimes. In the null incidence case, the flow structures ap-
peared to be identical to the idealisation proposed by Oke [22]. In fact, two recirculation regions are
formed, the largest being placed at the bottom of the upper block and the smaller, secondary region
formed in the upper part of the bottom block. Nevertheless some differences with the idealised
behaviour described by Oke [22] are found. The authors observed that in the isolated roughness
regime, “the wake created by the upstream block interacts with the secondary recirculation up-
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stream of the downstream block” (Monnier et al. [19]). In addition, the authors also analysed a
non-null incidence case, tilting the incoming flow by —4.5 degrees. Under those conditions the
skimming flow regime happens to be non-dependent on the incidence of the flow. However, the
streamlines are now slightly tilted as well and the recirculation zone is modified, migrating form
a purely symmetrical structure to an unsymmetrical one. Turbulent statistics are assessed by the
computation of different quantities. Perhaps, one of the most critical ones might be the turbulent
kinetic energy (TKE). Monnier et al. [19] present, in the case of wake interference regime, the
presence of two large TKE regions close to edges as well as another one located at mid-span. In
addition, if a non-null incidence angle is set, “the central high TKE level region disappears and a
highly turbulent regions ois created in the region where the stagnation point exists and the sec-
ondary recirculation region splits” (Monnier et al. [19]). Furthermore, the study also includes the
appraisal of the problem’s vorticity as well as the analysis of the velocity gradient tensor.

In conclusion, Monnier et al. [19] verified the correlation between obstacle spacing and flow regimes
as it was enunciated by the idealised approach presented by Oke [22]. Under this description, the
wake flow in skimming condition happen to be fundamentally two dimensional, for the null inci-
dence angle case. On the contrary, under wake interference conditions, only the primary part of
the recirculation region presented a two-dimensionality. The TKE analysis showed that the wake
interference regime happens to induce a much more important energy exchange between the flow
within the streets and the fluid above. As far as the flow incidence is concerned, it was shown
that this angle has a significant effect on the mean streamlines under wake interference regime.
The afore-presented work was expanded later on in a study working on the study of the turbulent
structure itself. Once again, Monnier et al. [18] used the PIV methodology to characterise the flow
in an idealised urban environment, this time focusing on the understating of turbulent structures.

The afore-reported lines have provided a general picture on the available literature on the
topic here discussed. Appraising experimental techniques one can see that open-environment ap-
proaches appear to provide more reliable results when dealing with specific application studies
where one’s aim is to characterise the flow over a specific urban area. However, when looking for
a wider description of urban flow physics, open-environment strategies appear to be limited. This
limitation might be solved using close-environment techniques, which present better results in such
endeavours. Nevertheless, we have seen that standard close-environment methods such as wind-
tunnel experiments are still limited in the characterisation of the actual physic of the problem.
Enhanced techniques, such as the PIV methodology do provide better results but at the expenses
of a more complex implementation. Despite the afore-stated improvement, the PIV technique is
still limited in the smaller scales of turbulent motion.

1.3.2 Numerical simulations in urban turbulent flows

Numerical techniques also known as computational fluid mechanics start developing around
the fifties as an alternative methodology to study the behaviour of flows. With the improvement
of computers and numerical methods, the applicability of those methods have completely exploded
within our time. Nowadays, the number of available techniques, variants and applications is vast.
Nevertheless, one can simply orient the different methodologies with the respect to the amount of
modelling that is included. In this way, at one extreme lie actual models, such as the approaches
used in applied aerodynamics, e.g. Theodorsen’s model, while on the other extreme one would
find pure numerical methods, such as direct numerical simulations where the solution is computed
at every flow scale. In between those two, one would encounter the rest of methodologies, i.e.
Reynolds-averaged Navier-Stokes (RANS), large-eddy simulations (LES) among many others.
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This part of the historical perspective will be structured, precisely, following the afore-mention
classification. In this way, the exposition will be organised in a three-axis scheme, starting with
the literature involving a significant part of modelling, then presenting some of the works on DNS
and LES, to finish with a brief exposition on the new techniques currently being developed.

1.3.2.1 Modelling numerical techniques in urban turbulent flows: RANS and others

The following lines will be dedicated to the presentation of some of the available literature
involving a significant amount of modelling. Note, that many numerical techniques involve the use
of modelling, e.g. LES typically use turbulence models the subscales of the flow. However, during
the current presentation, only works explicitly involving an important amount of modelling will be
considered.

Lien et al. [10], presented a work focusing on the predictive capabilities of modelling tech-
niques within the frame of urban environments. In particular, their studies present two models
applied independently to be compared with one another as well as with an experiment. On the one
hand, the authors presented a classic unsteady RANS (URANS), involing the use of a two equation
k — ¢ model to compute the turbulence. On the other hand, Lien et al. [16] focused on a partially
resolved numerical simulation (PRNS). This numerical methodology, can be considered as hybrid
approach since it combines a classic RANS with an LES. This concept was introduced by Shih and
Liu [32] and was here applied within the context of urban flows. The idea behind the method is to
exploit the strengh of both methods, i.e. having a better accuracy and validity in the results than
what is obtained in RANS while keeping cost controlled.

As far as application is concerned, the models were tested over two independent cases to be com-
pared with the experimental data available. Firstly a regular obstacle array is considered. The
authors integrate the numerical results of Meinders and Hanjalic [17] which basically presented a
flow characterisation precisely over the array here considered. Figure 1.7 show the array used in
both the experiment presented by Meinders and Hanjalic [17] and the PRNS presented by Lien
et al. [16]. Note that the calculations where performed on a mesh of 45 x 45 x 45 in the three
Cartesian components.

The results were analysed essentially by comparison of the streamwise velocity profile. Lien et
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Figure 1.7: Array used in the first case of the PRNS. Extracted from Lien et al. [1(].
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al. [16] explain that the accordance between PNRS and experimental results was significantly better
than in the case of a URANS. In addition, the prediction of the recirculation area was also better
in the case of the PNRS comparing with the URANS. This first results confirm the initial guess
that the authors had and it is consistent with the conception of the methods which aim lied on the
improvement of the URANS approach. Note that Lien et al. [16] don’t question the validity nor
the limits of the experimental data provided by Meinders and Hanjalic [17]. In this way, one could
legitimately question the validity of the experimental data.

The second part of the analysis recovered the Joint Urban 2003 experiment presented by Allwine
et al. [1] which aim was to characterise the flow in a central business district (CBD) in Oklahoma
city. Lien et al.[16], approached this part of the study analysing the flow field on its own as well
as developing a dispersion model from the data obtained with the PRNS. Flow field results were
assessed using two metrics, i.e. means speed and wind direction. The flow field was computed
using “urbanSTREAM coupled with the steady inflow conditions determined from an interpola-
tion of the flow field” (Lien et al. [16]). The results are then compared with the afore-mentioned
experimental data. The quantities were analyse with respect to height. In the case of mean flow
speed, the matching between simulation and experimental values is reasonably correct, specially
as height grows. On the contrary, Lien et al. [16] show that in terms of wind direction no match
is found between both datasets. In addition, the authors run the case using RANS and PRNS
methods separately, showing that PRNS values happen to have a better agreement than the RANS
“values for z < 200” (Lien et al. [10]). Once again, the obtained results are consistent with the
initial hypothesis formulated by the authors. The dispersion model is developed using exclusively
the flow statistics obtained in the PNRS. In this case, “the predictions for mean concentration at
or near the mean plume centreline are quite food , with the predicted within a factor of about tow
of the observed concentration” (Lien et al. [16]). Despite the good plume’s agreement, a deeper
analysis reveals a discrepancy between the predicted and the actual values. In fact, the predicted
centreline happens to be too far east.

In conclusion, the authors conclude that the considered numerical scheme provides reasonably ac-
curate results, without having to commit to a great computational cost. Using the dispersion
model, the authors showed that the interpolated data could reproduce the many features of the
flow. However, Lien et al. [16] warn that the afore-exposed results are preliminary and that some
further optimisation might be needed to actually reach the complete potential of the technique.
Nevertheless, the authors conclude with a encouraging note on the potential of predictive capabil-
ities in the analysis of urban flows.

Some studies combine the use of modelling with higher-accuracy methods such as DNS. The
main idea this time is to use some modelling to obtain specific conditions that are then used to run
a better simulation scheme. Vinuesa et al. [37] combine lower quality simulation with a DNS in
order to improve the efficiency of the simulation. The main procedure consist on running the lower
quality simulation to solve the zero-pressure gradient (ZPG) boundary layer in order to incorporate
those results in the principal simulation, i.e. the DNS, as a time-dependent inflow condition. The
objective of the studies is to show that DNS methodologies can be used in geometries more complex
than the classical canonical geometries over which those simulation are historically applied. To do
so, they define a complex canonical geometry, i.e. a cylinder over which the simulation will be run.
Figure 1.8 shows the domain of both the precursor and the main simulation. It’s easy to see that,
the authors have optimise the domain by reducing the height of the precursor distribution, since it
sole purpose is to simulate the ZPG boundary layer and thus a smaller domain is sufficient.

As far as methodology is concerned, the precursor simulation is run using a Fourier-Chebyshev
spectral code, SIMSON. The SIMSON code can simulate simple geometries very efficiently since it
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Figure 1.8: Simulation setup showing both the main and precursor simulation’s domain. Note that
the precursor simulation domain is in dashed line whereas the continuous lines correspond the main
simulation’s domain. Extracted from Vinuesa et al. [37].

takes advantage of Fourier expansions in both homogenous directions, i.e. spanwise and streamwise.
However, SIMSON code is limited in terms of the complexity of the geometry applied. On the
contrary, the spectal-based code Nek5000 is applied in the main simulation provides more flexibility
but it is less efficient in the computations. In this way, the approach presented by Vinuesa et al. [37],
exploits the advantages of both methods, i.e. the efficiency of the SIMSON code is used in the
parts where no geometry is found, and those results ar included with in the framework of Nek5000
to be applied in a complex geometry case. The coupling between the methods is done by means
of a time-dependent Dirichlet condition that feeds to the main simulation with the solution fields
obtained in the precursor computations.

Two test cases are considered in the study presented by Vinuesa et al. [37], one using a laminar
3 inflow and another with a turbulent one. The analysis focus in the comparison between both
cases within the frame of instantaneous fields and time-averaged statistics. Note that in this case
the results will be described very briefly since our interest actually lies on the afore-described
technique rather than in the results. The authors comment that both simulations exhibit the
proper behaviour of a turbulent simulation. Thus, the transition to turbulence mechanism appears
to function properly. “The flow behind the cylinder is massively separated and exhibits a self-
sustained oscillation in both cases, as well as large areas of reversed flow” (Vinuesa et al. [37]).
Both simulation capture the near-wall streaks. In the case of the laminar inflow, streaks are only
visible after the obstacle, which is consistent with the transition to turbulence. However, comparing
the afore-mentioned structures with the turbulent inflow case, one can see that the streaks are less
structured in the laminar inflow case. The authors suggest this might be caused precisely by
the transition to turbulence. Furthermore, the obstacle’s effects appear to be more pronounced
in the laminar inflow case. Some additional differences are found by inspection of instantaneous
captures of the normalised streamwise velocity fields. In fact, “instantaneously, both wakes have a
similar half-width of around 0.8d right after the obstacle, up to z ~ 2.6d. However, as one moves

3Note that the main simulation applies a tripping force strategy to induce the transition to turbulence. In this
way, no matter the inflow considered, the main simulation will be turbulent.
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downstream the turbulent wake becomes wider than the one in the laminar-inflow simulation,
reaching its maximum half-width of around 4d at x ~ 13d compared with the half-span of the
laminar-inflow case of approximately 3d” (Vinuesa et al. [37]).

In conclusion, the authors explain that the results have a sufficient quality and the simulation cost
is significantly better than the cost that such simulation would have been carrying if fully run
using DNS. Nevertheless, Vinuesa et al. [37] also conclude that the spanwise width resulted to be
insufficient for the case considered and thus needs to be raised in further applications.

As a final comment on the study here presented, one can easily see that the work of Vinuesa et
al. [37], despite not analysis an actual urban canopy, sets the technical basis to use an hybrid
methodology that was not applied in such application cases. Furthermore, they also provide an
example on how numerical simulations can be used to improve the existent techniques both within
the numerical and experimental frameworks.

1.3.2.2 Direct Numerical Simulations and Large-Eddy Simulations studies

The previous paragraphs were dedicated to the introduction of some techniques that involved
a significant part of modelling in the solution process. The current paragraph will be dedicated
to higher quality solution methods, specially to large-eddy simulations (LES) for being those the
object of the work here reported.

Before presenting some of the available literature on urban LES, let us make some comments
on the use of DNS in the context of urban flows. As discussed before, DNS have been historically
applied to canonical geometries. This is partially due to the high computational cost and the
unease to apply it to complex geometries. Nevertheless, studies have attempted to applied this
kind of work to more complex geometries and bigger domains. For instance, one can mention the
work of Vinuesa et al. [37] that was introduced in §1.3.2.1. However, within the frame of urban
environments, this kind of geometries still remain relatively simple and small. Perhaps, the main
limitation of DNS in the case of urban environment is precisely the size of the domains and thus the
computational cost. In fact, urban canopies tend to have an important size, e.g. the experiment
presented by Hirose et al. [13] reported in Figure 1.3. Therefore, improvements need to be made
on the numerical schemes such that DNS can be applied in feasible time. That is precisely, what
was aimed and exposed in the work of Vinuesa et al. [37]. Nevertheless, LES, if properly set, can
provide very similar results to DNS while keeping a significantly lower cost. That is why, LES is
the method of choice in the work here presented, as we will see later on. The avid reader might
consult §2.2.2 for an early explanation on the general LES methodology.

Once again the application of those methodologies typically aims to have some degree of
flow prediction within the context of the case. Garcia-Sénchez et al. [10] presented a study which
objective was to study the uncertainty sources that lie beneath the LES method while comparing
it with a RANS and an experiment. The study is run within the context of urban flows and in fact
the experimental data is recovered from the now well-known Joint Urban 2013 Experiment.

The LES simulation is run using the OpenFOAM coding environment. The considered domain
differ in the RANS and LES cases. In fact, the domain was chosen smaller in the LES case
with the purpose of constraining computational cost, the authors argue. In addition, the RANS
domain allows different inflow-outflow directions, thus reproducing a changing wind direction. On
the contrary, in the LES wind direction is fixed. In both cases, the domains cover the zone of
interest, i.e. Oklahoma downtown. The mesh was created keeping a cost-resolution balance, i.e.
determining refinement zones, four in total, where the element size vary. In this way, mesh resolution
progressively increases towards the city’s downtown while keeping computational cost controlled.
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Figure 1.9 shows a schematic representation of the zones.
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Figure 1.9: Two-dimensional scheme on the refinement areas in the LES domain. Extracted from
Garcia-Sanchez et al. [10].

Following the afore-mentioned meshing approach, five levels of refinement are defined starting from
a coarser resolution at the city level and progressively increasing resolution, thus reducing the
element size, up to the finest area at the park. Refinement is actually one of the most common
and effective techniques to ensure a sufficient resolution while keeping cost controlled. In fact, this
technique will be used in the application cases here considered.

Garcia-Sanchez et al. [10] assess results by means of flow visualisation, considering both flow fields
and time-averaged statistics. Flow fields are visualised at eight meters height and reveal “how the
flow impacts the buildings generating recirculation areas with large-scale unsteady structures in the
wakes of the geometries” (Garcia-Sanchez et al. [10]). Time-averaged statistics, show that there
is a very good agreement between the LES and RANS results in terms of the mean velocity with
the exception of some localised areas where LES predicts a stronger acceleration. Furthermore, by
analysing the trend of the difference one can see that the upstream zones of the domain present
bigger discrepancies in terms of the mean velocity. A deeper analysis of the turbulence reveals bigger
discrepancies between the methods, LES outperforms RANS at a rough 80% in the turbulent kinetic
energy compared with experimental data. In addition, “the LES produces turbulence spectra that
are in good agreement with the measurements regarding the scales and energy content of the
turbulence” (Garcia-Sanchez et al. [10]).

The authors conclude highlighting the need of verification in numerical simulations, precisely at the
areas where there is better agreement between RANS and LES. In fact, Garcia-Sanchez et al. [10]
found in such areas the sensitivity of RANS to inflow is high. For the authors, this fact suggests
that “a higher-fidelity turbulence model does not guarantee a better prediction of the flow in areas
with large uncertainty related to the inflow boundary condition” (Garcia-Sanchez et al. [10]). Thus
leaving room for improvement.

In conclusion, the authors here present a vast evaluation of the uncertainties that underlie numerical
simulations and in particular LES. Their final closing sustains that while LES provides very useful
information on the flow structures, in some areas the obtained results show insignificant variation
from RANS results. While this last statement is certainly true, one must keep in mind that the
quality of LES lies very importantly on mesh resolution. In this way, depending on the “standard”
applied the quality of the result might vary. For instance, the Linné Flow Centre at KTH Royal
Institute of Technology is known for using well-resolved LES. Those simulations, as it will be
exposed further on, have a quality very close to DNS methods.
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1.3.2.3 Enhanced techniques: Application of machine learning methods to the study
of urban turbulent flows

DNS or LES despite being complex techniques that are still under development within the
frames of urban flows, are well-known techniques that have been providing results in several do-
mains of physical studies. However, regardless of the application considered when dealing with flow
simulation it seems that one is always confronted with the cost-quality dilemma. Either one choses
to have a very good quality simulation at the expenses of cost or one chooses to have a simulation
with less cost and thus with low quality. This is particularly true in the study of urban turbulent
flows as domains tend to be large and flows complex. That is why new studies have tried to apply
different methodologies to ease the cost of such simulations. Machine learning is one of the trending
techniques to deal with vast amounts of data. In this way, part of the recent research is focusing
on the application of machine learning (ML) to urban turbulent flows. The main underlying idea
is to be able to train neural networks to reproduce and predict flow solutions.

Xiao et al. [0] presented a study of turbulent airflows modelling using a neural network.
Their aim was to develop a fast-running non-intrusive reduced order model (NIROM) for predict-
ing turbulent airflows within urban environments. Figure 1.10 shows the fundamental steps in the
production of the NTIROM.

solve the high-fidelity model to generate snapshots

calculate the POD basis functions by applying
an SVD to the snapshots matrix, equation (7)

[ calculate the POD coefficients of the snapshots ]

train the GPR network using the inputs and
outputs given in equations (11) and (12)
to obtain the functions f; in equation (10)

Figure 1.10: NIROM off-line production stages. Extracted from Xiao et al. [0].

In this study the feeding model is assumed to be known. Thus the first actual step in the pro-
duction of the NIROM is to obtain the proper orthogonal decomposition (POD) functions. This
is done using a singular value decomposition (SVD) method which is applied over the snapshot
matrix data. Xiao et al. [0] explain that they chose to apply the method simultaneously to all
velocity components. This approach aim to capture the correlations that arise between the velocity
components naturally.

Once the functions obtained, a Gaussian process regression (GPD) is run to obtain the surface
representation here needed. This operation consist on the application of linear combination of
Gaussian-shape basis functions. The main advantage of this method, Xiao et al. [6] comment, lies
on the small amount of data required to make it function. Other methods are available to obtain
the surface functions, e.g. feed-forward neural networks. However, theses typically involve optimi-
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sation problems difficult to properly solve.

Now that the POD have been fully characterised, the NIROM is derived. To do so, the authors
train a neural network to predict the behaviour of the flow governing equations. The idea is that
one trains the network using the high-fidelity model in order to obtain a system that will later
on predict the behaviour of those equations, this time without the need of snapshots. Note that
the snapshots are projected over a reduced space spanned by the POD base functions obtained
previously.

To validate the NIROM, Xiao et al. [6] modelled the airflow around London South Bank University.
They demonstrated the ability of the network to “reproduce snapshots and [...] that NIROM is
capable of making predictions beyond the range of the snapshots” (Xiao et al. [(]). In fact, the
results showed that the method can accurately represent the vast majority of the dynamics showed
in the high-fidelity model. They observed that means flow are very well predicted even using a
small amount of POD base functions. However, the Reynold stresses required a higher amount
of base functions to be properly represented. Thus using a high number of POD base functions,
it appears that a vast amount of quantities can be predicted. As far as computational cost is
concerned, the authors argue that even with a high number of POD functions, the network “is six
orders of magnitude times faster than the high-fidelity model” (Xiao et al. [6]). Nevertheless, the
authors also add that further studies research will be needed to be able to expand the capabilities
of this methodology to further domains.

1.3.3 Final comments on the historical perspective

Finally to close the historical perspective section let us report some general concepts on the
literature. The previous lines were dedicated to briefly explain some of the available literature in
experiments and simulations on urban flows. Generally speaking, we saw how experiments tend to
provide better results when applying over the specific study of a urban area while simulations were
more useful to understand the behaviour of the flow.

Focusing on numerical simulations, it appears that the range of applicability and the quality
of the process are somehow confronted. This is that either the method is high-quality but tailored
for a given application or the method can be generally applied but quality is reduced. In addition,
coming back to the different methodologies it appears that the only method that can provide a deep
description of the flow turbulence is LES, besides DNS. In this way, for theoretical applications,
i.e. the study of the actual physics of turbulent flows, LES appear to be the right methodology.
That is why this project will be focusing in that precise methodology and specifically in creating a
systematic procedure to create high-quality LES in urban environments.
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2

Theoretical background

Now that a general picture has been given on the past and current situation of the scientific
research on urban flows, it is time to get into the fluid’s physics, both from the descriptive and
formal point of view. In this part, the idea is to provide to the read a sufficient understanding on
the behaviour of the flow in urban environments as well as the mathematics that allow to describe
it.

2.1 Flow physics : Theory in Fluid Mechanics

First of all, as the method behind any numerical resolution, it is advisable to try to under-
stand the physics of the fluid in an empirical approach before getting into mathematical tools that
allow to fully describe the flow’s behaviour.

Flows in their general conception can be classified by means of different characteristics. For
instance, one could classify the flow by general aspect such as it composition but also with more
specific parameters such as the speed or the pressure. Several options are available and their
selection strongly depends on the problem that one is solving. However, one of the most common
ways to classify a flow, is by its behaviour. In fact, flow behaviour can mainly be constrained into
two categories, laminar and turbulent flow. Their characteristics are significantly distinct to the
point of being able to distinguish one another at plain sight. In addition, their solving is also very
distinct as it requires the use of different methods and involves distinct assumption. Those among
many facts are the reason why the way of classifying the flows is so widely used. Note, that in the
work here exposed, only turbulent flows will be described, as all the cases further studied will be
dealing with turbulent flows.

2.1.1 Turbulent flow

Let us for the moment blindly assume that the flow in a urban environment is fully turbulent,
the complete explanation will be developed in further parts. Turbulent flows are quite common in
our everyday life. Whether one is in front of a waterfall, seeing the smoke coming out of chimney
or using a household sink, one is exposed to turbulent flow. Empirically, as Pope enunciated in
his work Turbulent flows [25], can be understood as an unsteady, irregular and seemingly chaotic
flow for which the prediction of the motion of every droplet would be unpredictable. From this
simple definition, one can already imagine that the problem will be characterized by an important
degree of complexity which, as it will be exposed in further parts, will require the use of rather
sophisticated numerical tools.
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An implicit fact of the description afore-presented is that the turbulent flow is inevitably
characterised by a irregular variation in both space and time. This is particularly the case for the
velocity. Obviously, depending on the studied case, one might neglect some of the variability but
in its most general form, one should consider full variability for this kind of flows. This is one of
the sources of complexity in the study of turbulent flows even in the most simple cases. Figure 2.1,
presents the time history of the axial velocity in a turbulent jet.
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Figure 2.1: Time history of the axial component of the velocity on the centreline of turbulent jet.
From Thong and Warhaft [33]. Extracted from Pope [25]

One can see that there is not any visible trend in the curve presented in Figure 2.1 and that
the the variability within the curve is too important to even try to fit a model. In this way, the
reader might now have an idea on the degree of complexity to which we are exposed in this kind
of study. A direct consequence of this is the need of statistical tools. Those kind of tools will be
presented in further sections.

Moreover, as stated in the first paragraph, our world is full of turbulent flows which makes
that engineering application can not ignore them. As far as the engineering toolbox is concerned
many approaches are concerned going from the use of empirical models to the full resolution of the
fluid mechanics equation with numerical tools. The resolution methodology will be presented in
further sections.

Now that a qualitative description of a turbulent flow has been given it is time to formalise a
more proper definition. This is where the Reynolds number needs to be introduced. The Reynolds
number is a non-dimensional coefficient developed by Oswald Reynolds while he was studying
the transition from laminar to turbulent flows in pipes. In his experimental investigation of the
motion of water [27], Reynolds observed that there was a relation between the fluid behaviour
and relation of the dimensional properties in the body to be studied. The results he presented
complemented the insights provided by Professor Stokes which focused on the development of the
equation of motion, but, in Reynolds words, “might contain evidence which had been overlooked,
of the dependence of the character of motion on a relation between the dimensional properties
and the external circumstances of motion”[27]. The result, mainly distilled from his experimental

24



observations, can be synthesised in the following expression,

_u
_V

Re (2.1)

In this way, the Reynolds number can be understood as the ratio between the dynamic and
viscous forces.
The Reynolds number, is the main parameter that is used to distinguish laminar and turbulent
flows. In the Reynolds experiment if the Reynolds number was below 2300 the flow is laminar,i.e.
the flow does not change with time [25]. On the contrary if Re > 4000, the flow is fully turbulent.

Now that it is clear what a turbulent flow is and how one can identify it, it is time to get
into the tools that allow to describe such a physical problem.

2.1.2 Fluid mechanics equations

The main objective in the subsection is to introduce the mathematical expressions that allow
to describe a turbulent flow and that are the ground base of the solution process. Note that for
the moment, the resolution schemes will not be tackled as they belong more to the discipline of nu-
merical methods than to the physics of fluids itself. Also note, that it’s assumed that the reader is
familiarised with the basic equations of motion and physical principles, as those won’t be reviewed
in the current text.

In the following lines, the full Navier—Stokes equations will be progressively built stating with
the description of the physical principles that exude the terms composing the equations up to the
full expression of those.

Before getting into the inner details behind the physics of the flow, it is advisable to review
some of the basic concepts that constitute the foundation of the derivations in fluid mechanics.
Note, that in both this preliminary exposition and the derivation of the Navier—Stokes equations,
the work here presented will be following the reasoning once exposed by Stephen B. Pope in his
masterpiece Turbulent flow [25], please consult the mentioned text for a more complete derivations
and comments.

2.1.2.1 Continuum media and general properties of the fluid

When dealing with liquids and gases, two approaches have been historically present in the
scientific work. On one side, considering the fluid as a system of study by itself, one can look at
a microscopic level how the fluid’s particles behave. On the other side, one can consider that the
flow is continuous medium and hence analyse it at a macroscopic level, i.e. without taking into
account the motion of each of the particles that compose the fluid. This is what is known as t