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COMPLETABILITY AND OPTIMAL FACTORIZATION NORMS

IN TENSOR PRODUCTS OF BANACH FUNCTION SPACES

J.M. CALABUIG, M. FERNÁNDEZ-UNZUETA, F. GALAZ-FONTES,

AND E.A. SÁNCHEZ-PÉREZ

Abstract. Given σ-finite measure spaces (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2), we

consider Banach spaces X1(µ1) and X2(µ2), consisting of L0(µ1) and L0(µ2)

measurable functions respectively, and study when the completion of the sim-

ple tensors in the projective tensor product X1(µ1)⊗πX2(µ2) is continuously

included in the metric space of measurable functions L0(µ1 ⊗ µ2). In partic-

ular, we prove that the elements of the completion of the projective tensor

product of Lp-spaces are measurable functions with respect to the product

measure. Assuming certain conditions, we finally show that given a bounded

linear operator T : X1(µ1) ⊗π X2(µ2) → E (where E is a Banach space), a

norm can be found for T to be bounded, which is ‘minimal’ with respect to

a given property —2-rectangularity—. The same technique may work for the

case of n-spaces.

1. Introduction

Unfortunately, tensor products do not fit well with the Banach lattice structure.

From the very beginning of the theory of topological tensor products, it was known

that the projective tensor product of Banach lattices is not necessarily a Banach

lattice. In fact, it is well-known that even the relevant space `2⊗̂π`2 —where π is

the projective tensor norm—, is not a Banach lattice. In general, this is a problem

for extending some relevant results for linear operators on Banach lattices to the

bilinear setting.

Some efforts have been made to avoid this problem. For example, the lattice

tensor product —developed by Fremlin and other authors, see [3, 4, 11, 12, 19]—,

has sometimes played the role of the projective tensor product successfully when

function lattices are involved. However, sometimes it cannot be used, for example

when we are searching for optimal factorizations of bilinear maps.
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2 CALABUIG, FERNÁNDEZ, GALAZ, AND SÁNCHEZ

Motivated in part by the so called optimal factorization of linear continuous

operators acting on Banach function spaces [18], some efforts have been recently

made for extending the characterization of the minimal factorization norm to the

bilinear/multilinear case (see for example [5] and the references therein). The main

problem in this case is that the optimal factorization one may expect to find, is

not in general a Banach function space over the product measure. However, it will

satisfy some weaker lattice-type properties. In this paper we characterize when

the factorization space is at least a space of measurable functions with respect to

the product measure. Thus, the interest is not only focused on the factorization

problem, but also on the general structure of the tensor products of Banach function

spaces. In order to do that, we first analyze a class of normed spaces of measurable

functions with respect to the product measure endowed with some weak function

lattice properties.

Let (Ω,Σ, µ) be a σ-finite measure space and denote by L0(µ) the space consisting

of classes of Σ-measurable functions, where f, g are identified if f = g µ-a.e.. Then

L0(µ) can be given a metric so that it becomes a complete metric space. In this

case, a Banach space X ⊂ L0(µ) is continuously included if, and only if, X has the

subsequence property. This means that if {fn} ⊂ X is convergent to f ∈ X, then

it has a subsequence that converges to f µ-a.e. This is very well known when µ is

a finite measure. In the σ-finite case, it seems this is not so and thus we present

proofs for the corresponding results. Given a normed space X ⊂ L0(µ) we give a

necessary and sufficient condition for its completion X̂ to be continuously included

in L0(µ). We say that this kind of spaces are L0(µ)-completable.

Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-finite measure spaces and consider its

product measure space (Ω1 ×Ω2,Σ1 ⊗Σ2, µ1 ⊗ µ2). Given Banach function spaces

X1(µ1) and X2(µ2), it is well known that, in general, the projective tensor product

space X1(µ1)⊗̂πX2(µ2) is not a lattice Banach space. However X1(µ1)⊗π X2(µ2)

possesses a relevant property which we have called 2-rectangularity. This indicates

that if A ∈ Σ1, B ∈ Σ2 and R is the ‘rectangle’ A×B, then χRf ∈ X1(µ1)⊗X2(µ2)

and π(χRf) ≤ Cπ(f), ∀f ∈ X1(µ1)⊗X2(µ2), for some C > 0.

We discuss two questions that arise in the situation we just described. First,

we show that it is possible that the completion X1(µ1)⊗̂πX2(µ2) be continuously

included in L0(µ1⊗µ2). This is clear for example if X1(µ1) = L1(µ1) and X1(µ2) =

X2(µ2), since in this case L1(µ)⊗̂πL1(µ2) = L1(µ1⊗µ2). However, to our knowledge

the general question has not been considered before for a non-atomic measure.

Specifically we establish that Lp(µ1)⊗̂πLp(µ2) is continuously included in L0(µ1 ⊗
µ2) when 1 < p < ∞. Take Ω1 = N = Ω2 and let µ1 and µ2 be the corresponding

counting measure. Then we show that `p⊗̂π`r, 1 ≤ p, r < ∞ is continuously

included in `∞(N2), the set of bounded functions defined on N2. This was already

noticed before in [14], although no proof was given there. Some other related results

can also be found in [13, p. 1364]. The main property on which these results are

based is that, under mild conditions on the measure µ, the space Lp(µ) has a

Schauder basis if 1 ≤ p <∞.
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The other question we discuss, and with which we end our work, is that of given

a bounded linear operator T : X1(µ1)⊗q X2(µ2)→ E, where E is a Banach space,

to find a norm on X1(µ1) ⊗X2(µ2) that is minimal with respect to the condition

of 2-rectangularity and boundedness of T .

Finally, let us note that the same arguments should work for the case in which

n spaces are involved.

2. Notation and preliminaries

2.1. Some general notation. In this work we will only consider real vector spaces.

When X is a normed space, then BX := {x ∈ X : ‖x| ≤ 1} and X∗ is the normed

dual space of X. If convenient, the norm in X will also be indicated as ‖ · ‖X .

Let M be a metric space. Given a sequence {fn} ⊂ M and f ∈ M , to express

that {fn} converges to f we write fn
M→ f . In all cases Ω is a non-empty set

and 2Ω := {A : A ⊂ Ω}. By F (Ω) we represent the vector space consisting of all

functions f : Ω → R and X(Ω) indicates that X(Ω) is a vector subspace of F (Ω).

When we write X = X(Ω) we mean that the subspace X(Ω) will frequently be

denoted simply by X.

2.2. Spaces of measurable functions. Throughout this work (Ω,Σ, µ) is always

a σ-finite measure space. Then L0(µ) denotes the vector space consisting of all

Σ-measurable functions, two of them being identified if they are equal µ-almost

everywhere (µ-a.e.). When µ(Ω) <∞, then L0(µ) is a complete metric space with

the distance d defined as

(2.1) d(f, g) :=

∫
Ω

|f − g|
1 + |f − g|

dµ, ∀ f, g ∈ L0(µ).

Note this distance is translation invariant and the following holds ([1, Thm.

1.82], [18, Sect. 2.1]).

Lemma 2.1. Let µ(Ω) < ∞, {fn} ⊂ L0(µ) and f ∈ L0(µ). Then the following

properties are equivalent:

i) fn
L0(µ)−→ f .

ii) {fn} converges to f in measure.

iii) Any subsequence of {fn} has a subsequence that converges pointwise to f µ-a.e..

The notation M(µ) indicates that M(µ) ⊂ L0(µ) and in this case we will say that

M(µ) is a space of measurable functions. By M = M(µ) we mean that the space

M(µ) will frequently be denoted just by M . A metric space M = M(µ) satisfies

the µ-subsequence property (or simply the subsequence property) if any sequence

{fn} ⊂M that converges to f ∈M has a subsequence that converges pointwise to

f µ-a.e.. The following result is well known and can be obtained from Lemma 2.1.

Proposition 2.2. Let µ(Ω) < ∞. A metric space M(µ) has the subsequence

property if, and only if, M(µ) is continuously included in L0(µ). In particular,

L0(µ) has the subsequence property.
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2.3. Banach and Köthe function spaces. Let (Ω,Σ, µ) be a σ-finite measure

space. A Banach space X = X(µ) is a Banach function space (B.f.s.), with respect

to µ, if it is an ideal in L0(µ) and has a Riesz norm. This means that if 0 ≤ |g| ≤ |f |,
where g ∈ L0(µ) and f ∈ X, we always have that g ∈ X and ‖g‖ ≤ ‖f‖ ([16,

Sect.1.9], [20, Sects. 6.30, 15.63]). Here, by f ≤ g we understand that f ≤ g

pointwise µ-a.e. and we call this order the natural µ-a.e. order. Notice that in this

way a B.f.s. X(µ), endowed with the natural µ-a.e. order, is a Banach lattice [16,

Sect.2.11]. Hence any B.f.s. has the subsequence property [21, Thm.100.6].

Let X1 = X1(µ1) and X2 = X2(µ2) be B.f.s.. A linear operator T : X1 → X2 is

positive if Tf ≥ 0 when f ∈ X and f ≥ 0. A positive linear operator between B.f.s.

is always bounded [1, Lemma 3.22]. Assume that X1 ⊂ X2. Since the inclusion j

from X1 into X2 is a positive linear map, it follows that an inclusion between B.f.s.

is always bounded.

A normed space X = X(µ) is a 1-rectangular normed space if there is some

real number C > 0 such that whenever f ∈ X and A ∈ Σ we have χ
A
f ∈ X and

‖χ
A
f‖X ≤ C‖f‖X . In this situation, the norm will also be called 1-rectangular

and we will say that C is a 1-rectangularity constant for Z [6]. When X = X(µ)

is a Banach function space, note that X is 1-rectangular, with 1 as a constant of

rectangularity.

As usual, L∞(µ) is the B.f.s. of all µ-essentially bounded functions f : Ω → R
endowed with its natural norm and, for 1 ≤ p <∞, Lp(µ) is the B.f.s. consisting of

p-integrable functions f : Ω → R with the corresponding norm. When X = X(µ)

is a B.f.s. and fχA ∈ L1(µ),∀ f ∈ X, µ(A) <∞, we will say that X is a B.f.s. of

locally integrable functions. If additionally we have that χA ∈ X when µ(A) <∞,

then the B.f.s. X will be called Köthe function space (K.f.s.) ([15, Def 1.b.17], [2,

Def. I.1.3]). Notice that for each p ≥ 1, Lp(µ) is a K.f.s..

2.4. Product measure. A semiring in Ω is a collection S ⊂ 2Ω such that ∅ ∈ S
and when A,B ∈ S, then A∩B ∈ S and A\B is a finite union of disjoint sets in S.

If additionally Ω ∈ S, then a semiring is called semialgebra. If S1 is a semiring in Ω1

and S2 is a semiring in Ω2, then the collection S1×̃S2 := {A×B : A ∈ S1, B ∈ S2}
is a semiring in Ω1×Ω2. Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be measure spaces. Then

µ1 ⊗ µ2 is the product measure, defined on Σ1 ⊗ Σ2, the σ-algebra in Ω1 × Ω2

generated by the semiring of “rectangles” Σ1×̃Σ2.

2.5. Normed tensor products. Given any two vector spaces X1 and X2, recall

that its algebraic tensor product X1⊗X2 is a vector space having the fundamental

property that any bilinear map B : X1×X2 → E, where E is another vector space,

can be factorized by a linear operator TB : X1 ⊗X2 → E as shown below:

X1 ×X2
B //

⊗ &&

E.

X1 ⊗X2

TB

::(2.2)
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Let j = 1, 2 and Xj , Yi be vector spaces, and assume that S : X1 → Y1 and

T : X2 → Y2 are linear operators. Then there is a unique linear map S ⊗ T :

X1 ⊗X2 → Y1 ⊗ Y2 satisfying

(2.3) S ⊗ T (x⊗ y) = Sx⊗ Ty, ∀x ∈ X1, y ∈ X2.

Let X and Y be normed spaces. Then on X ⊗ Y we have the projective norm

π(t) := inf

{
N∑
n=1

‖xn‖ · ‖yn‖ : xn ∈ X, yn ∈ Y, 1 ≤ n ≤ N, t =

N∑
n=1

xn ⊗ yn

}
,

and the injective norm

ε(t) := sup{|x∗ ⊗ y∗(t)| : x∗ ∈ BX∗ , y∗ ∈ BY ∗}, ∀ t ∈ X ⊗ Y.

From now on, if q is a norm on the tensor product X ⊗ Y the corresponding

normed space will be indicated by X ⊗q Y and its completion by X⊗̂qY .

Definition 2.3. Let X and Y be normed spaces.

a) A norm q on X ⊗ Y is a reasonable crossnorm if:

i) q(x⊗ y) ≤ ‖x‖ ‖y‖, ∀x ∈ X, y ∈ Y .

ii) When x∗ ∈ X∗, y∗ ∈ Y ∗, then x∗ ⊗ y∗ ∈ (X ⊗q Y )∗ and ‖x∗ ⊗ y∗‖ ≤ ‖x∗‖ ‖y∗‖.

b) A norm q on X ⊗Y is uniform if when S : X → X and T : Y → Y are bounded

linear operators, then the linear operator S⊗T : X⊗q Y → X⊗q Y is also bounded

and ‖S ⊗ T‖ ≤ ‖S‖ ‖T‖.

For any pair of normed spaces X and Y , both the projective norm and the

injective norm are uniform and reasonable crossnorms. The projective norm has

additionally the universal property that if E is a normed space and B : X×Y → E

is a bounded bilinear map, then the linear map appearing in (2.2) is bounded.

Let (Ωj ,Σj , µj) be a measure space for j = 1, 2, and take Ω = Ω1 × Ω2,

Σ = Σ1 ⊗ Σ2, µ = µ1 ⊗ µ2. When X1 = X1(µ1) and X2 = X2(µ2) the tensor

product X1 ⊗ X2 can be represented in more familiar terms as follows. Given

f1 ∈ X1, f2 ∈ X2, let f1 × f2 temporarily denote the function defined on Ω by

f1×f2(x, y) := f1(x)f2(y). Since f1 is Σ1-measurable and f2 is Σ2-mesurable, note

that f1 × f2 is a Σ-measurable function. Take f1, g1 : Ω1 → R and f2, g2 : Ω2 → R.

If f1 = g1 µ1-a.e. and f2 = g2 µ2-a.e., we also have f1 × f2 = g1 × g2 µ-a.e. This

shows the correspondence B : X1 × X2 → L0(µ) given by B(f1, f2) = f1 × f2 is

well defined. Since B is a bilinear map, the universal property of the algebraic

tensor product X ⊗Y indicates there is a linear map J : X ⊗Y → L0(µ) such that

J(f ⊗ g) = f × g, ∀f ∈ X, g ∈ Y . It turns out that this map is injective and this

allows us to identify X ⊗ Y with the subspace J(X1×X2) ⊂ L0(µ1⊗µ2), which is

the linear span of the functions f × g. So from from now on we will write f1 ⊗ f2

instead of f1 × f2 and consider

X1(µ1)⊗X2(µ2) =

{
N∑
n=1

fn ⊗ gn : N ∈ N, fn ∈ X1, gn ∈ X2, n = 1, . . . , N

}
.
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3. The completion of normed spaces of measurable functions with

the subsequence property

Since the spaces X(µ) we will study may not be complete, it is fairly possible

that its normed completion may not be described as a vector subspace of L0(µ).

This takes us to consider the condition we have called L0(µ)-completability.

We will start this section by extending Proposition 2.2 to the σ-finite case. Surely

this result is well known but we did not find an adequate reference for it (compare

to [1, Section 1.6: Thm. 1.82, Exercise 1.6.11]).

Let (Ω,Σ, µ) be a σ-finite measure space with µ(Ω) =∞. Express Ω =
⋃∞
n=1 Ωn,

where 0 < µ(Ωn) < ∞, ∀n ∈ N and Ωm ∩ Ωn = ∅ if m 6= n. For each n ∈ N, let

Σn = {A ∈ Σ : A ⊂ Ωn}, µn = µ : Σn → [0,∞) and dn the distance in L0(Ωn)

given as in (2.1). In what follows when we consider a function h : Ω→ R as having

Ωn as its domain, we will understand that we refer to its restriction to Ωn.

For f, g ∈ L0(µ) we now define

(3.1) d(f, g) :=

∞∑
n=1

1

2n
dn(f, g)

µ(Ωn)
.

Since dn(f, g) ≤ µ(Ωn), ∀ n ∈ N, the above series always converges. Moreover it

defines a distance d in L0(µ) such that, for {fk} ⊂ L0(µ) and f ∈ L0(µ), we have

(3.2) fk
L0(µ)−→ f if, and only if fk

L0(µn)−→ f, ∀ n ∈ N.

From now on when we consider L0(µ) as a metric space it will always be with

the distance d defined in (3.1). Notice that d is translation invariant and L0(µ)

turns out to be a complete metric space.

Lemma 3.1. The metric space L0(µ) has the subsequence property.

Proof. Let us take a sequence {fk} ⊂ L0(µ) and f ∈ L0(µ) such that fk
L0(µ)−→ f .

This implies that {fk} converges to f in L0(µ1). Since µ(Ω1) <∞, it follows there

is some subsequence {f1,`} of {fk} such that {f1,`} converges pointwise to f µ-

a.e. on Ω1. We next apply in L0(µ2) the same argument with {f1,`} to obtain a

subsequence {f2,`} of {f1,`} such that {f2,`} converges pointwise to f µ-a.e. on Ω2.

Note that being a subsequence of {f1,`}, this subsequence {f2,`} also converges to

f µ-a.e. on Ω1. Repeating this argument, we obtain a family of sequences {fn,`}`
such that {fn+1, `}` is a subsequence of {fn,`} and, for each n ∈ N, fn,` → f

pointwise µ-a.e. on Ωn, when ` → ∞. We now use a diagonal process and define

gn = fn,n, ∀n ∈ N. Then {gn} is a subsequence of {fk} and gn → f pointwise

µ-a.e. on each set Ωn. Thus we obtain the conclusion. �

Proposition 3.2. A metric space M = M(µ) has the subsequence property if, and

only if, it is continuously included in L0(µ).

Proof. Let j : M → L0(µ) be the inclusion map. We will first assume that M

has the subsequence property. Take f ∈ M and a sequence {fk} ⊂ M such that

fk
M→ f . Fix k ∈ N and consider a subsequence {f1,`} of {fk}. Then also f1,`

X→ f

and so the subsequence property implies there is some subsequence {f2,`} of {f1,`}
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which converges pointwise to f µ-a.e. on Ωn. Applying Lemma (2.1) it follows that

{fk} converges to f in L0(µn). Using (3.2), we now conclude fk
L0(µ)−→ f .

Let us now assume that j is continuous and take {fk} ⊂M and f ∈M such that

fk
M→ f . The continuity of j implies now that fk

L0(µ)−→ f . Applying now Lemma 3.1

we obtain the conclusion. �

We next show that the convergence in L0(µ) does not depend on the partition

of Ω that was initially employed to define in (3.1) the distance d. So let {Ak} ⊂ Σ

be a collection such that
⋃∞
k=1Ak = Ω, Ak ∩ Am = ∅ if k 6= m, and µ(Ak) < ∞,

∀ k ∈ N. For each k ∈ N, let us consider the measure space (Ak,Σk, µ) where

Σk = {A ∈ Σ : A ⊂ Ωk} and take as ρk the corresponding distance defined by

(2.1). Let ρ denote the distance in L0(µ) that we obtain in this way. As before,

when we treat a function h : Ω→ R as having Ak as its domain, we will understand

that we refer to its restriction to Ak.

Corollary 3.3. Let M = M(µ) be a metric space, {fn} ⊂ M and f ∈ M . Then

ρk(fn, f)→ 0, ∀ k ∈ N if, and only if fn
L0(µ)−→ f .

Proof. We will start showing that (L0(µ), ρ) has the subsequence property. So take

{gn} ⊂ L0(µ) and g ∈ L0(µ) such that gn
ρ→ g. Using now Proposition 3.2 (with

respect to the distance ρ) we conclude that there is a subsequence {gn(k)} that

converges pointwise to g µ-a.e.. Applying again Proposition 3.2 this implies the

inclusion jρ : (L0(µ), ρ)→ L0(µ, d) is continuous.

Since the above argument is symmetric with respect to d and ρ, it follows that

also the inclusion jd : L0(µ, d)→ L0(µ, ρ) is continuous.

Finally, we just have to notice that ρk(fn, f) → 0, ∀ k ∈ N if, and only if,

ρ(fn, f)→ f . �

Now, we introduce one of the main definitions of the paper: the L0-completability

of a normed space. Essentially, it means that the closure of this normed space is

included in L0(µ).

Definition 3.4. A normed space X = X(µ) is L0(µ)-completable (or simply L0-

completable) when it has the following properties:

a) X has the subsequence property.

b) If {fn} is a Cauchy sequence in X and {fn} converges to 0 pointwise µ-a.e., then

‖fn‖X → 0.

Definition 3.5. Let X = X(µ) be an L0(µ)-completable normed space and take

X̂ = X̂(µ) to consist of all functions f ∈ L0(µ) for which there is a Cauchy sequence

{fn} ⊂ X such that fn → f pointwise µ-a.e.. For a given f ∈ X̂ the expression

(3.3) ‖f‖X̂ := lim
n→∞

‖fn‖X .

defines a norm on X̂.

Indeed, assume first that {fn} and {gn} are Cauchy sequences in X such that

both fn → f and gn → f pointwise µ-a.e.. Then {gn − fn} is also a Cauchy
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sequence in X and gn − fn → 0 µ-a.e.. Using now b) in Definition 3.4, we have

that ‖fn − gn‖X → 0. This implies that the function ‖ · ‖X̂ is well defined and by

proceeding directly we can check it is a seminorm on the vector space X̂. To prove

that it is a norm, let us suppose that f ∈ X̂ and ‖f‖X̂ = 0. Hence there is a Cauchy

sequence {fn} ⊂ X such that fn → f pointwise µ-a.e. and ‖fn‖X → 0. By property

a) in Definition 3.4 it follows that fn
L0(µ)−→ 0. Hence fn(k) → 0 pointwise µ-a.e., for

some subsequence {fn(k)} of {fn}. This allows us to conclude that f = 0 µ-a.e..

Notice that

X ⊂ X̂ and ‖f‖X̂ = ‖f‖X , ∀f ∈ X.

As we said before, in our next result we prove that if a normed space X, is

L0-completable then its completion is actually X̂ and, in addition, it has the sub-

sequence property.

Theorem 3.6. Let X(µ) be an L0(µ)-completable normed space. Then:

i) Its completion is X̂ = X̂(µ).

ii) X̂ has the subsequence property.

Proof. i) Take f ∈ X̂ and consider a Cauchy sequence {fn} ⊂ X such that fn → f

pointwise µ-a.e.. We will show that

(3.4) fn
X̂→ f.

Consider ε > 0 and take N ∈ N to be such that ‖fn − fm‖X ≤ ε, ∀ m,n ≥ N .

Fix n ≥ N . Then {fn − fm}m is a Cauchy sequence in X that converges to fn − f
pointwise µ-a.e.. Hence ‖fn − f‖X̂ = limm→∞ ‖fn − fm‖X ≤ ε,∀ n ≥ N . This

establishes (3.4). Note that this indicates that X is dense in X̂.

To establish that X̂ is a Banach space, let {gn} be a Cauchy sequence in X̂.

Then, for each n ∈ N we can find a function fn ∈ X such that ‖fn − gn‖X̂ ≤
1
n . It

follows that {fn} is a Cauchy sequence in X. So there is some subsequence {fn(k)}
that converges pointwise µ-a.e., say to g. Then g ∈ X̂ and the conclusion will follow

by showing that gn(k)
X̂→ g. Using (3.4) we obtain that

‖g − gn(k)‖X̂ ≤ ‖g − fn(k)‖X̂ +
1

n(k)
→ 0, when k →∞.

ii) By Proposition 3.2 we will show that the inclusion j : X̂ → L0(µ) is contin-

uous. Let {gk} ⊂ X̂ and g ∈ X̂ satisfy gk
X̂→ g. Applying (3.2), to conclude that

gk
L0(µ)−→ g we will establish that gk

L0(µn)−→ g, for each n ∈ N.

For each k ∈ N take a sequence {fk,`}` ⊂ X such that when `→∞ we have

(3.5) fk,`
X̂→ gk and fk,` → gk pointwise µ− a.e..

By Proposition 3.2, the normed space X is continuously included in L0(µ). So,

given ε > 0, there is some δ > 0 such that

(3.6) if f ∈ X and ‖f‖X ≤ δ, then d(f, 0) <
ε

2
.
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Let us now fix n ∈ N and consider k ∈ N. Since µ(Ωn) < ∞ and fk,` → gk
pointwise µ-a.e. when `→∞, it follows from (2.1) that dn(gk, fk,`) = 0.

Choose `(k) so that for hk = fk,`(k) ∈ X we have ‖hk‖X ≤ ‖fk||X̂ + 1
k and

d(gk, hk) < ε
2 . Take K ∈ N such that ‖hk‖X ≤ δ, ∀k ≥ K. Then, for k ≥ K from

(3.6) we have dn(gk, hk) ≤ ε
2 . Therefore

dn(gk, f) ≤ dn(gk, hk) + d(hk, f) ≤ ε

2
+
ε

2
= ε, ∀k ≥ K.

This proves that {gk} converges to f in L0(µn). �

Corollary 3.7. Let X be a subspace of a normed space Y = Y (µ) having the

subsequence property. If X is dense in Y and X is L0(µ)-completable, then also Y

is L0(µ)-completable and Ŷ = X̂.

Proof. Let {fn} ⊂ Y be a Cauchy sequence that converges pointwise to 0. By the

density of X in Y , take a sequence {gn} ⊂ X such that ‖gn − fn‖Y ≤ 1
n , ∀ n ∈ N.

Then {gn} is a Cauchy sequence in X. Since X is L0(µ)-completable, this implies

that gn
X→ g pointwise µ-a.e., for some g ∈ L0(µ). On the other hand, we have

fn− gn
Y→ 0. So it follows there is some subsequence {fn(k)− gn(k)} that converges

to 0 pointwise µ-a.e. Hence gn(k) → 0 pointwise µ-a.e. and we obtain that g = 0 µ-

a.e.. Since X is L0(µ)-completable, we conclude that gn
X→ 0. Thus we have

fn = (fn − gn) + gn
Y→ 0. This shows X is L0(µ)-completable.

Clearly X̂ ⊂ Ŷ . Take f ∈ Ŷ and let {fn} ⊂ Y be a Cauchy sequence converging

pointwise to f . By the density of X in Y choose now a sequence {gn} ⊂ X such

that ‖gn − fn‖Y ≤ 1
n , ∀ n ∈ N. Then {gn} ⊂ X is also a Cauchy sequence and

there is some subsequence {gn(k)− fn(k)} such that gn(k)− fn(k) → 0 µ-a.e.. Hence

gn(k) = fn(k) + (gn(k) − fn(k))→ f pointwise µ-a.e. Therefore f ∈ X̂. �

In certain cases, instead of working explicitly in the above context, to describe

the completion we can do it in the following more “simple” situation. Recall that

X = X(Ω) just means that X is a normed space consisting of functions f : Ω→ R.

Definition 3.8. A normed space X = X(Ω) is F-completable if:

a) For any w ∈ Ω the evaluation map δw : X → R, given by f 7→ f(w), is continuous.

b) If {fn} ⊂ X is a Cauchy sequence that converges pointwise to 0, then ‖fn‖X → 0.

As usual, to introduce a normed space X = X(Ω) into a measure-theoretic

context, we consider the measure space (Ω,Σ, µ), where Σ = 2Ω and µ is the

counting measure. When Ω is a countable set, then we have a σ-finite measure and

X is a normed space of µ-measurable functions.

Theorem 3.9. Let Ω be a countable set. If a normed space X = X(Ω) is F-

completable, then its completion X̂ consists of all functions f : Ω → R having a

Cauchy sequence {fn} ⊂ X that converges pointwise to f . Moreover, in X̂ each

evaluation map is continuous.

Proof. Note first that since X is F-completable, then X is L0(µ)-completable. So

its completion X̂ is well defined. Let X1 be the subspace of F (Ω) formed by all
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functions f : Ω → R with a Cauchy sequence {fn} ⊂ X that converges pointwise

to f . Clearly X1 ⊂ X̂. Assume now that f ∈ X̂. Then there is a Cauchy sequence

{fn} ⊂ X having a subsequence {fn(k)} such that fn(k) → f pointwise. By property

a) in Definition 3.8, it follows that fn(k) → g pointwise, for some function g ∈ X1.

Hence f = g ∈ X1.

We now prove that each evaluation map is continuous on X̂. Fix w ∈ Ω. Since

X is F-completable, take a real number C > 0 such that |f(w)| ≤ C‖f‖X , ∀f ∈ X.

Consider now g ∈ X̂ and choose a sequence {fn} ⊂ X such that fn
X̂→ g and

fn(w)→ f(w). Then |g(w)| = limn→∞ |fn(w)| ≤ C limn→∞ ‖fn‖X = C‖g‖X̂ . �

Corollary 3.10. Let X be a subspace of a normed space Y = Y (Ω). If each

evaluation map is continuous on Y , X is dense in Y and X is F-completable, then

also Y is F -completable and Ŷ = X̂.

Proof. Let {fn} ⊂ Y be a Cauchy sequence that converges pointwise to 0. By the

density of X in Y , take a sequence {gn} ⊂ X such that ‖gn − fn‖Y ≤ 1
n , ∀ n ∈ N.

Then {gn} is a Cauchy sequence in X. Let w ∈ Ω. Since

|gn(w)| ≤ |gn(w)− fn(w)|+ |fn(w)| ≤ Cw
n

+ |fn(w)|,

it follows that gn → 0 pointwise. Since X is F -completable, this implies that

‖gn‖Y = ‖gn‖X → 0. Noting now that ‖fn‖Y ≤ ‖fn− gn‖Y + ‖gn‖Y ≤ 1
n + ‖gn‖Y ,

we conclude that ‖fn‖Y → 0. This shows Y is F-completable.

By applying Corollary 3.7 we obtain Ŷ = X̂. �

The next result gives examples of normed sequence spaces that do not have the

subsequence property with respect to the counting measure.

Example 3.11. Let X be any normed sequence space containing the canonical

system {en : n ∈ N} as a bounded set. For each N ∈ N, let vN =
∑N
n=1 en. Clearly,

the set {vN : N ∈ N} is linearly independent. We now define

(3.7) T (vN ) =
1

N
eN , ∀N ∈ N,

and extend it linearly to the linear span Y of {vN : N ∈ N}. In this way we obtain

an injective linear operator T : Y → X. Hence the function

(3.8) ‖y‖ = ‖Ty‖X ,

is a norm on Y . From (3.7) and (3.8) it follows that vN
Y→ 0.

On the other side, let {vN(k)} be any subsequence of {vN}. Then VN(k)(j)→ 1,

∀ j ∈ N.

4. 2-rectangular normed spaces of measurable functions

Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-finite measure spaces. In the following we

will work in (Ω1 × Ω2,Σ1 ⊗ Σ2, µ1 ⊗ µ2), which also is a σ-finite measure space.

Although we are mainly interested in working with the specific semiring Σ1×̃Σ2,

it will be convenient to make our definition with respect to an arbitrary semiring
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S ⊂ Σ1 ⊗ Σ2. Have in mind that, to abbreviate, we frequently take Ω = Ω1 × Ω2,

Σ = Σ1 ⊗ Σ2 and µ = µ1 ⊗ µ2.

Definition 4.1. A normed space Z = Z(µ1 ⊗ µ2) is a 2-rectangular normed space

(2-rectangular n.s.) if for f ∈ Z, R ∈ S we always have χ
R
f ∈ Z and there is some

real number C > 0 such that

(4.1) ‖χ
R
f‖Z ≤ C‖f‖Z .

Usually we will not mention the semiring S. So the norm will just be called

2-rectangular and we will say that C is a 2-rectangularity constant for Z.

Lemma 4.2. If X = X(µ1 ⊗ µ2) is L0(µ)-completable and 2-rectangular, then its

completion X̂ is also 2-rectangular.

Proof. Take C > 0 as a rectangularity constant for X. Let R ∈ S and f ∈ X̂.

Hence there is a Cauchy sequence {fn} ⊂ X such that fn → f pointwise µ-a.e.

Since X is 2-rectangular, it follows that {χRfn} ⊂ X is also a Cauchy sequence.

Moreover, χRfn → χRf pointwise µ-a.e.. Thus χRf = g ∈ X̂ and

‖χRf‖X̂ = lim
n→∞

‖χRfn‖X ≤ C lim
n→∞

‖fn‖X = C‖f‖X̂ .

�

Given f ∈ F (Ω1) and g ∈ F (Ω2), recall that f ⊗ g : Ω→ R is given by

f ⊗ g(x, y) := f(x)g(y).

Then, for A ∈ Σ1 and B ∈ Σ2, we have χ
A
⊗ χ

B
= χ

A×B
.

Lemma 4.3. If X1 = X1(µ1) and X2 = X2(µ2) are 1-rectangular n.s. with respect

to correspondent semirings S1 and S2, and q is a uniform reasonable crossnorm

on X1 ⊗ X2, then X1 ⊗q X2 is 2-rectangular with respect to the semiring S1×̃S2.

Moreover, if C1 is a constant of 1-rectangularity for X1 and C2 is a constant of

1-rectangularity for X2, then C1C2 is a constant of 2-rectangularity for X1 ⊗X2.

Proof. Let R = A × B, where A ∈ S1 and B ∈ S2. Take t ∈ X1 ⊗ X2 and

note that χRt = (χA ⊗ χB)t = (MA ⊗MB)(t), where MAf = χAf, ∀f ∈ X and

MBg = χBg, ∀g ∈ Y . By the hypothesis we have that ‖MAf‖ ≤ C1‖f‖, ∀f ∈ X
and ‖MBg‖ ≤ C2‖g‖, ∀g ∈ Y . Since q is a uniform norm, this implies that

‖MA ⊗MB‖ ≤ C1C2 and the conclusion follows. �

Since a Banach function space X(µ) is always a 1-rectangular normed space with

1 as a constant of rectangularity, from Lemma 4.3 follows directly the following.

Lemma 4.4. If X1 = X(µ1) and X2 = X(µ2) are Banach function spaces and

q is a uniform reasonable cross norm on X1 ⊗ X2, then X(µ1) ⊗q X(µ2) is a 2-

rectangular n.s., with 1 as a constant of regularity.

In what follows we show some easy results regarding inclusions of 2-rectangular

tensor product (without completion) over the product measure. These results will

be used in Section 5.
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Proposition 4.5. If X1 = X1(µ1) and X2 = X2(µ2) are B.f.s. consisting of locally

integrable functions, then X1 ⊗π X2 is continuously included into L0(µ1 ⊗ µ2) and

has the µ1 ⊗ µ2-subsequence property.

Proof. Let {tn} ⊂ X1 ⊗π X2 and t ∈ X1 ⊗π X2 satisfy tn
π→ t. We now fix A ∈ Σ1,

B ∈ Σ2 such that µ1(A) < ∞, µ2(B) < ∞. Next, for f ∈ X1, g ∈ X2 define

Tf = χAf and Sg = χBg. By our hypothesis we have T : X1 → L1(µ1) and

S : X2 → L1(µ2). Since T and S are positive linear operators between Banach

lattices, it follows that each of them is bounded. Let Cj = ‖Tj‖, j = 1, 2.

Take R = A × B. Given fj ∈ X1, g ∈ X2, let B(f, g) = χAf ⊗ χBg. Then

B : X1 ×X2 → L1(µ1 ⊗ µ2) is a bilinear map. Applying Fubini’s Theorem we find

‖χRf ⊗ g‖L1(µ) ≤ ‖χAf‖L1(µ1)‖χBg‖L1(µ2) ≤ C1C2‖f‖X1
‖g‖X2

,∀ f ∈ X1, g ∈ X2.

By the fundamental property of the projective norm, this implies χRt ∈ L1(µ),

∀ t ∈ X ⊗ Y and

(4.2) ‖χRt‖L1(µ1⊗µ2) ≤ C1C2‖t‖π, ∀ t ∈ X1 ⊗X2.

Let j = 1, 2. Since µj is a σ-finite measure, we express Ωj = ∪∞m=1Ωj,m, where

µj(Ωj,m) < ∞, ∀m ∈ N. Notice that Sj = {A ∈ Σj : µj(A) < ∞} is a ring of

sets in Ωj . Then Ω = Ω1 × Ω2 =
⋃
m,n∈N Ω1,m × Ω2,n. Since S1×̃S2 is a semiring,

it follows that we can represent Ω =
⋃∞
k=1Rk, where Rk ∈ S1×̃S2,∀k ∈ N and

Rk ∩R` = ∅ when k 6= `.

From (4.2) it follows that for each R = A × B with µ1 ⊗ µ2(R) < ∞ there is a

continuous projection on X1 ⊗π X2 whose image is contained in L0(µR). Applying

now Corollary 3.3 we obtain that X1⊗πX2 is continuously included into L0(µ1⊗µ2).

Hence, by Proposition 3.2, X1 ⊗π X2 has the subsequence property. �

In relation to the following result see [17, Thm. 4.5.1].

Proposition 4.6. Let 1 ≤ p, s ≤ ∞ satisfy 1
r = 1

p + 1
s ≤ 1 and X1 = X1(µ1),

X2 = X2(µ2) be Banach function spaces. If µ1 and µ2 are finite measures,

X1 ⊂ Lp(µ1) and X2 ⊂ Ls(µ2), then X1 ⊗π X2 ⊂ Lr(µ1 ⊗ µ2) and the inclu-

sion is continuous.

Proof. Given f : Ω1 → R, consider f̃ = f ⊗1 : Ω→ R. Similarly, for g : Ω2 → R we

have g̃ = 1⊗g : Ω→ R. Then we have that f̃ ∈ Lp(µ1⊗µ2). Similarly, we have that

g̃ ∈ Ls(µ1⊗µ2). Hence, using Hölder’s inequality, we have f⊗g = f̃ g̃ ∈ Lr(µ1⊗µ2).

Consider now the map B : X × Y → Lr(µ1 ⊗ µ2) defined by B(f, g) = f ⊗ g.

Since B is positive bilinear map, it is continuous, as in the linear case; the proof of

this fact can be easily derived from the argument for the linear case, that can be

found in [15, p.2]. By the fundamental property of the projective norm this implies

that ‖t‖Lr(µ1⊗µ2) ≤ ‖B‖ ‖t‖π, ∀t ∈ X ⊗π Y . �

A direct argument allows to prove the next result.

Proposition 4.7. Let p ≥ 1 and X1 = X1(µ1), X2 = X2(µ2) be Banach function

spaces. If X1 ⊂ Lp(µ1) and X2 ⊂ Lp(µ2), then X1 ⊗π X2 ⊂ Lp(µ1 ⊗ µ2) and the

inclusion is continuous.
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Following the proof of Proposition 4.6 we obtain our next result.

Lemma 4.8. Let X1 = X1(µ1), X2 = X2(µ2) and X3 = X3(µ1 ⊗ µ2) be Banach

function spaces. If X1 ⊗ X2 ⊂ X3, then the inclusion j : X1 ⊗π X2 → X3 is

continuous.

Proof. Let B : X1 ×X2 → X3 be defined as B(f, g) = f ⊗ g. Since B is a positive

bilinear map, then B is continuous. Applying now the fundamental property of the

projective norm we obtain the conclusion. �

5. Completability of the projective tensor product of Banach

function spaces with a Schauder basis

Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-finite measure spaces. We will assume

that both X1 = X1(µ1) and X2 = X2(µ2) are B.f.s. with a Schauder basis. So,

let {fj : j ∈ N} be a Schauder basis for X1 and {f∗j } be its biorthogonal basic

sequence. Similarly, let {gk : k ∈ N} be a Schauder basis for X2 and {g∗k : k ∈ N}
be its biorthogonal basic sequence.

Given n ∈ N, let Pn : X1(µ1) → X1(µ1) and Qn : X2(µ2) → X2(µ2) be the

respective nth- canonical projection. That is,

Pn(f) =

n∑
j=1

f∗j (f)fj ,∀ f ∈ X1(µ1); Qn(g) =

n∑
k=1

g∗k(g)gk,∀ g ∈ X2(µ2).

Next we consider Rn = Pn ⊗Qn : X1(µ1)⊗π X2(µ2)→ X1(µ1)⊗π X2(µ2).

It is well known that {Pn} and {Qn} are bounded sequences. Hence we fix C > 0

such that

(5.1) ‖Pn‖ ≤ C, ‖Qn‖ ≤ C, ∀n ∈ N.

Since the projective norm is always a uniform norm, this implies that

(5.2) ‖Rn‖ ≤ C2, ∀n ∈ N.

Now we have Pnf → f, ∀ f ∈ X1 and Qng → g, ∀ g ∈ X2. This gives that

Rn(f ⊗ g) = Pnf ⊗Qng → f ⊗ g,∀f ∈ X1, g ∈ X2. Thus

(5.3) Rn(t)→ t, ∀ t ∈ X1(µ1)⊗X2(µ2).

Next, we will establish

(5.4) Rn(t) =
∑

1≤j,k≤n

f∗j ⊗ g∗k(t)fj ⊗ gk, ∀ t ∈ X1(µ1)⊗X2(µ2).
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Proof. Let t =
∑L
`=1 f` ⊗ g`, where f` ∈ X1, g` ∈ X2, ` = 1, . . . , L. Then

Rn(t) =

L∑
`=1

Pn(f`)⊗Qn(g`) =

L∑
`=1

 n∑
j=1

f∗j (f`)fj

⊗( n∑
k=1

g∗k(g`)gk

)
=

L∑
`=1

 ∑
1≤j,k≤n

f∗j (f`)g
∗
k(g`)fj ⊗ gk

= ∑
1≤j,k≤n

(
L∑
`=1

f∗j (f`)g
∗
k(g`)

)
fj ⊗ gk

=
∑

1≤j,k≤n

(
f∗j ⊗ g∗k

( L∑
`=1

f` ⊗ g`
))

fj ⊗ gk =
∑

1≤j,k≤n

f∗j ⊗ g∗k(t)fj ⊗ gk.

�

Lemma 5.1. If for any bounded sequence {tm} ⊂ X1(µ1) ⊗π X2(µ2) such that

tm → 0 µ1 ⊗ µ2-a.e., we have f∗j ⊗ g∗k(tm) → 0, ∀j, k ∈ N, then for any Cauchy

sequence {tm} ⊂ X1(µ1)⊗πX2(µ2) such that tm → 0 µ1⊗µ2-a.e., we have tm
π→ 0.

Proof. Let {tm} ⊂ X1⊗πX2 be a Cauchy sequence such that tm → 0, µ1⊗µ2-a.e..

Then {tm} is bounded and by the hypothesis we have

(5.5) f∗j ⊗ g∗k(tm)→ 0, ∀ j, k ∈ N.

We will now show that tm
π→ 0.

First we choose M ∈ N such that π(t` − tm) ≤ ε/C2, ∀`,m ≥ M . Using (5.2)

we have

(5.6) π(Rn(tm − t`)) ≤ ε, ∀`,m ≥M, ∀n ∈ N.

We now fix n ∈ N and take m ≥M . Equality (5.4) shows that the set {fj ⊗ gk :

1 ≤ j, k ≤ n} is a basis for the space Rn(X1 ⊗X2). We consider on this space the

norm

‖t‖ = max
{
|aj,k| : t =

∑
1≤j,k≤n

aj,kfj ⊗ gk
}
.

Since dimRn(X1⊗X2) <∞, then ‖·‖ and π are equivalent norms inRn(X1⊗X2).

From the hypotheses of the Lemma and from (5.4) it follows that ‖Rn(t`)‖ → 0.

Hence we also have π(Rn(t`)) → 0. So after letting ` → ∞, from (5.6) we obtain

for a fixed ε a natural number M such that

(5.7) π(Rn(tm)) ≤ ε, ∀m ≥M, ∀n ∈ N.

We now fix m ≥M and let n→∞ in the above inequality. Using (5.3) we have

π(tm) ≤ ε, ∀m ≥M . This establishes that tm
π→ 0. �

Theorem 5.2. For 1 < p < ∞ the space Lp(µ1) ⊗π Lp(µ2) is L0(µ1 × µ2)-

completable, that is, Lp(µ1)⊗̂πLp(µ2) is continuously included in L0(µ1 × µ2).

Proof. First we notice that Proposition 4.5 implies that Lp(µ1)⊗π Lp(µ2) has the

µ1 ⊗ µ2-subsequence property, that is, a) in Definition 3.8.

To obtain the conclusion we will now show that the requirements of Lemma 5.1

holds for the particular choice of the present result. So consider ϕ ∈ Lp(Ω1)∗ and
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ψ ∈ Lp(Ω2)∗. Let s > 1 be the conjugated exponent for p and take hj ∈ Ls(µj), j =

1, 2, such that

ϕ(f) =

∫
Ω1

h1fdµ1, ∀f ∈ Lp(µ1); ψ(g) =

∫
Ω2

h2gdµ2, ∀g ∈ Lp(µ2).

Then for f ∈ Lp(µ1) and g ∈ Lp(µ2) we have

ϕ⊗ ψ(f ⊗ g) = ϕ(f)ψ(g) =

(∫
Ω1

h1fdµ1

)(∫
Ω2

h2gdµ2

)
=

∫
Ω1×Ω2

(h1f)⊗ (h2g) dµ1 ⊗ µ2

=

∫
Ω1×Ω2

h1 ⊗ h2 · f ⊗ g dµ1 ⊗ µ2.

Hence

ϕ⊗ ψ(t) =

∫
Ω1×Ω2

h1 ⊗ h2 · t dµ1 ⊗ µ2, ∀ t ∈ Lp(µ1)⊗ Lp(µ2).

Consider now a bounded sequence {tn} in Lp(µ1)⊗πLp(µ2) (and so in Lp(µ1⊗µ2)),

that converges to 0 µ1 ⊗ µ2-a.e. Take αm = h1 ⊗ h2 · tm,∀m ∈ N and D > 0 such

that ‖tm‖Lp(µ1⊗µ2) ≤ D, ∀ m ∈ N. By Proposition 4.7 we have Lp(µ1)⊗Lp(µ2) ⊂
Lp(µ1 ⊗ µ2) and also Ls(µ1)⊗ Ls(µ2) ⊂ Ls(µ1 ⊗ µ2). Therefore∫

A

|αm|dµ1 ⊗ µ2 ≤ ‖tm‖Lp(µ1⊗µ2)‖χAh1 ⊗ h2‖Ls(µ1⊗µ2)

≤ D ‖χAh1 ⊗ h2‖Ls(µ1⊗µ2), ∀A ∈ Σ1 ⊗ Σ2.

Since s > 1, from the above inequality it follows that the sequence {αm} is

equiintegrable. We also have αm → 0, µ1⊗µ2-a.e.. Thus we can now apply Vitali’s

convergence theorem ([10, Thm. III.3.6]) to find that

ϕ⊗ ψ(tm) =

∫
Ω1×Ω2

αmdµ1 ⊗ µ2 → 0.

An application of Lemma 5.1 gives b) of Definition 3.8, and so the result holds. �

Banach sequence spaces with {en} as a Schauder basis. Next we will spe-

cialize to Ω1 = Ω2 = N and consider a normed tensor product X1(N) ⊗q X2(N),

where X1 = X1(N) and X2 = X2(N) are Banach sequence spaces, each of them

having the canonical basis {en : n ∈ N} as a Schauder basis. By q we denote a

uniform reasonable crossnorm on X1 ⊗X2. So now we have fj = ej = gj , ∀j ∈ N.

Let {f∗j } be the biorthogonal basic sequence of {en} with respect to X1 and let

{g∗k : k ∈ N} be the biorthogonal basic sequence of {en : n ∈ N} with respect to

X2. Notice that f∗j and g∗k are just the evaluation maps on j and k, respectively.

From (5.1) we have

(5.8) ‖f∗j ‖ ≤ C, ‖g∗j ‖ ≤ C, ∀j ∈ N.

Take f = (f`) ∈ X1, g = (g`) ∈ X2. Then f∗j ⊗ g∗k(f ⊗ g) = f∗j (f)g∗k(g) = fjgk =

f ⊗ g(j, k). Hence
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(5.9) f∗j ⊗ g∗k(t) = t(j, k), ∀t ∈ X1 ⊗X2,∀j, k ∈ N.

Thus

(5.10) |t(j, k)| ≤ ‖f∗j ‖‖g∗k‖‖t‖q ≤ 4C2‖t‖q.

Theorem 5.3. Let X1 = X1(N) and X2 = X2(N) be Banach sequence spaces with

{en : n ∈ N} as a Schauder basis. If q is a uniform and reasonable crossnorm on

X1 ⊗X2, then the normed space X1 ⊗q X2 ⊂ F (N2) is F-completable.

Proof. Let {tm} ⊂ X1 ⊗q X2 be such that tm
q→ 0. Then from (5.10) follows

that tm(j, k) = f∗j ⊗ g∗k(tm) → 0, ∀j, k ∈ N. This shows that X1 ⊗q X2 has the

subsequence property and also that Lemma 5.1 applies. �

Under the conditions of the above theorem, note that (5.10) implies that in fact

X1⊗̂qX2 ⊂ `∞(N2).

6. Applications: an optimal factorization norm

The optimal domain of a linear operator acting on an order continuous Banach

function space was firstly represented as a concrete space of vector measure inte-

grable functions by Curbera and Ricker (see [7, 8, 18] and the references therein).

The original technique is strongly based on the lattice structure of the domain

space. Thus, as a consequence of the lack of lattice structure of the normed tensor

products analyzed in this paper, there is a deep methodological problem when the

same approach is attempted in the case of bilinear maps. In this section we show

how we can apply the results obtained in the rest of the paper to establish optimal

factorizations for this case.

Let (Ωj ,Σj , µj) be a σ-finite measure space, j = 1, 2. In the following we will

consider E to be a Banach space, Z = Z(µ1 ⊗ µ2) a 2-rectangular normed space

with respect to a semialgebra S contained in Σ1 ⊗ Σ2 and T : Z → E a bounded

linear map. Clearly by taking j as the identity and ZT = Z the next diagram holds:

Z
T //

j   

E.

ZT

T

==(6.1)

We are now interested in analyzing if there is some “minimal” 2-rectangular

norm on Z —associated to a “maximal” space—, say ‖ · ‖T , such that the operator

T : (Z, ‖ · ‖T )→ E is still continuous.

Let f ∈ Z and R ∈ S. Then

(6.2) ‖T (χRf)‖ ≤ ‖T‖ ‖χRf‖Z ≤ C‖T‖ ‖f‖Z ,

where C > 0 is a 2-rectangularity constant for Z. This allows us to define

(6.3) ‖f‖T = sup
{
‖T (χRf)‖ : R ∈ S

}
, f ∈ Z.
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It is rapidly checked that ‖ · ‖T defines a seminorm on Z. As can be easily seen,

for example by taking T = 0, this seminorm may not be a norm. To distinguish

those linear operators for which it is a norm we introduce the following definition.

It can be seen as a kind of extension to our setting of the well-known notion of

µ-determined operator —see Section 2 and [18]—.

Definition 6.1. A bounded linear map T : Z → E is said to be 2-rectangularly

determined, if the seminorm ‖·‖T is a norm. In this case we define ZT := (Z, ‖·‖T ).

From (6.2) we have that the inclusion j : Z → ZT is continuous:

‖f‖T ≤ C‖T‖‖f‖Z ,

The following is our optimal norm result.

Theorem 6.2. Let Z = Z(µ1 ⊗ µ2) be a 2-rectangular n.s. and T : Z → E a

2-rectangularly determined linear operator. Then:

i) ZT is also a 2-rectangular normed space.

ii) TE := T : ZT → E is bounded.

iii) If ‖ · ‖ is any 2-rectangular norm on the vector space Z and for W = (Z, ‖ · ‖)
the linear operator TW = T : W → E is bounded, then the inclusion j : W → ZT
is continuous.

iv) If W is dense in Z, then W is also dense in ZT .

Proof. i) Take f ∈ ZT and consider any S ∈ S. Note that χ
S
·χ

R
= χS∩R, ∀R ∈ S.

Hence ∥∥χSf∥∥T = sup
R∈S

∥∥T (χRχSf)
∥∥ = sup

R∈S

∥∥T (χR∩Sf)
∥∥ ≤ ‖f‖T .

ii) Take f ∈ ZT . Since Ω ∈ S we have
∥∥Tf∥∥

E
=
∥∥T (χΩf)‖E ≤ ‖f‖T . This

shows the linear operator TE is bounded and ‖TE‖ ≤ 1.

iii) Assume that a normed space W = (Z, ‖ · ‖) is 2-rectangular and the linear

operator T : W → E is bounded. Let C be a 2-rectangularity constant for W . Take

f ∈W and R ∈ S. Then

‖T (χRf)‖E = ‖TW (χRf)‖E ≤ ‖TW |‖χRf‖W ≤ C‖TW ‖‖f‖W .

Hence ‖f‖T ≤ C‖TW ‖‖f‖W .

iv) Since the inclusion j : Z → ZT is continuous, the density of W in Z, implies

that of W in ZT . �

Let us suppose additionally that the normed space ZT is L0(µ)-completable.

Since T : ZT → E is bounded let us consider its bounded linear extension T̂ :

ẐT → E. By Lemma 4.2 ẐT is also 2-rectangular. Hence it is a 2-rectangular

Banach space with Z = ZT as a dense subspace and having a bounded linear

extension of T : Z → E. In this setting we have the following Optimal Domain

Theorem.

Theorem 6.3. Let Z = Z(µ1 ⊗ µ2) be a 2-rectangular normed space, E a Ba-

nach space and T : Z → E a bounded linear operator. Assume also that T is

2-rectangularly determined and that ZT is L0(µ)-completable.
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If W = W (µ1×µ2) is a 2-rectangular normed space having Z as a dense subspace

and there is a bounded linear map TW : W → E with TW = T on Z, then W is

continuously included in ẐT and T̂ extends TW .

Proof. Let C be a 2-rectangularity constant for W . Take f ∈ Z and R ∈ S. Then

‖TχRf‖E = ‖TWχRf‖E ≤ ‖TW ‖ ‖χRf‖W ≤ C‖TW ‖ ‖f‖W . Hence

(6.4) ‖f‖T ≤ C‖TW ‖ ‖f‖W , ∀f ∈ Z.

Take f ∈ W and let {fn} ⊂ Z be a sequence satisfying fn
W→ f . It follows now

from (6.4) that {fn} is a Cauchy sequence in ZT . Hence there is some g ∈ ẐT
such that ‖fn − g‖

ẐT
→ 0. By Proposition 3.6 this implies that there is some

subsequence {fn(k)} that converges pointwise µ-a.e. to g. On the other hand, we

also have that fn → f pointwise µ-a.e. Hence f = g ∈ ẐT and (6.4) implies that

‖f‖
ẐT

= lim
n→∞

‖fn‖T ≤ C‖TW ‖‖f‖W .

This establishes that W is continuously included in ẐT . Moreover, we have

TW f = limn→∞ TW (fn) = limn→∞ T (fn) = T̂ (f). �

To end this work, we discuss the question of T being 2-rectangularly determined

in the case Ω1 = Ω2 = N and Σ1 = Σ2 = N.

Theorem 6.4. Let Z = Z(N2) be a 2-rectangular normed space and T : Z → E

a bounded linear operator. If w ∈ A = {x ∈ N2 : f(x) 6= 0 for some f ∈ Z}, then

χ{w} ∈ Z and T is 2-rectangularly determined if, and only if, T (χ{w}) 6= 0, ∀w ∈ A.

Proof. If w ∈ A, then we have that χ{w} ∈ Z. Assume first that T is 2-rectangularly

determined. Take w ∈ A. Then

0 6= ‖χ{w}‖T = sup{‖T (χRχ{w})‖E : R ∈ S} = ‖T (χ{w})‖.

Assume now that T (χ{w}) 6= 0, ∀w ∈ A. Take f ∈ Z, f 6= 0 and fix w ∈ N2 such

that f(w) 6= 0. Then χ{w}f = f(w)χ{w}. So T (χ{w}f) = f(w)T (χ{w}) 6= 0. �
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