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The crystallographic structure of solid electrolytes and other materials determines the protonic
conductivity in devices as fuel cells, ionic-conductors and supercapacitors. Experiments show
that a rise of the temperature in a narrow interval may lead to a sudden increase of several or-
ders of magnitude of the conductivity of some materials, a process called superprotonic transition.
Here, we show that the change of entropic restrictions associated with solid-solid phase or struc-
tural transitions controls the superprotonic transition and therefore the ionic conductivity in these
systems. A novel macro-transport theory for irregular domains is formulated for this purpose and
used to deduce a general formula for the temperature dependence on the ionic conductivity. The
formula fits remarkably experimental data of superprotonic transition in doped cesium phosphates
and other materials reported in the literature.

1 Introduction
The ion conductance in amorphous solids, crystals, quasi-crystals,
polycrystals and their compounds has become a very important
field of technological, experimental and theoretical research due
to the urgent demand of substituting fossil fuels by more effi-
cient and cleaner energy resources. The challenge is of the major
importance and difficulty since the practical operation of micro-,
meso- and macroscopic devices involves high energy dissipation
during chemo-electrical conversion and, therefore, the raise of
large temperature changes during operation and rest. These facts
make clear the necessity of a precise understanding of the pro-
cesses of (super)protonic and, in general, ionic conductivity in
fuel cells, batteries and super-capacitors. In this context, transi-
tions between different crystal phases or vitreous states are sig-
nificant during operation and rest since they can be used as ther-
mally controlled mechanisms for the transition between a storage
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device (at lower temperatures) and an active fuel cell (at higher
temperatures), in such a way that changes in the conductivity of
several orders of magnitude are welcome in a temperature range
of few Kelvin degrees. This behavior, called superprotonic transi-
tion may be used as a control mechanism of the ionic conductivity
and it has been examined experimentally for several systems1–7.
Here, we include recent results of the referred phase transitions
between monoclinic and cubic phases of CsP and a mixture based
on the partial substitution of Cs by Rb.8 These phase transitions
induce a sudden change of three orders of magnitude of the ion
conductance8. In what follows we propose a simple and direct
macro-transport theory from which we deduce a general formula
accounting for the complex non-isothermal conductance Gν (T ) of
solid and aqueous fuel cells in the temperature range including
the superprotonic transition9,10.

Dielectric spectroscopy experiments8 measure the homoge-
neous frequency (ν) dependent conductance Gν (T ) at different
temperatures (T ). In contrast, the mathematical description of
charge carriers transport is provided in terms of a generalized
Fick’s law involving an ion current density i(r, t) that depends
on position r and time t. With the aim to deduce an homoge-
neous macro-transport coefficient we will perform the implicit
volume average present in experiments along the lines of a re-
cently proposed theoretical description of mass transport across
confined spaces.11,12 The key idea is that the transport along the
main (longitudinal) coordinate due to an imposed electrical field
is, in general, strongly influenced by the spatial arrangement of
the molecules in the material. This arrangement is determined
by the crystallographic phase, thus suggesting the presence of
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temperature-dependent forces of geometric and energetic origin
that act on the charge carriers during transport (see the scheme
in Figure 1). These forces can be interpreted consistently as en-
tropic restrictions13,14, that is, as drastic variations of the number
of configurational microstates accessible to the charge carriers.

x

R(x)
A(x)

L

Figure 1 Schematic representation of the ionic channel (pore) with the
main geometric parameters used in calculations. The presence of the
atoms of the cristal matrix of length L are located at regular distances.
This induces the entropic restrictions by making the transversal cross
area A(x) = πR2(x) a function of the main transport direction x.

This discussion makes clear that the volume average has to be
performed sequentially by first calculating the projection of i over
the cross section area along the direction of main transport and,
afterwards, over the longitudinal coordinate. The first average
incorporates, through the boundary conditions, the constrictions
(geometric and energetic) imposed on the charge carriers by the
material which have been interpreted consistently as entropic re-
strictions13,14, that is, as drastic reductions of the number of con-
figurational microstates accessible to the charge carriers. These
entropic constrictions enter the projected description as weights
(densities of configurational states) of the longitudinal coordinate
that are inversely proportional to the local width A (x) of the pore.
Finally, the longitudinal average yields the frequency ν dependent
electric current Iν . This current satisfies a generalized Ohm’s law
and depends on thermodynamic parameters like the porosity φ ,
the constriction δ and the tortuosity τ factors that are the most
adequate for describing the entropic restrictions mentioned and
are fundamental to describe mass transport across porous media.

The model developed in the article can be complemented
with the adsorption-desorption kinetics and surface diffusion pro-
cesses, fact that makes it of particular interest in fuel cell de-
sign.11,12 The mathematically simple formula we will derive pro-
vides accurate quantitative descriptions of experimental data for
the ionic conductance and gives a thermodynamic interpretation
of the results. Since it also establishes a rigorous connection
among the microscopic geometry of the material and the macro-
scopic transport coefficient, it opens the possibility of design in
detail the structure of the porous materials for specific solutions
to required macroscopic needs of operation and rest of fuel cells,
batteries and supercapacitors.

The article is divided as follows. In section 2 we introduce
the model on the basis of charge and mass transport processes
for systems presenting memory effects. Section 3 is then devoted
to explain the effect that the irregularities of the ionic channels

or pores have over the charge transport and deduce a general for-
mula for the conductivity as function of the temperature that may
involve phase changes. A model for the variation of the porosity
associated with the symmetry change of the crystal structure in
the superprotonic transition is introduced in section 4. Further-
more, it is used to fit different experimental data of the conduc-
tivity in terms of the temperature for systems that present the
superprotonic transition. The agreement is remarkably good and
the activation enthalpies obtained before and after the transition
are fully consistent with previous determinations. The conclu-
sions are presented in section 5.

2 Irreversible thermodynamics of ionic
transport

Beyond the quantum mechanical details of the individual trans-
port of ions, the physical problem associated with the impedance
measurements consists in the application of a difference of elec-
trical potential through a material. Since the material has a given
different crystallographic symmetry then it should have a given
porosity, even in the case of polycrystalline samples. The applied
voltage induces the motion of a number of free charge carriers
in the material that gives rise to an electric current. The number
of free charge carriers can be characterized by the charge density
per unit volume ρq(r, t) = Qn(r, t) with Q the characteristic charge
and n(r, t) the number density of charge carriers at position r at
time t that represents its non-homogeneous and time dependent
tridimensional spatial distribution.

From an irreversible thermodynamics perspective, the electric
current per unit area (having dimensions of A/m2) obeys the re-
lation

i(r, t) =−
∫ t

0
σ̃(t− t ′)

∂

∂r
µ̃(r, t ′)

ziF
dt ′, (1)

where σ̃(t) is a memory function related with the ion conduc-
tivity that contemplates the non-instantaneous response of the
system.15–18 Furthermore, µ̃(r, t) is the non-equilibrium electro-
chemical potential given by

µ̃(r, t) = RT ln |ρq · γ(ρq)|+ ziFψ(r, t), (2)

where γ(ρq) is an activity coefficient that introduces all the non-
idealities associated with the direct interaction among charge
carriers. The electrovalency of the charge carriers is denoted
by zi, the Faraday constant by F and the electrical potential by
ψ(r, t). This potential may be originated by an external agent
ψext and a charge distribution φint over the walls of the pores:
ψ(r, t) = φint(r)+ψext(r, t).

The Fourier transform of eqn (1) yields

iν =− σ∗ν
ziF

∂

∂r
µ̃ν , (3)

where iν ≡ i(r,ν) and µ̃ν ≡ µ̃(r,ν). The complex conductivity
σ∗ν ≡ σ∗(ν ;T ) may depend on the temperature, and on the fre-
quency ν if an alternate electric field is applied to the system
through its boundaries at the ends of the material.

The theoretical determination of this conductivity is a difficult
task. However, general results from the theory of absolute rate
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processes19,20 show that its temperature dependence is, in gen-
eral, proportional to an Arrhenius-like law that can be written in
the form

σ
∗
ν ∝ σ

∗
ν ,0 T e−∆G‡/kBT . (4)

Here, σ∗ν is now only a function of the frequency,8 ∆G‡ is the acti-
vation Gibbs free energy of the microscopic conduction process in
the material and we have written explicitly the proportionality of
this elementary rate with the temperature T for convenience. The
eqn (4) is consistent with the temperature dependence of Gν (T )
when no phase transformations are present. The frequency de-
pendence is usually proposed in an ad hoc form or by following
semi-empirical models. However, a systematic approach can be
found in the literature.16 A final pertinent comment is that adding
noise to eqn (1) makes possible a stochastic description of single
particle processes at different levels, like in Refs. 21,22.

3 Ionic macrotransport in irregular domains
At a given temperature, the conductance Gν (T ) is the propor-
tionality constant between the ion current Iν and the voltage Vν

applied on the system in agreement with the generalized Ohm’s
law:

Iν = Gν Vν , (5)

which means that the fundamental relation eqn (3) for the cur-
rent density must be averaged over the volume of the system in
order to be consistent with eqn (5). In most theoretical analysis
it is commonly obviated that this average procedure has to con-
sider the particular geometry of the structures or pores along the
which the ions move. Thus, the boundary conditions introduced
by these irregular domains on the transport may not be trivially
introduced in the resulting transport relation and may have im-
portant consequences on the average transport properties. In this
section we will show how this volume average has to be done
and the important implications it has on the ionic macrotrans-
port. The theory will be constructed in analogy with that for mass
transport across pores.11

The first step is to calculate the projected electric current iν ,
defined by the well known relation: iν =

∫
iν ·dA, with dA the el-

ement of cross section area along the direction of main transport,
x. Hence, in the simplest case, the irregularities of the boundaries
can be described by a position dependent radius R(x) that enters
in the projection of eqn (3) through the integral limits, as follows

iν =− σ∗ν
ziF

∫ 2π

0

∫ R(x)

0

∂ µ̃ν

∂x
rdrdθ , (6)

where we have assumed that σ∗ν is independent of the transverse
coordinates. Using the Leibniz rule, eqn (6) yields

iν =−2π
σ∗ν
ziF

[
∂

∂x

∫ R(x)

0
µ̃ν r dr−R(x) µ̃ν (x,R)

∂R
∂x

]
. (7)

For large enough pores [L >> R(x)] we can assume homogeneity
along the radial direction:11 µ̃ν (x,r, t)' µ̃ν (x, t) and therefore the
integral in the first term of eqn (7) gives µ̃ν R2(x)/2.

Algebraic manipulations make possible to rewrite eqn (7) in

the compact form

iν
σ∗ν A (x)

=− ∂

∂x

(
µ̃ν

ziF

)
, (8)

where A (x)≡ πR2(x) is the transversal area of the pore at position
x.

The volume average may now be completed by integrating eqn
(8) over the x direction from 0 to L, with L the longitudinal size
of the system. Noticing that the electric current Iν should be in-
dependent of x for any size L of the system, it is usually assumed
that the local variations of the projected current are negligible
and then iν ' Iν . Therefore, the integration of eqn (8) yields the
macrotransport flux-force relation

Iν

∫ L

0

dx
σν A (x)

=−∆µ̃ν

ziF
, (9)

which establishes that the electric current is proportional to the
macroscopic difference of the electrochemical potential: ∆µ̃ν =

µ̃ν (L)− µ̃ν (0). For large enough voltages, Vν , the contribution of
the diffusion term can be neglected and hence, we recover the
well known relation: ∆µ̃ν/ziF = ∆ψ =−Vν .

Introducing now the maximum cross area Amax of a system’s
cell,12 the integral in eqn (9) can be written as the inverse aver-
age conductivity σ̂ν of the system

1
σ̂ν

≡ 1
L

∫ L

0

dx
σν Ω(x)

, (10)

where we have defined: Ω(x;T ) = A (x;T )/Amax. Using these re-
lations, eqn (9) can be written as a generalized Ohm’s law where
one identifies the conductance Gν (T ) as

Gν (T ) = σ̂ν (T )
Amax

L
. (11)

The eqn (10) is very important since it can be used to introduce
a temperature dependence of the conductance that goes beyond
the Arrhenius law and makes the macrotransport description able
to describe ion conductivity in a wider range of temperatures in a
more direct and consistent way than it is actually done.
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Figure 2 The solid lines are the fits using eqns (17) and (19) of the real
part of the conductivity σ̂ν (T ) as a function of temperature (including a
superprotonic transition) for the experimental data (symbols) of doped
cesium phosphates studied in Ref. 8. The dotted and dashed lines repre-
sent the Arrhenius behaviors, eqn (4), far from the transition region.

The temperature dependence enters into the description
through the dimensionless width factor of the pores, Ω(x), since it
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Table 1 Parameters used for fitting the real part of the conductivity σ̂ν (T ) as a function of the temperature, for ν = 105 Hz. Fits are shown in Figure 1 of
the main text.

σν ,0 [S/m] ∆H‡[eV] ∆H‡
sp[eV] β[K] Tc [K] α [K−1] φc ε

CsP 2.0 x 10−4 0.468 0.468 1.95 472.2 2.0 x 10−2 0.45 0.0
CsPRb 5.0 x 10−5 0.850 0.850 1.75 476.7 1.4 x 10−2 0.54 0.0

can be related with the local entropy restrictions that the porous
matrix [δ sm(x)] of the material imposes over the charge carriers.
These entropy restrictions are linked with the crystallographic
symmetry that depends on temperature. This dependence has
been postulated in the form13,14,23

δ sm(x;T ) = sm,max− sm(x;T ) =−kB ln |Ω(x;T )|> 0. (12)

Using this relation and assuming that σ∗ν is independent of the
position, eqn (10) yields

σ̂ν =
σ∗ν

(1/L)
∫ L

0 eδ sm/kB dx
' σ

∗
ν e−∆Sm/kB , (13)

where the symbol ∆Sm(T ) should be interpreted as the macro-
scopic change of the entropy constrictions within the system as a
function of the temperature. This implies that it can be related
with the change of conductivity when structural or phase transi-
tions between crystallographic symmetries occurs.

In writing eqn (13), we have assumed that the first order
term of a cumulant expansion is the leading term, and there-
fore 〈eδ sm/kB〉 ' e〈δ sm〉/kB = e∆Sm/kB , where the brackets indicate
the spatial average.

Using now eqn (4) and eqn (13), we obtain the final formula
for the electric conductivity

σ̂ν ∝ σ
∗
ν ,0 T e−∆G‡/kBT e−∆Sm/kB . (14)

The quantity ∆Sm(T ) is a thermodynamic excess entropy associ-
ated with the macroscopic structural changes of the material that
give rise to entropic restrictions during the motion of the charge
carriers. In contrast, the free energy ∆G‡ corresponds to the mi-
croscopic elemental rate process that can be determined, in prin-
ciple, by using transition state theories.19,20

4 Entropy constrictions in the superpro-
tonic transition of solid electrolytes

It is well known that the thermal behavior of the conductivity of
some solid acids such as RbH2PO4, CsHSO4 and CsH2PO4 have
a superprotonic phase transition (SPT) in which a drastic increase
in conductivity of several orders of magnitude is observed.4–8

That is, the experiments determine the conductivity of the solid
electrolytes in terms of temperature for ranges in which the su-
perprotonic transition takes place. Recently, for instance, broad-
band dielectric and DSC thermal analysis were used to correlate
the superprotonic transition of different solid compounds of ce-
sium phosphate and other solid electrolytes with the structural
transition between monoclinic (T < Tc with Tc the transition tem-
perature) and cubic symmetries (T > Tc).8,24

In this section, we will use eqn (14) in order to cope with exper-

imental measurements of the electric conductivity as a function
of the temperature and show that the superprotonic transition
can be adequately explained in terms of the thermodynamic ex-
cess entropy associated with the macroscopic structural changes
among different crystallographic symmetries of the material due
to a phase or structural transition. In doing this, we first note that
the structure factor of a system, expressed in terms of its phonon
density of states may be indicative of the characteristic length of
the corresponding crystallographic phase and, therefore, from a
thermodynamic perspective, it may be associated with its density
or, more usefully, with the porosity φ of the material.

In the case of our interest, it is convenient to consider sim-
ulation results on tetracyanoethylene crystal25 that report the
structure factor or, equivalently, the phonon density of states for
monoclinic and cubic phases. It was shown that the structure
factor of the monoclinic phase has a peak at frequencies near
8THz, whereas for the cubic phase the peak appears at frequen-
cies near 3THz.25 Since the wave number k and the frequency
ν of the phonons can be related through the dispersion relation
Csound = ν/k, one then infers that the characteristic length of the
monoclinic phase (λmn ∼ 1/kmn) is smaller than the characteristic
length of the cubic phase λc >> λmn, where the subindexes corre-
spond to the cubic (c) and monoclinic (mn) phases, respectively.
From the above mentioned thermodynamic perspective, this dif-
ference implies that the cubic phase should be more porous than
the monoclinic phase, that is, φc > φmn. These results are con-
sistent with our experimental measurements on the conductiv-
ity8 in which the cubic phase shows a three orders of magni-
tude larger conductivity than the monoclinic phase, see Figure
1. Since the porosity is proportional to the average width of the
pores φ ∝ 〈A 〉,11 and in analogy with eqn (12), in first approxi-
mation we may introduce the relation

∆Sm(T ) =−α kBTc ln
∣∣∣∣φ(T )φmn

∣∣∣∣ . (15)

The eqn (15) can be calculated by using the Clapeyron equation
for the solid-solid phase transition after considering that the vol-
ume can be expressed as a function of the porosity φ , using the
definition of the thermal expansion coefficient α and the experi-
mental evidence on the dependence of the pressure on the poros-
ity, P(φ)∼ φ−1, see Refs.26,27 and the ESI for details.

An ad hoc model accounting for the behavior of the porosity in
terms of the temperature corresponding to the monoclinic to cu-
bic transition around the temperature Tc can be formulated using
the sigmoidal function

φ(T ) = φmn +
(φc−φmn)

1+ e−(T−Tc)/β

(
T
Tc

)ε

, (16)
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Table 2 Parameters used for fitting the real part of the conductivity σ̂ν (T ) as a function of the temperature of Figure 2 of the main text.

συ ,0[S/m] ∆H‡[eV] ∆H‡
sp[eV] β Tc[K] α φc ε

Cs2(HSO4)(H2PO4) 6.6×10−4 0.132 0.110 1.67 356.0 1.6×10−2 0.48 −0.2
CsH2PO4 3.8×10−1 0.105 0.105 1.14 498.0 1.5×10−2 0.30 0.0
CsHSO4 5.2×10−2 0.202 0.137 0.50 404.0 1.8×10−2 0.31 −0.7

RbH2PO4 1.5×10−2 0.386 0.217 3.57 549.0 4.5×10−3 0.42 −2.8
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Figure 3 The solid lines are the fits using eqns (17) and (19) of the real part of the conductivity σ̂ν (T ) as a function of temperature (including a
superprotonic transition) for the experimental data (symbols) of different compounds reported in the literature. a) Data of Cs2(HSO4)(H2PO4) salts
taken from Ref. 4. b) Data of CsH2PO4 salts taken from Ref. 6.c) Data of CsHSO4 salts taken from Ref. 5.d) Data of RbH2PO4 salts taken from Ref.
8.The dotted and dashed lines are the partial Arrhenius behaviors taking place far from the transition region.

where β and ε are fitting parameters. The parameter β is a mea-
sure of the transition width, that is, how narrow is the transition
to the superprotonic phase in Kelvins, and ε is an exponent which
determines the change of slope of the conductivity after the tran-
sition, that is, it is related to an enthalpy change of the new phase
with respect to the original one. Using eqn (16) into eqn (15) we
obtain

∆Sm(T ) =−α kBTc ln
∣∣∣∣φmn +

(φc−φmn)

1+ e−(T−Tc)/β

(
T
Tc

)ε
∣∣∣∣ , (17)

which is the expression for the excess entropy giving rise to the
entropic restrictions.

4.1 Comparison with experiments

It is necessary here to introduce some pertinent considerations re-
lated with the usual determination of the experimental activation
energy Ea by using the standard Arrhenius formula of the form
σ =Ce−Ea/kT , in which C is a constant.

The relation between the Gibbs free energy of activation and
Ea can be established by introducing the thermodynamic relation
∆G‡ =∆H‡−T ∆S‡ where ∆H‡ and ∆S‡ are the activation enthalpy
and entropy of the microscopic transport process. The resulting
expression for the conductivity takes the form

σ̂ν ∝ σ
∗
ν ,0 T e∆S‡/kB e−∆H‡/kBT e−∆Sm/kB , (18)

where ∆S‡ is a constant quantity within the temperature range
in which the conductivity behaves following an Arrhenius-like be-
havior. The entropic ∆Sm(T ) correction absorbs the temperature
dependence in the whole temperature range, that may present
superprotonic transitions.

For data fit it is convenient to take the value of the conductivity
at the initial temperature T0, σ̂ν (T0), as a reference value. Using
these results and the eqn (17) we obtain the following formula
for the electric conductivity

σ̂ν

σ̂ν (T0)
=

T
T0

e
− 1

kB

(
1
T −

1
T0

)
∆H‡

e−[∆Sm(T )−∆Sm(T0)]/kB , (19)

where ∆Sm(T ) is given by eqn (18).

The symbols in Figure 1 show the conductivity as a function
of the temperature for pure polycrystalline acidic salts of cesium
di-hydrogen phosphate CsH2PO4 (CsP), and mixtures of 80:20
w/w of CsH2PO4 with RbH2PO4 (CsPRb), CsHMoO4 (CsPMo),
CsHWO4 (CsPW), as indicated in each case. The data were col-
lected from dielectric spectroscopy using an alternate electric field
with frequency ν = 105 Hz. For the details of the sample synthe-
sis and of the experimental protocol to determine the conductiv-
ity see Ref.8 For a given collecting frequency, the conductivity is
solely a function of temperature. It is clear from the results of
Figure 1, that the range of temperatures studied involves a su-
perprotonic transition associated with a solid phase transition be-
tween monoclinic to cubic symmetries about T ∼ 475K in all the
mixtures considered here. The values of the parameters used are
given in Table 1.

The enthalpy difference ∆H‡ was used to fit the slope of the
conductivity in the temperature range before the transition, that
is, T ∈ (423,460) K. The whole temperature range behavior (solid
lines) is reproduced by the eqns 14 and 19. For low (T < Tc) and
high (T > Tc) temperatures an Arrhenius behavior is obeyed, see
the dotted and dashed lines, respectively. The enthalpy difference
∆H‡

sp after the superprotonic transition can be determined by the
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formula

∆H‡
sp ' ∆H‡ + ε α T 2

c δφ

yε+1
sp

1+δφ yε
sp
, (20)

where δφ ≡ (φc− φmn)/φmn and y ≡ 〈Tsp〉/Tc. The eqn (20) was
obtained by equating the slopes of the general formula eqn (19)
and of an Arrhenius law with ∆H‡

sp [see eqn (4)] for any temper-
ature T larger than Tc. Therefore, an optimal form to determine
the value of the enthalpy difference ∆H‡

sp after the superprotonic
transition is by performing the arithmetic average of the exper-
imental temperatures after the transition, 〈Tsp〉. The eqn (20)
shows that the parameter ε is proportional to the difference of
the activated enthalpies before and after the superprotonic tran-
sition, as mentioned before. The values of ∆H‡

sp are also reported
in the Table 1.

For all salts it was assumed that the porosity of the monoclinic
phase is about φmn = 0.2. These values could vary from sample
to sample and are rough estimates due to the lack of experimen-
tal information. Nonetheless, changing them does not affect the
shape of the solution but the amplitude of the conductivity leap
due to the phase transition. The variation of the porosity in the
numerical fits may be readjusted via the thermal expansion co-
efficient α. Hence, an accurate determination of the porosity is
reflected in an more accurate value of α or viceversa. The data
in Figure 1 were fitted using ε = 0, which means that the ac-
tivation enthalpy for the new structure is similar to that of the
original one. The Figure 2 shows different comparisons between
our theory and conductivity measurements for several samples
taken from the literature, see the caption for details. All these
salts display a structural phase transition from monoclinic phase
to cubic phase in Cs2(HSO4)(H2PO4) and CsH2PO4 samples, to a
tetragonal phase in CsHSO4 and to non-indentified phase in the
RbH2PO4 sample. The agreement is excellent and the values of
the activation enthalpies consistent with previous determinations.
Three systems have a negative value of ε, indicating a decrease of
the activation enthalpy after the superprotonic transition. All the
parameters used for fitting the conductivities in Figures 1 and 2
are included, respectively, in Tables 1 and 2.

4.2 Generalization of the conductivity formula to more com-
plex topologies

A more general expression of eqn (15) follows after noticing that
∆Sm not only depends on φ . In fact, ∆Sm also depends on the inter-
nal topology of the conducting channels or pores in such a way
that it can be predicted on geometrical basis. From the macro-
scopic point of view, the internal topology is characterized by
means of the constriction (δ) and the tortuosity (τ) factors.12,28

The relation is

∆Sm =−α kBT ln
∣∣∣∣φ δ

τ

∣∣∣∣ . (21)

For systems having a linear dependence with temperature of the
thermal expansion coefficient29 the substitution of the eqn (21)
into eqn (13) yields the following simple relation for the conduc-
tivity: σ̂ν ' σ∗ν

φδ

τ
. This expression is consistent with an empirical

relation for the effective diffusivity Dc of a membrane: Dc 'D0
φδ

τ

obtained by performing mass diffusion experiments.12,30

5 Conclusions
We have formulated a macrotransport theory for calculating a
very general and powerful expression for the electric conductiv-
ity as a function of the temperature. The expression generalizes
the well known Arrhenius behavior and shows that the superpro-
tonic transition occurs due to a change of the entropic restric-
tions associated with the structure of the material, appropriately
characterized in terms of porosity, constriction and tortuosity fac-
tors. Remarkably good fits were obtained for the conductivity
of different solid electrolytes that present an structural or phase
transition in the temperature range considered and therefore the
corresponding thermodynamic properties are obtained, like the
activation enthalpy and entropy, that is, the Gibbs free energy.

Our theory improves the understanding and prediction of the
performance of solid state electrolytes of fuel cells as well as
batteries, supercapacitors, catalytic materials, controlled deliv-
ery materials and ion-conductors. Furthermore, it opens a new
branch in the study of stable inorganic backbones whose conduc-
tivity properties may vary depending on the sought applications
of the materials in the technological systems already listed.
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