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Abstract

Message Broadcasting in Opportunistic Networks is based on the opportunity of establishing con-
tacts among mobiles nodes for message exchange. Nevertheless, as the amount of information
transmitted in a contact is limited by the transmission speed and the contact duration, large mes-
sages are less likely to be exchanged, and thus their diffusion is severely limited. Furthermore, these
failed transmissions can also lead to an important waste of network resources, since the message
transmission is aborted when the contact ends and the message needs to be transmitted again in
the next contact.

Therefore, in this paper we study the impact that contact duration has on the broadcast of
messages, showing that splitting a large message into smaller parts can improve its diffusion. Based
on this idea, we propose an extension of the epidemic protocol called Xpread. The efficiency of this
protocol mainly depends on how the original message is partitioned. Thus, in order to evaluate the
impact and the efficiency of the partition scheme, we have developed an analytical model based on
Population Processes, showing that a fixed size partition is the best option, while also providing a
simple expression to obtain the optimal size.

The Xpread has been evaluated exhaustively using four different mobiles traces, comprising
both pedestrian and vehicular scenarios. The results show that the diffusion of large messages is
improved up to four times with a slight reduction in the delivery time and overhead, minimising
also message forwarding failures.

Keywords: Opportunistic networks, Epidemic diffusion, Population Processes

1. Introduction

The goal of message broadcasting or information dissemination among mobile nodes is to
spread information and alerts using a communications infrastructure in a cost-effective and timely
manner. In this context, we observe the steadily growing appearance of more sophisticated and
information-rich applications, such as touristic information, location-based services, road conges-5

tion alert providers, etc., which require the diffusion of large messages [1].
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Opportunistic Networks (OppNets) have arisen as an effective infrastructure-less communica-
tion model for message broadcasting, based on taking advantage of the dynamically created direct
and localised communication links (e.g., through a Wi-Fi Direct channel) to exchange messages
between nearby nodes. In general, two main communication approaches for OppNets can be con-10

sidered [2] i.e., (i) destination-oriented approaches that assume the destinations are well known
ahead, and (ii) destination-less approaches, which consider that network participants should re-
ceive a message, for example, as being part of a group, or simply, that the receivers are not known
a priori. In this paper, we consider the latter approach, a scenario with more practical and ef-
fective applications, such as disaster scenarios, where the infrastructure has been damaged, or15

delay-tolerant applications, including local information dissemination and crowd sensing. All of
these scenarios can be well served with flooding mechanisms, such as epidemic protocols.

The original source of the messages to be broadcast can be either fixed nodes, specifically
devoted to this issue and spread along a specific area, or even some mobiles nodes, which can
obtain this information using other networks (4G or Wi-Fi). For example, considering Vehicular20

Ad Hoc Networks (VANETs), Vehicle-to-Vehicle (V2V) communication can be established via
ad-hoc networking without relying on a fixed infrastructure, whereas in Vehicle-to-Infrastructure
(V2I) communication, fixed nodes or Road Side Units (RSUs) are used to spread different kinds of
centralised information among the nearby vehicles [3]. Anyway, we adopt a more general approach
by integrating all types of nodes (i.e., mobiles and fixed) with the aim of delivering data using the25

store-carry-and-forward (SCF) paradigm, and considering also pedestrian and vehicular scenarios.
In general, the message diffusion using opportunistic networks depends mainly on node mobility

and the specific protocols used. The high levels of node mobility in pedestrian and vehicular
scenarios are responsible for a highly dynamic network topology. In general, these mobile nodes
exhibit irregular contact patterns and short contact durations, reducing the effectiveness of message30

diffusion.
Surprisingly, most of the evaluations of the proposed routing algorithms do not consider the

overall communication time. When a contact occurs, the amount of information transmitted is
bounded by (i) the connection setup time, (ii) the actual data rate for the established link, and
(iii) the contact duration. The setup time necessary to establish a connection between a pair of35

nodes which precedes the transmission of messages has usually been dismissed, although we will
show in this paper its significant impact on information diffusion.

It has been stated that contact duration follows an exponential law distribution [4, 5]. In this
paper, we have studied the distribution of the contact duration using real traces confirming its
exponential distribution, meaning that most contact durations are relatively short compared to40

the longer ones, so large messages have lower opportunities to be transmitted. Furthermore, the
problem, in that case, is that the message transmission may have started, but as it is aborted
when the contact ends, causing message forwarding to fail, and so it needs to be re-transmitted in
future contacts. This results in a waste of communication link capacity and energy [6]. Therefore,
the diffusion of large messages can be improved if they are divided into smaller parts or “chunks”,45

avoiding (or minimizing) forwarding failures. In a previous paper, we proposed the Xpread pro-
tocol [7], which is based on splitting a message into smaller parts (chunks) that are transmitted
using an epidemic diffusion. Then, only when a node receives all parts of the message, the message
is considered to be successfully transmitted. In this paper, we further investigate how to optimise
message broadcasting using Xpread protocol. assessing it with more complex and diverse realistic50

scenarios.
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The efficiency of the proposed Xpread protocol will depend mainly on the right selection of the
message partition scheme, that is, the number and sizes of the partitions. Therefore, it is necessary
to evaluate the performance of this protocol under different partitioning patterns. To this end,
we developed an analytical model based on population processes in which we consider several key55

aspects such as contact duration, communication time, and intensity of contacts. We based our
analytical models on Population Processes, which have been widely used to evaluate the epidemic
diffusion of messages in mobile networks [8, 9, 10]. Using this model, we determined that the best
partition scheme for the Xpread protocol is the fixed size chunk, also obtaining an expression to
obtain its optimal size. With this partitioning scheme, we can obtain diffusion improvement factors60

up to two times when compared to the classic epidemic protocol.
We validate the efficiency of the Xpread protocol using four different mobility traces, comprising

both pedestrian and vehicular scenarios. The experiments show that Xpread increases the diffusion
of messages with a slight reduction of the delivery time, and a significant reduction of the overhead
per message successfully transmitted, compared to the classic epidemic protocol. As expected,65

the broadcasting of large messages is particularly improved, reducing the number of unsuccessful
transmissions. Furthermore, we state the importance of considering the communication setup time
when analysing the performance of these types of protocols.

The paper is organised as follows. Section 2 provides an overview of related works. Section 3
is devoted to studying the factors affecting message diffusion, which is the underpinning for the70

Xpread protocol that is described in Section 4. Then, we propose an analytical model to evaluate
and optimise this protocol in Section 5. In Section 6 we further evaluate Xpread using simulation
and real traces. Finally, conclusions are drawn at the end of the paper.

2. Related work

The most common approach to increase the broadcasting of messages is through message75

replication (also known as flooding). Replication can be uncontrolled, such as the Epidemic ap-
proach [11], or controlled such as Spray and Wait [12], where a limit is set to the number of messages
copies in the network. Nevertheless, replication schemes (flooding) can consume a lot of network
resources, so several proposals, such as probabilistic, counter-based, distance-based, location-based,
and cluster-based, have been designed to reduce the flooding problem [13, 14]. These approaches80

are particularly interesting for vehicular networks, where new routing algorithms based on vehicle
trajectories [15, 16], geographical information [17, 18, 19], and social behaviour [20, 21, 22] have
been proposed.

It has been stated that large message transmission depends on contact duration. Neverthe-
less, in most cases, these temporal aspects have been neglected, considering only small message85

transmission. The first study of this dependence in vehicular networks is shown in [23], experi-
mentally evidencing that there is a maximum message size limit to be exchanged depending on
the vehicle’s relative speed. Therefore, if a node needs to transmit larger messages it has no other
alternative than to wait for a longer contact opportunity (for example, reducing its relative speed),
or to use some kind of fragmentation. Contact duration can be also considered in the design of90

routing protocols, such as the proposal in [24], that considers both message transmission time and
contact-duration in order to select the next forwarding node. However, this approach requires an
estimation of future contact durations in order to be effective.

Another approach, is message fragmentation, in order to increase message diffusion and reduce
unsuccessful transmissions. For store-and-forward networks, fragmentation was already suggested95
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in the late 1980s [25] for overcoming limited communication and storage resources. Furthermore,
an early form of message fragmentation was introduced in the DTN design [26]. Fragmentation
in OppNets is proposed in [27], considering two alternatives: proactive fragmentation, where a
node splits a message prior to transmitting it; and reactive fragmentation, where if a transmission
is interrupted, the message is divided accordingly. Fragmentation is also proposed in [28], where100

the authors propose a protocol that avoids forwarding failure by dividing messages into smaller
fragments. The authors present a mathematical model based on random mobility models such
as RWP (Random Way Point) and Markov processes to derive the optimal fragment size that
minimises message delivery delay. A similar approach is described in [29], where the authors pro-
pose a single-copy fragmented data routing strategy (FDR) that performs well with short contact105

durations.
Some works have also explored the use of message redundancy by splitting a message using

erasure codes, in order to improve the delivery ratio. This approach was initially studied in [30],
formulating the problem of improving message delivery as an optimisation problem in order to
obtain the optimal number of redundant copies. A similar approach was also introduced in [31].110

The authors in [32] propose using limited replication (Spray-and-wait) and redundancy (using
erasure-code) to improve the diffusion of a message. The paper proposes a method for obtaining
the optimal replication and redundancy values given a set of networks parameters using an RWM
model of the mobility of the nodes. Finally, the application of Raptor-codes for vehicular networks
is proposed in [33] as a way to improve the efficiency and reliability of information broadcasting,115

while in [34] the rateless property of Fountain codes is adopted for message dissemination in
vehicular environments, by means of Luby Transform codes optimized for small message length.

Nevertheless, erasure codes and other forms of redundancy have several drawbacks: firstly, they
increase the number of messages and the generated volume of information in the network, thus
contributing to network congestion and local buffer consumption; secondly, the processes of splitting120

a message, and, upon reception of the required parts, the reconstruction of the original message
can be computationally intensive and time-consuming tasks, increasing the local consumption of
resources.

We based our performance model on well-known models for the spreading of human epidemic
diseases, e.g. SIR (Susceptible, Infectious and Recovered) models. For example, the authors of125

[10] introduced a mathematical approach for the diffusion of messages in opportunistic networks
using the Epidemic protocol. One of the main conclusions of their analysis (mathematical model
and its respective simulation) is that SIR models are quite accurate for the average behaviour of
Epidemic DTNs. In [35] the authors proposed a detailed analytical model to analyse the epidemic
information dissemination in mobile social networks. It is also based on SIR models including rules130

that concern users’ behaviour, especially when their interests change according to the information
type, and it can have a considerable impact on the dissemination process. After large simula-
tions, they have demonstrated the accuracy of their model. Differently from the aforementioned
proposals, other authors had instead a contact-time perspective and relied on different mathe-
matical methods. The authors of [36] present an analytical study describing the performance of135

the Epidemic protocol, arguing that intermittently-connected mobile networks can be modelled as
edge-Markovian dynamic graphs. They propose a new model for epidemic propagation on such
graphs and calculate a closed-form expression that links the best achievable delivery ratio to com-
mon opportunistic network parameters such as message size, maximum tolerated delay, and link
lifetime. In this research, they have shown that, given a certain maximum delay and node mobility,140
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bundle size has a major impact on the delivery ratio. Nevertheless, these previous models do not
take into account several social aspects that influence the performance of message dissemination,
such as the user density, and the dynamics of users arriving and leaving a place.

3. Contact time characterisation

This section is devoted to studying one of the main factors that affect the diffusion of mes-145

sages: contact time. The goal is to obtain an expression of the contact time that will be used to
determine the probability that a message can be successfully transmitted. We study two different
scenarios: a vehicular scenario, particularly the diffusion of information among vehicles in a city,
and a pedestrian scenario, where the diffusion takes place in a metro station. In both scenarios,
the information is initially transmitted by some fixed nodes (or RSUs in VANETs terminology)150

deployed throughout the city and delivered to pedestrian and vehicles directly or indirectly. Since
the efficiency of this diffusion is mainly affected by the opportunity of contacts, we start evaluating
the contacts intensity and the distribution of their duration.

A contact is defined as an opportunity for transmission between a pair of nodes, which can
be used to exchange messages. Since the target scenarios have both fixed and mobile nodes, we155

consider two different sets of contacts i.e., (i) the contacts between fixed and mobile nodes, and
(ii) the contacts between two mobile nodes. As shown in this section, both sets of contacts have
different characteristics, which justify their differentiation.

Throughout this paper, four different mobility traces are used as detailed below:

• ROMA: it is a vehicular taxi trace, which contains mobility traces of approximately 320160

taxis cabs in Rome, Italy [37], collected between February 1st, 2014 and March 2nd, 2014.
The trace consists of a dataset of GPS coordinates, centered near the Coliseum and covering
an area of 100km × 100km of Rome. The fixed nodes have been placed on two taxis ranks
(“Roma Termini Station” and “Piazza Venezia”). Using this trace, we obtained the contacts
between nodes using a range of 50m (which corresponds to a typical Wi-Fi range) for one day165

(February 4th, 2014). Using a one day trace allows us to evaluate the diffusion of messages
depending on the different traffic densities throughout a day.

• STATION: it is a pedestrian mobility trace, which was generated from the movement of
pedestrian in a subway station in Valencia, Spain [38]. This trace corresponds to a one hour
interval (14:00 to 15:00) taken on Thursday, December 7th, 2017. The fixed nodes are located170

at the turnstiles areas, at the entries of the station. Finally, the contacts were generated using
a communication range of 8m (a typical short-range Bluetooth connection).

• SFO: it is also another well-known taxi trace [39]. This trace contains the GPS coordinates
of approximately 500 taxi cabs collected over 24 days in May 2008, in the San Francisco Bay
Area, USA. The fixed nodes were located on the taxicab company’s parking lots. As in the175

ROMA trace, we obtained the contacts between nodes using a range of 50m for one day (May
18th, 2008).

• NCCU: it is a pedestrian trace, which comes from an experiment at the NCCU campus [40],
where GPS position data were collected during two weeks (336 h) using an Android app
installed in the smartphones of 115 students. As in the STATION trace, we also consider a180

communication range of 8 m for obtaining the contacts, and the fixed points were placed in
two classrooms.
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Figure 1: Spatial distribution of contacts of the ROMA scenario. (a) Map of the studied area. The red circles
represent the fixed nodes and the brown points the vehicles locations (b) Contour map of the number of contacts
per km2. Note that the upper range limit represents locations with 50 or more contacts.

The diversity of these scenarios, comprising both vehicular and pedestrian scenarios, allows us
to evaluate in general the impact of contact duration on message transmission and therefore, the
application of our proposed protocol.185

In this section, we focus our study on the first two mobility traces. Particularly, Figure 1a
shows a map of the considered area of the ROMA trace with the movement trace of the vehicles.
For the STATION trace, Figure 2a shows a photo of the studied station and the considered area.
In both scenarios, two fixed nodes are located in places with a high opportunity of contacts. These
fixed nodes are used as the source of the information (messages). In the ROMA scenario, the two190

fixed nodes have been placed in the locations with a larger influx of taxis, that is, locations with
a large number of contacts, as well as being distributed throughout the 24 hours (particularly at
night). On the STATION scenario, the fixed nodes are located at the turnstiles areas (one in each
edge of the station), that is considered the most convenient place, as all people must pass through
the turnstiles. These fixed nodes are shown in Figure 1a and 2a as red circles.195

Basically, the two most important aspects that impact the diffusion of information are the
intensity of the contacts and their duration. These factors are mainly affected by the mobility of the
nodes and their communication range. Firstly, for analytical models as the one devised in Section 5,
the intensity of contacts between pairs of nodes is represented by the contact rate [41, 8, 10, 35],
which can be easily obtained from traffic traces [42, 43]. Particularly, we use two contact rates i.e.,200

(i) λ that is the contact rate between pairs of mobile nodes, and (ii) Λ that is the one between
mobiles nodes and fixed nodes1. The obtained values for the evaluated traces are presented in
Table 1. For both scenarios, the contact rates between fixed nodes and mobile nodes Λ are higher
than the contact rates λ between only mobile nodes; in particular, for the STATION it scenario is

1Note that both λ and Λ refer to the average contact rate between pairs of nodes, and not between all nodes, so
these contact rates do not depend on the nodes density.
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Figure 2: Spatial distribution of contacts of the STATION scenario (a) Map (on the top) and photo of the subway
station. The red circles are the fixed nodes and the blue arrow the four entrance gates. The small blue points
represent the pedestrians. (b) Contour map of the number of contacts per m2. The number of contacts has been
truncated to 60, although there are some locations with higher contacts.
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Figure 3: Number of contacts and pair of nodes in contact along the day. (a) ROMA Scenario (b) STATION Scenario.

tenfold higher as nearly all pedestrians have to pass through the turnstiles.205

Firstly, we study the spatial and temporal distribution of the contacts. For the ROMA scenario,
we can see in Figure 1b a contour map that represents the accumulated number of contacts per
km2. As expected, the contacts are concentrated in the city centre where taxi circulation is
greater. Regarding their temporal distribution, we can see in Figure 3a the number of newly
started contacts (blue line) and the number of active contacts between pairs of nodes (red line).210

The temporal pattern reflects the activity in a common workday, with a low number of contacts at
night, and several peaks along daytime. For the STATION scenario, we can distinguish in Figure 1b
the pedestrians paths, where the number of contacts is low (and of short duration), and the high
number of contacts concentrated in the station platforms, where the pedestrians stay and wait for
a while waiting for the train arrivals. Furthermore, these contacts have long durations. Figure 3b215

plots the number of contacts depending on time, where we can clearly see the train arrivals: the
number of contacts steadily increases before a train arrival as people are waiting on the platforms,
and upon train arrivals, the number of contacts falls dramatically as people leave the platforms.
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ROMA STATION SFO NCCU

Type Vehicular Pedestrian Vehicular Pedestrian
Nodes 319 263 534 115

Duration [h] 24 1 24 336
Contacts 22, 853 5, 618 343, 485 7, 062

λ 3.31×10−6 2.75×10−6 13.96×10−6 10.15×10−6

Λ 6.21×10−6 36.39×10−6 27.42×10−6 27.20×10−6

Pareto fit (mobile nodes)
α, xmin 0.91, 5.88 0.78, 2.2 0.54, 3.72 0.88, 3.12

Mean [s] 108.8 40.36 201.2 128.2
Median [s] 14 5 15 17

Pareto fit (mobile-fixed nodes)
α, xmin 0.88, 4.5 0.71, 2.5 0.52, 3.5 4.5, 0.75

Mean [s] 41.76 10.28 484.08 89.97
Median [s] 12 4 22 21

Table 1: Main contacts parameters of the evaluated scenarios.
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Figure 4: cCDF of the contact durations among mobile nodes for the ROMA scenario (a), and for the STATION
scenario (b). The external plot is a log-log scale, while the internal plot is linear from 0 to 100 s.

Secondly, regarding the duration of the contacts, it has been established that it follows a
power law distribution [4, 5], so the probability for a contact of duration x can be expressed as220

p(x) = Cx−α for x ≥ xmin. We confirmed this fact by analysing the contact durations using
the above ROMA and STATION traces. The results for the contact between mobile nodes are
shown in Figure 4 as a complementary Cumulative Distribution Function (cCDF), which is the
probability that a contact duration X is greater than a given time x, i.e., P (X > x). Through
the use of a cCDF plot with a log-log scale, it becomes easy to identify the power law nature of225

contact durations. Moreover, we can observe a significant proportion of large contact durations,
which we identified as the contacts that some taxis have when waiting at taxi ranks in the ROMA
scenario, or when pedestrians are waiting on the station platforms.

We can use a Pareto distribution with shape parameter α and scale parameter xmin for fitting
these contact durations. Its cCDF is defined as:

F̄X(x) = P (X > x) =

{
(xmin

x )α x ≥ xmin
1 x < xmin

(1)
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Figure 5: cCDF of the contact durations between fixed and mobile nodes for the ROMA scenario (a), and for the
STATION scenario (b).

The results of fitting the contact duration in both scenarios are in Table 1, which are also plotted
in Figure 4. The plots show that the Pareto Distribution is fairly fitted for both small and long230

durations. Comparing between scenarios, we can see that contact durations in the STATION
scenario are shorter than in the ROMA scenario. Finally, since a Pareto distribution has only a
well-defined mean when α > 1, instead, we will use the median to obtain a better estimator for a
typical contact duration. These values are also shown in Table 1.

Additionally, we also studied the distribution of contact durations between mobile nodes and235

fixed nodes. The results are shown in Figure 5, where we can see, as expected, that the duration
distribution is different from the previous ones, and in general, contact durations have shorter du-
rations, further limiting the transmission of larger messages. Regarding the other two traces, SFO
and NCCU, the results obtained are very similar to the ones described in this section, confirming
their power law behaviour (see the Pareto fixing parameters in Table 1).240

In conclusion, we have shown that most of the contacts have short durations, and so the
opportunity to successfully transmit large messages is reduced. In addition, the proposed Pareto
distribution fitting will be used to obtain the probability of successfully transmitting a message in
the proposed model.

4. Improving message diffusion: the Xpread protocol245

This section studies how the diffusion of large messages can be improved. In the previous
section, we have seen that most contact durations are short, reducing the successful transmission
of these large messages. For example, in the ROMA scenario, the probability for transmitting a
message that requires a transmission time of at least 14 s (the median) will be 50% for mobile-to-
mobile contacts and approximately 42% for fixed-to-mobiles contacts. In the STATION contacts,250

these probabilities are reduced to approximately 17% and 15%, respectively.
The transmission time of messages depends mainly on the message size but also on the available

bandwidth. Formally, the communication time required for transmitting a set of n messages during
the same contact can be expressed as follows:

tc = ts +
1

Bw

n∑
i=1

mi (2)
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Figure 6: Example of how Xpread works, when the original message is divided into four chunks. The node’s boxes
represent the chunks that the node has received. The arrows represent the movement direction of the nodes.

This expression comprises two components i.e., (i) a fixed setup time ts for two nodes to establish
a connection, and (ii) the sum of the transmission time of every message (tt = m/Bw), which
depends on the message size (m [bits]) and the available bandwidth (Bw [bit/s]). Therefore, given
a communication time tc, we can obtain from the contact duration cCDF the likelihood that a255

message can be successfully transmitted as P (X > tc). As expected, bigger messages will have far
lower chances to be transmitted since the contact duration follows a power law distribution.

Consequently, to increase the likelihood of the diffusion of these large messages, we propose the
Xpread protocol as an improvement of the classic Epidemic protocol, which is based on fragmenting
the original message into smaller parts in order to have more opportunities to be transmitted.260

Basically, Xpread works as follows. In Figure 6 the sender initially divides the original message
into several smaller parts (from now on, chunks), with a convenient identification. These chunks
are redirected to the fixed nodes, assuring that the chunks are always transmitted in a different
order to assure fairness in the diffusion of all message parts. Then, each mobile node is responsible
for receiving, storing and relaying the chunks, as if it was the standard Epidemic protocol. Never-265

theless, only when all chunks are received, it will be considered that the message was successfully
received. For example, in Figure 6 the message is divided into four chunks. A contact between
fixed node one (F1) and node one (n1) ends with the successful transmission of chunks #1 and #2.
On the other side, F2 only has enough time to transmits the chunk #4 to n6. Then, from the state
represented in the figure, a future contact between nodes 4 and 5 could transmit chunk #1 from270

n4 to n5, and chunks #3 and #4 from n5 to n4, so both nodes would have all the chunks. Then,
the original message could be considered successfully delivered. This way, dividing the original
message into smaller parts will allow more successfully chunk transmissions, thereby increasing the
delivery rate as it will be shown in the evaluation section.

The message partitioning scheme depends on several factors that are evaluated in the following275

sections. We consider two different partition schemes i.e., (i) fixed-size chunks, in which all mes-
sages are divided into equally sized chunks2, and (ii) fixed-number of chunks, in which a message
is divided into a fixed number of chunks. For example, considering a 10 MB-message, for a 1 MB
fixed-size chunk, it will be divided into 10 chunks, and, for a 5 fixed-number of chunks, it will be
divided into 5 chunks of 2MB each one. Note that, in the fixed-number scheme, small messages280

2If the message size or the last chunk size is smaller than the fixed size, the chunk size is reduced, thus avoiding
internal fragmentation
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are also divided, but this is not the case for the fixed-size scheme, in which messages lower than
the defined size will not be divided. Additionally, for each scheme, we must select the number of
chunks or the chunk size that optimises the diffusion, which will depend mainly on the distribution
of the contact durations, as detailed in the following sections.

The Xpread protocol implementation does not require any modification to the transport or net-285

work layers. Note that, in these layers, a large message is already fragmented into small packets to
fit into the network MTU (Maximum Transmission Unit) to improve the transmission performance.
Nevertheless, the reception of the message is not successful until all the fragments are received.

5. Analytical modelling and evaluation

This section introduces the analytical model used to evaluate the dissemination of a message290

considering key aspects such as message size, communication time and contact duration, which
are required to determine the best partitioning scheme for our Xpread protocol. We consider
a scenario with F fixed nodes, and N mobile nodes (i.e., pedestrians or vehicles). The model is
based on population processes or models, which is a mathematical tool used in population dynamics
to model the spread of parasites, viruses, and diseases [44]. Specifically, our model is based on295

biological epidemic models, where individuals can be infected by other nodes when a contact occurs.
In our model, an infected node refers to a node that has the message, and an infection refers to
the process whereby a node that has the message transmits it to another node.

The most basic epidemic model (see [8]) considered N nodes moving freely within a closed area
with a given effective contact rate between pairs λ. In this basic model, nodes are classified into300

two classes: the susceptible nodes S (nodes that do not have the message), and the infected nodes
I (nodes with the message). The dynamics of this system can be expressed using a deterministic
model based on ODEs (Ordinary Differential Equations). Nevertheless, this model does not take
into account the transmission time nor the probability of successful transmission.

Therefore, this simpler model should be extended to evaluate the diffusion of a message when305

it is divided into two chunks, and taking into account the transmission time and contact duration.
This new model is based on some of the previous models introduced in [45, 46].

5.1. Xpread Diffusion Model

In this subsection, we propose a new model for evaluating the diffusion of information taking into
account the partitioning of messages with the aim of evaluating the Xpread protocol. Specifically,310

we firstly devise a model where the message is divided into two halves. Then, this model can be
extended to consider the division of a message into a variable number of parts, as shown in the
Appendix.

The area is populated with N mobile nodes and F fixed nodes with two defined contact rates: λ
and Λ. Considering communication time, when an infected/fixed node contacts a susceptible node,315

both nodes establish a connection and a message can start its transmission. If communication time
is lower than the contact duration tc, then the message is successfully transmitted; otherwise, the
transmission is aborted when the contact time ends. Furthermore, during the communication time
tc (or when tc is higher than the contact duration, during the median contact duration), the nodes
involved cannot infect other nodes, so several new classes of nodes must be created.320

The classes of the epidemic model are detailed in Figure 7. Besides the common susceptible S,
and infected I classes, two new classes of communicating nodes are created i.e., (i) the Cf class
comprises all fixed and susceptible node pairs that are communicating, and (ii) the Cn1 and Cn2
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Figure 7: Graphical representation of the transitions between classes for the division into-two-parts model.

classes include the infected and susceptible node pairs communicating. Additionally, since infected
mobile nodes can have one or two of the chunks of the message, we further classify the infected325

nodes into two classes i.e., I1 and I2, namely, the nodes that have one or two chunks, respectively.
Note that only the nodes that are in class I2 are considered to have received the whole message.
Nodes that are in class I1 have one chunk and need to contact again to get the other chunk. With
regard to the communication classes, the Cn class is divided into two newer classes, Cn1 and Cn2, to
take into account the nodes that are communicating from classes I1 and I2, respectively. Finally,330

the F class includes the available fixed nodes that are not communicating. Note that, while Cf ,
Cn1, and Cn2 classes include those nodes that are not available for contacting with other nodes, the
I1, I2, S, and F classes include the nodes that are available for starting a new transmission, with
their associated contact rates.

The time that nodes stay in the communication classes Cf , Cn1, and Cn2 depends on whether the335

message can be successfully transmitted or not, which are finally a function of the contact duration
and the message size. In order to model this communication time, we consider the probability of
transmitting a message with a given communication time using the fitted contact-duration Pareto
distributions, as detailed in Subsection 3. In particular, we used two cCDFs i.e., (i) F̄n(x), for
contact durations between mobile nodes, and (ii) F̄f (x), for contact durations between fixed and340

mobile nodes.
Now, having defined the probabilities of transmitting successfully a message, we must obtain

the different communication times required to transmit the whole message or its chunks: tcw stands
for the communication time needed for the whole message, and tc1 refers to the communication
time for one chunk. If tw is the whole message transmission time, and considering the setup time345

ts, then tcw = ts+ tw and tc1 = ts+ tw/2. These two communication times also imply two different
values for the ratios of successful message transmission, which will depend on the cCDFs of the
contact durations. For the contacts among mobile nodes, pnw = F̄n(tcw) and pn1 = F̄n(tc1) stand
for the ratio of successful transmission regarding the whole message itself and for one of its chunks,
respectively; contacts between fixed and mobile nodes are obtained in a similar way, but using the350

other distribution i.e., pfw = F̄f (tcw) and pf1 = F̄f (tc1), respectively.
From the transmission probabilities we can obtain the ratio of successful transmissions, which

will be pnwλ and pn1λ for the contact between mobiles nodes, implying that both nodes stay in
classes Cn1 and Cn2 for times tcw and tc1. On the other hand, (1 − pnw)λ and (1 − pn1)λ will be
the ratio of unsuccessful transmissions, with a waiting time of tn, which is the median and can be355
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considered the typical contact duration3. Accordingly, in the case of contacts between fixed and
susceptible nodes, we assume the same communication times (tcw and tc1) defining the successful
transmission ratio as pfwΛ for the whole message and pf1Λ for one of its chunks. In both cases the
waiting time for unsuccessful message transmissions is tf , which is the median of the transmission
time between mobile and fixed nodes.360

Summing up, to design our model, we take into account the following transitions (see Figure 7):

• F→Cf : fixed nodes that contact with susceptible nodes to start a new communication.

• S→Cf : susceptible nodes that contact with fixed nodes to start a new communication.

• S→Cn1: susceptible nodes that contact with infected nodes that have only one part of the
message (class I1) to start a new communication.365

• S→Cn2: susceptible nodes that contact with infected nodes that have both chunks (class I2)
to start a new communication.

• I1→Cf : infected nodes with one chunk that contact with fixed nodes to start a new commu-
nication to obtain the second chunk.

• I1→Cn1: infected nodes with one chunk that contact with susceptible nodes to start a new370

communication.

• I1→Cn2: infected nodes with one chunk that contact with nodes that have the two chunks
(I2) to start a new communication to obtain the second chunk.

• I2→Cn2: infected nodes with two chunks that contact with susceptible nodes or nodes with
one chunk I1 to start a new communication.375

• Cf→F : fixed nodes ending a communication.

• Cf→S: susceptible nodes that do not get infected since the contact time with the fixed node
is less than the communication time required to transmit at least one of the chunks

• Cn1→S: the same as Cf→S, but for contacts with infected nodes with one chunk.

• Cn2→S: the same as Cf→S, but for contacts with infected nodes with two chunks.380

• Cf→I1: susceptible nodes that receive only one part of the message from a contact with a
fixed node.

• Cf→I2: susceptible nodes that receive both parts of the message from a contact with a fixed
node.

• Cn1→I1: infected nodes with only one chunk that end their transmission, and newly infected385

nodes that successfully get only one part of the message.

• Cn1→I2: infected nodes with only one chunk that end their transmission, and newly infected
nodes that successfully get both parts of the message.

3In case tn > tc, the waiting time will also be tc.
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F ′ = −ΛFS +pfwΛSF(tcw) +(1− pfw)pf1ΛSF(tc1) +(1− pfw)(1− pf1)ΛSF(tf )

−ΛFI1 +pf1ΛI1F(tc1) +(1− pf1)ΛI1F(tf )

S ′ = −ΛSF +(1− pfw)(1− pf1)ΛSF(tf )

−λSI1 +(1− pn1)λSI1(tn)

−λSI2 +(1− pnw)(1− pn1)λSI2(tn)

I ′1 = +(1− pfw)pf1ΛSF(tc1)

+(1− pnw)pn1λSI2(tc1)
−ΛI1F +(1− pf1)ΛI1F(tf )

−λI1S +2pn1λSI1(tc1) +(1− pn1)λSI1(tn)

−λI1I2 +(1− pn1)λI1I2(tn)

I ′2 = +pfwΛSF(tcw)

+pf1ΛI1F(tc1)

−λI2S +2pnwλSI2(tcw) +(1− pnw)pn1λSI2(tc1) +(1− pnw)(1− pn1)λSI2(tn)

−λI2I1 +2pn1λI1I2(tc1) +(1− pn1)λI1I2(tn)

C′f = +2ΛFS −2pfwΛSF(tcw) −2(1− pfw)pf1ΛSF(tc1) −2(1− pfw)(1− pf1)ΛSF(tf )

+2ΛFI1 −2pf1ΛI1F(tc1) −2(1− pf1)ΛI1F(tf )

C′n1 = +2λSI1 −2pn1λSI1(tc1) −2(1− pn1)λSI1(tn)

C′n2 = +2λSI2 −2pnwλSI2(tcw) −2(1− pnw)pn1λSI2(tc1) −2(1− pnw)(1− pn1)λSI2(tn)

+2λI1I2 −2pn1λI1I2(tc1) −2(1− pn1)λI1I2(tn)

(3)

F [i+1] = F [i]+h·( −ΛF [i]S[i] +pfwΛS[i− icw]F [i− icw] +(1− pfw)pf1ΛS[i− ic1]F [i− ic1]

+(1− pfw)(1− pf1)ΛS[i− if ]F [i− if ] −ΛF [i]I1[i] +pf1ΛI1[i− ic1]F [i− ic1]

+(1− pf1)ΛI1[i− if ]F [i− if ]

(4)

• Cn2→I1: the same as Cn1→I1, but with nodes that contact with class I2.

• Cn2→I2: the same as Cn2→I1, but with nodes that contact with class I2.390

From these transitions, we can model the dynamics of this system using a set of Delay Differen-
tial Equations (DDEs), as defined in the set equations of Eq. (3). For a more compact representation
of these equations we omit the time by using the following notation for the multiplication of two
classes A,B, with no shift, and with time shift tx:

AB = A(t)B(t)
AB(tx) = A(t− tx)B(t− tx)

(5)

and finally, A′ = A′(t). Using this notation, for example SF stands for S(t)F(t), and SF(tcw)
stands for S(t − tcw)F(t − tcw). Note also that AB = BA. The equations are arranged into five
columns, where the third, fourth and fifth columns contain the transitions concerning transmissions
of the whole message (two chunks), one new chunk, and unsuccessfully transmission, respectively.
As an example of transitions, a contact between fixed and susceptible nodes starts with nodes from395

classes F and S moving to the Cf class with the rate ΛSF . Then, three possible transitions can
occur depending on the ratio of successful transmissions i.e., (i) pfw is the ratio of the successful
transmission of the whole message, requiring to stay in this class for time tcw before moving to
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classes F and I2; (ii) (1− pfw)pf1 is the ratio for transmitting one chunk with stay time tc1, and
then moving to classes F and I1; (iii) (1− pfw)(1− pf1) is the ratio for no message transmission400

with stay time tf , and then moving to classes F and S. The rest of the transitions are very similar
to the one explained.

Finally, the system defined by Eq. (3) can be solved using a set of discrete equations with a
step h, and then applying, for example, the Euler’s method. The tcw, tc1, tn and tf delays can be
expressed with a shift on the indexes (i − icw, i − ic1, i − in and i − if), where icw = btcw/hc,405

ic1 = btc1/hc, in = btn/hc and if = btf/hc. For example, the first equation F in Eq. (3) can be
easily transformed to Eq. (4), and so can the other equations, obtaining a set of seven discrete
equations.

With the initial values of S0 = N , F0 = F and zero for the other classes, we can obtain the
evolution of the system iterating over i. With regard to the dynamics of this system, it is easy to410

observe that all nodes will get infected (i.e., will get a copy of the message) when t is long enough.
Therefore, the final state will be S(t) = 0, I2(t) = N,F(t) = F , and the rest of classes 0.

Alternatively, if we want to consider the TTL (Time-To-Live) of a message, we need only to
evaluate the diffusion up to time t = TTL, and obtain the diffusion results (i.e., the values of the
classes at this time). Note that, after that time, since chunks are removed from the local buffers,415

the diffusion stops.
The two following metrics are used. The first one is the diffusion ratio, that is the proportion

of infected nodes depending on time. It is important to note that, if we want to obtain the real
number of infected nodes, we must consider, not only the nodes in class I2, but also the infected
nodes that are communicating, which are Cn2(t)/2. Thus, the diffusion ratio Rd is:

Rd(t) =
I2(t) + 1

2Cn2(t)
N

. (6)

The second metric is the diffusion time Dt, which is the time a message reaches all the nodes, and
it can be obtained as the time t when Rd(t) = 1.

This model has been further extended to consider the division into a higher number of chunks.
Following the previous pattern for generating classes and transitions, we created a generic model420

where we can evaluate the diffusion of a message that is divided into w chunks, using the Pareto
cCDF for obtaining the ratio of successful transmissions, and the communication time equation
Eq. (2) for obtaining the different communication times for transmitting from 1 to w chunks of the
message. The extended model is detailed in the Appendix.

5.2. Diffusion Dynamics and Optimal Partioning425

The goal of this subsection is to evaluate the two main aspects required for the optimisation of
the Xpread protocol: the partition scheme and the impact of the message size and setup time in
the efficiency of the diffusion4. The evaluation is performed using the extended model described
in the Appendix, which considers a variable number of partitions. In all the cases, the system is
solved using the iterative Euler’s method. In the following evaluations, we consider a network with430

N = 300 and F = 2 using the contact distributions and contact rates obtained from the ROMA
trace (considering a 50 m range, and an average bandwidth of Bw = 10 Mbps, resembling a Wi-Fi
transmission), as detailed in Section 3.

4The impact of factors such as the number of nodes, contact rate, etc. has been widely studied in previous works
[8, 35, 46] and is not the object of this evaluation.
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Figure 8: Diffusion of a 10 MB-message when there is no division (curve ’1’), and when it is divided into 2, 3, 4, 5,
10 and 20 chunks (size of the chunks from 5 MB to 0.5 MB) for a setup time of 5 s.

0 2 4 6 8 10

Setup time (s)

0

0.2

0.4

0.6

0.8

1

D
if
fu

s
io

n
 r

a
ti
o

1

2

3

4

5

10

20

Figure 9: Ratio of diffusion of a 10 MB-message when there is no division (curve ’1’), and when it is divided into 2,
3, 4, 5, 10 and 20 chunks (size of the chunks ranging from 5 MB to 0.5 MB) for t = 1000 s.

Firstly, we show in Figure 8 the dynamic of the diffusion of a message of 10 MB depending on
time (that is, the infected nodes) using different message partitions ranging from 1 (no division) to435

20 (that is, the message divided into 20 chunks of 0.5 MB each), and considering a setup time of
ts = 5 s. In general, we can observe the typical epidemic diffusion, in which, after a critical point,
the message is spread very fast. As for the partitioning, there are significant improvements when
the message is divided up to 10 chunks, being the diffusion for 10 and 20 chunks mostly the same.
That is, chunks with a size below 1MB do not increase the diffusion effectiveness.440

Secondly, we evaluate the impact of the setup time on the message diffusion. Figure 9 shows
the diffusion ratio of a 10 MB-message at time t = 1000 s for setup times from 0 to 10 s. We
clearly show the impact of the setup time on the diffusion ratio since higher setup times reduce
the available communication time for transmitting the message. As in the previous experiment,
increasing the division from 10 to 20 chunks did not improve the diffusion ratio.445

Now, we focus our experiments on determining the best partitioning scheme. Thus, we per-
formed the following experiments: using the previous scenario, we obtained, for message sizes
ranging from 1 to 100 MB, and setup times of 1, 3, 5 and 10 s, the number of divisions that max-
imise the message diffusion (specifically, the diffusion ratio). The results are shown in Figure 10,
where we plot the obtained message size instead of the number of partitions in order to show how450
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the message size actually determines the improvement. We can see that, for very small message
sizes, no partition is optimal, and so the chunk size equals to the message size. Nevertheless, for
greater messages, the chunk size converges to a fixed size (the black lines) that depends solely on
the setup time. For example, for a message of 20 MB, the best results were obtained for 4, 6, 19
and 29 chunks, that corresponds to 5 MB, 3.33 MB, 1.06 MB and 0.69 MB. Thus, the obtained455

average chunk sizes are 5.78 MB, 3.52 MB, 1.05 MB and 0.71 MB, which corresponds to a com-
munication time of 5.84, 5.95, 5.88 and 10.58 s. We can see that, for setup times from 1 to 5 s,
the communication time is around the scale parameter xmin of the contact duration Pareto fitting
(for mobile nodes). This makes sense as reducing the contact durations below the xmin value for
the Pareto distribution does not increase its probability of transmission.460

We repeated this experiment with other fitting values from the traces of the other scenarios
described in Section 3 and Table 1 obtaining similar findings. From all these experiments, we
empirically found that in case the setup time is smaller than xmin, we can set a chunk size of
(xmin− ts) ·Bw up to a minimum chunk size of approximately 0.05 ·Bw; smaller chunk sizes show
no significant improvements. Working out, ts must be less than xmin − 0.05. In case the setup
time is higher or equal to xmin − 0.05, the experiments showed that the chunk size can be set to
(0.05 · ts) ·Bw. In short, the optimal chunk size can be obtained empirically as:

CS ≈
{

(xmin − ts) ·Bw if ts < (xmin − 0.05)
(0.05 · ts) ·Bw if ts ≥ (xmin − 0.05)

(7)

Thus, from the previous results, we can conclude that the best partitioning scheme is the fixed-size
one, which can be obtained using the empirical Eq. (7). On the contrary, using a fixed-number of
chunks will be inefficient for small size messages as no partition is optimal for these sizes. On the
other hand, the (optimal) chunk size converges to a fixed size, so it would also be complicated to
obtain the (fixed) number of divisions that makes the diffusion optimal.465

Finally, we evaluated the impact of message size on diffusion effectiveness. Figure 11a shows
the ratio of diffusion depending on message size, which ranges from 1 to 100 MB for different chunk
sizes, and a 5 s setup time. Additionally, in order to identify the improvement, we also plotted
in Figure 11b the improvement factor of partitioning the message against no partition (epidemic
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diffusion). Firstly, it is clearly shown that the diffusion is improved when the chunk size is reduced470

up to 1 MB (that is, the optimal chunk size for this setup time). With regard to the message
size, we can see that, for message sizes smaller than 30 MB, no improvements are obtained since
epidemic diffusion reaches 100% of the nodes. From this value (i.e., 30 MB), the improvement is
increased by up to a factor of 1.8 for message sizes of about 100 MB, and a chunk size of 1 MB.
The primary reason for this behaviour is the difference between the probability of transmission of475

the whole message and its chunks, which is maximized for values close to this message size. As for
the diffusion time, we can see in Figure 11c a significant reduction when the chunk size is smaller.
Note that, in this figure, the range of the message size is reduced to the values that allow us to
obtain a full diffusion ratio.

To summarise, in this section, we have developed an analytical model that allows studying the480

dynamics of the message diffusion for the Xpread protocol. Using this model we have determined
that the best partitioning scheme for the Xpread protocol is the fixed-size, also obtaining a simple
expression to determine its optimal size. With this partitioning scheme, we can obtain diffusion
improvements factors up to two, mainly when the epidemic protocol is not so efficient. These
results have been also confirmed using the other mobility traces.485

6. Performance evaluation

In the previous section, we evaluated analytically the dynamics and efficiency of the Xpread
protocol finding also an optimal partition scheme. The great advantage of our model is that it
allows evaluating in a fast and direct way the dynamics of the diffusion process. Nevertheless,
due to some of the assumptions and simplifications performed, some of the results concerning490

real transmission diffusion cannot be evaluated. Therefore, the aim of this section is to evaluate
experimentally the Xpread protocol. In Opportunistic Networks, this is usually performed by using
simulators combined with real mobility traces [47]. Basically, this type of simulations are contact-
based, that is, the simulator reads a trace with the positions of the nodes, detects the nodes that
are in contact (that is, within a given range), and performs the exchange of messages between495

the contacting nodes. Finally, some metrics are obtained. This is the approach of well known
opportunistic networks simulators such as the ONE [48] and OMNeT++ [49].

Based on these ideas, we have implemented a custom contact-based simulator with the aim
to evaluate the diffusion of our proposed partition scheme. This simulator5, which can use the
same mobility traces as the ONE simulator, implements the diffusion protocol, also considering500

the setup time and the diffusion time. In order to validate our simulator, we checked the results of
transmitting one message using several scenarios and compared the obtained results with the ones
obtained using the ONE simulator (using the epidemic simulation), achieving the same results.

6.1. Detailed experiments using ROMA and STATION scenarios

Firstly, we start with the ROMA traces, considering only the hours from 7 a.m. to 12 a.m.,505

which can be considered the rush hours, and using a setup time of 5 s and a bandwidth of 10 Mbps.
The results are shown in Figure 12. As in the analytical evaluation, we obtained the diffusion ratio
and improvement factor (Figure 12a and 12b), confirming the improvement in terms of diffusion

5The code of this simulator will be freely available for the research community on the GitHub site of our research
group when the paper will be published.
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Figure 11: Diffusion ratio and diffusion time results for the ROMA trace depending on message size for a setup time
of 5 s. (a) Diffusion ratio. (b) Improvement factor of the diffusion ratio with respect to the epidemic protocol. (c)
Diffusion time (only when the diffusion ratio is 1).

effectiveness of the Xpread protocol, and that the best results are obtained for a 1 MB chunk size.
Figure 12c shows the average delivery time, that is obtained as the mean of the time of all nodes510

that have received the message (note that it is not the same as the previous diffusion time), and
where we can see a slight reduction in the delivery time for smaller chunk sizes, particularly for
message sizes greater than 20 MB.

Now, we focus our evaluation on the overhead. Figure 12d shows the number of chunks suc-
cessfully transmitted, evidencing, as expected, that for smaller chunk sizes, its number increases515

substantially for larger messages. Nevertheless, in our measures, we noticed that the increment on
the number of unsuccessfully transmitted messages is not as substantial when compared to the Epi-
demic, which has a lot of started and not finished transmissions (that is, failed transmissions). We
also obtained the whole number of bytes transmitted (TB) in both successfully and unsuccessfully
transmitted messages, which is a good measure of the generated overhead. Figure 12e shows that,520

for message sizes greater than 20 MB, the Xpread protocol reduces the number of bytes transmit-
ted, particularly for small chunk sizes. The main cause is that the Epidemic protocol diffusion ratio
falls since it attempts to transmit large messages and wastefully consumes transmission resources.
Finally, normalising the bytes transmitted with the number of successfully transmitted messages
(i.e., N ·Rd) and message size (i.e., m), we obtain the overhead as O = TB/m/(N ·Rd), which is525

a relative measure of the overhead per successfully message transmitted, being that one represents
no overhead. The results are in Figure 12f showing that the incurred overhead for the Xpread
protocol is smaller than for Epidemic, being minimal for small chunks sizes.
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Figure 12: Results of simulating the diffusion of a message using the ROMA trace for a setup time 5 s when using
the epidemic protocol (the “Epi.” line) and the Xpread protocol, with different chunk sizes. (a) Diffusion ratio. (b)
Improvement factor of the diffusion ratio against the epidemic protocol. (c) Average delivery time. (d) Number of
successfully transmitted messages. (e) Whole number of bytes transmitted (in gigabytes). (f) Overhead per message
successfully transmitted.

We repeated the previous experiments using the STATION scenario. Note that this scenario
consists of pedestrians using mobile devices for exchanging messages with Bluetooth technology,530

considering a setup time of 5 s and a bandwidth of 2 Mbps. Furthermore, this scenario has a
high renovation of nodes, that is, people are entering and leaving the station continuously. This
high node renewal has a huge impact on the broadcast of messages as nodes remain in the station
only for a short time, reducing their opportunity to exchange the message. Besides, the imposed
bandwidth increases the transmission time so large messages are very unlikely to be transmitted.535
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Figure 13: Results of simulating the diffusion of a message using the STATION trace for a setup time 5 s when using
the epidemic protocol (the “Epi.” line) and the Xpread protocol, with different chunk sizes. (a) Diffusion ratio. (b)
Improvement factor of the diffusion ratio against the epidemic protocol. (c) Average delivery time.

Thus, the evaluated messages sizes range from 0.1 to 5 MB.
The results are shown in Figure 13, and reflect the main temporal characteristics of this pedes-

trian scenario and its high node renewal. Firstly, Figure 13a shows the reduced diffusion ratio
for message sizes greater than 2 MB, and, in general, a high improvement factor is obtained for
these messages sizes as shown in Figure 13b. Secondly, Figure 13c shows that the delivery time is540

shorter than in the ROMA scenario, due to the limited time that pedestrians stay in the station.
Regarding the bytes transmitted and overhead, the results of the experiments were very similar
to the ones in Figure 12, that is, the number of bytes transmitted increases with the size of the
message being the Xpread protocol the one with the lower overhead. Therefore, these plots are not
included in this paper.545

6.2. Extended experiments

We repeated the experiments described in Subsection 6.1 using the SFO and NCCU traces.
The obtained results are similar to the ones presented above obtaining significant improvement
diffusions for the Xpread protocol when compared to Epidemic. Remarkably, for the SFO scenario,
the overhead is higher than in the ROMA scenario, due to the higher node density detected.550

In Table 2, we summarise the main results depending on the setup time. For all the setup time
values we obtained average values of the diffusion ratio (i.e., R̄d), and the whole number of bytes
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ts R̄d CS Ō R̄d CS Ō
E X E X E X E X

ROMA SFO
0 0.88 0.98 7.2 1.92 1.14 0.78 0.98 4.4 2.91 1.48
2 0.80 0.96 4.9 1.81 1.27 0.74 0.97 2.1 2.60 1.66
4 0.77 0.95 2.2 1.76 1.33 0.71 0.97 0.2 2.45 1.75
6 0.78 0.94 0.4 1.70 1.30 0.70 0.96 0.4 2.32 1.83
8 0.74 0.94 0.5 1.65 1.36 0.67 0.95 0.5 2.19 1.95

10 0.74 0.92 0.6 1.58 1.35 0.66 0.94 0.6 2.08 1.99

STATION NCCU
0 0.82 0.97 0.52 5.99 2.86 0.83 0.97 0.74 2.65 1.33
2 0.57 0.77 0.04 4.86 5.11 0.82 0.96 0.26 2.53 1.34
4 0.45 0.60 0.05 2.99 2.71 0.80 0.92 0.05 2.47 1.35
6 0.35 0.49 0.07 3.19 4.04 0.77 0.88 0.07 2.40 1.34
8 0.26 0.38 0.10 5.87 6.02 0.75 0.86 0.10 2.35 1.34

10 0.19 0.34 0.12 7.88 8.91 0.71 0.82 0.12 2.33 1.40

Table 2: Main performance metrics depending on the setup time (ts) for all traces. Column names: E corresponds
to the Epidemic protocol, and X to the Xpread protocol. R̄d stands for the average diffusion ratio, “CS” for the
optimal chunk size (in MB), and Ō for the overhead per message successfully transmitted.

transmitted (i.e., T̄B), for message sizes ranging from 1 to 100 MB, with a 5 MB step (except for
the STATION scenario that ranges from 0.1 to 5 MB). We include the values for the Epidemic
protocol and for the optimal configuration of the Xpread protocol (that is, using the optimal chunk555

size obtained using Eq. (7), which is shown in column “CS”). Firstly, the obtained chunk sizes
confirm the optimisation proposed in the previous section. Secondly, regarding the impact of the
diffusion ratio, we can see that the diffusion ratio is reduced, and, consequently, the overhead is
increased when the setup time is higher. Particularly, in the STATION scenario, the impact of
the setup time is very significant, due to its shorter contact times. Finally, the obtained results560

globally confirm the efficiency and low overhead of our Xpread protocol.
We repeated the previous experiments using other scenarios (i.e., days and time ranges of the

ROMA and SFO traces different from the ones described in section 3) obtaining similar results.
Additionally, we evaluated the increase on the number of fixed nodes, which supposes a slight
increase of the diffusion ratio, and a reduction on the delivery time; however as for the Xpread565

protocol, its improvement factor is similar. Regarding bandwidth, the effect is a reduction in the
size of the transmitted messages, being the curve similar to the presented ones. For example, if
the bandwidth is reduced from 10 Mbps to 2 Mbps, the results of Figure 12 will be the same, but
for a message size ranging from 0 to 20 MB.

6.3. Impact of the Message Forwarding policy on the diffusion570

In Opportunistic Networks, nodes store messages in local buffers waiting for an opportunity to
be transmitted when a contact occurs. The decision of which messages are transmitted and when is
taken by the node’s buffer management message-forwarding policy. Several policies have been pro-
posed: Random, FIFO, Oldest (send lowest TTL message first) and Smallest (send small messages
first). These policies can affect the efficiency of message diffusion, as shown in [50]. Therefore, as575

the message is partitioned into chunks, the local forwarding policy can have a significant impact
on the diffusion as we show in this subsection.
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The previous experiments were performed using a Time-Based order scheduling, with the aim
that each node had a different and predefined order depending on time. This way, the implemented
policy can assure fairness on the transmission of all the chunks. This order is based on the time580

t when a node starts to transmit its chunks. Specifically, if a message is divided into w chunks,
at time t, a node will start the transmission with the mod(t, w) chunk, being mod the modulus or
remainder. Note that this only defines where to start, so if the node does not have this chunk, or
if it is not necessary to transmit it, it will move to the next one, and so on. If the node reaches
chunk w, it will move to the first one (i.e. it is a circular buffer).585

Thus, in order to evaluate other message forwarding policies, we implemented in our simulator
the following policies: (i) Ordered, where the chunks are numbered and always transmitted in this
order, (ii) Random, where the next chunk to transmit is selected randomly among the chunks that
are stored in the buffer, and (iii) FIFO, that considers the chunks are dispatched in the arrival
order (First-In, First-Out). Other policies, such as Oldest and Smallest, do not make sense in590

this evaluation since all chunks have the same size and TTL. Using the simulator, we evaluated
the diffusion ratio depending on the number of partitions for the four policies (including also the
Time-based one) in the ROMA and STATION scenario. The network configuration was the same
as in the previous subsection. Furthermore, the randomness nature of the Random policy has
the effect of generating slightly different results for each performed simulation. Consequently, for595

this policy, we repeated each simulation 20 times in order to obtain the mean and 95% confidence
intervals.6

The results are shown in Figure 14. In both scenarios, we can see that the forwarding policy has
an impact on the diffusion ratio. The difference between the different policies is more significant
in the STATION scenario than in the ROMA scenario, mainly due to the short duration of the600

contacts, which reduces the diffusion. In general, as expected, the worst policy is the Ordered
one, since some chunks (particularly the last ones) are less likely to be transmitted, reducing their
diffusion, and so some nodes cannot complete the whole message. On the other hand, the best
policies are the ones that assure fairness. Beside the Time-Based policy, the Random policy obtains
similar average results. This result is important as the Random policy is usually implemented605

in most Opportunistic Networks, so the Xpread protocol would not require modifications to its
forwarding policy in order to obtain good diffusion results.

6.4. Evaluation of the diffusion of multiple simultaneous messages

The analytical model and the previously performed simulations have evaluated the performance
of a single message diffusion. The results have shown great improvement in message diffusion when610

using our Xpread protocol. Nevertheless, in real applications, it is common to broadcast several
messages simultaneously. This implies that the network load will be increased and, in general, the
diffusion ratio will be reduced, and the delivery time will increase.

The goal of the following experiment is to evaluate this issue: the diffusion of several simultane-
ous messages. Specifically, we repeated the experiments of Subsection 6.1 for the ROMA scenario615

sending four different messages, all with the same size, and using two fixed nodes (i.e., F = 2).
Besides the Epidemic protocol, in these new experiments using the Xpread protocol we used only
one chunk size, which was set to its optimal size of 1 MB. The results are shown Figure 15 (curves

6Note that the other policies are completely deterministic, so being the node’s movement and contacts defined by
the scenarios, the results of the simulation are always the same.
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Figure 14: Buffer management impact on the diffusion ratio, depending on the number of partitions using messages
with different sizes. (a) ROMA scenario: from top to bottom the message sizes are 50 MB, 100 MB, 150 MB; (b)
STATION scenario: from top to bottom the message sizes are 1 MB, 2 MB and 5 MB.

with F = 2), where we focus our evaluation on the average diffusion ratio and delivery time. We
can see that, when compared with the results of sending one message of Figure 12, the diffusion ra-620

tio is reduced notably, and the delivery time is increased slightly. This is the effect of the increased
network load. Anyhow, Xpread provides a significant diffusion improvement over the Epidemic.

A closer study of the previous simulations showed that a critical bottleneck for the diffusion of
the messages was the number of fixed nodes. Although the used message forwarding policy assures
fairness on the selection of the chunk, the problem is that, as the source of these messages are these625

fixed nodes, they require more time to spread all the chunks among the mobile nodes when they
get in contact with the fixed nodes. This limits the spreading of the chunks by the mobile nodes
on the network, which could be faster if the fixed nodes could initially transmit more chunks. A
solution is to introduce more fixed nodes as a way to accelerate the transmission of the chunk.
Consequently, we repeated the previous experiments using four fixed nodes (i.e., F = 4). The630

results are shown in Figure 15 (curves with F = 4), where we can see a significant improvement
on the average diffusion ratio, and also a remarkable reduction on the delivery time, confirming
the speed up of the message diffusion. Further experiments with more fixed nodes showed a slight
speed up, but not as significant as when the fixed nodes were increased from 2 to 4. Nevertheless,
in the real world, this comes at a cost: we need to deploy these fixed nodes, which cannot always635

be feasible. And paradoxically, this is one of the main reasons for using Opportunistic Networks,
to avoid the use of fixed infrastructure. Finally, we also did similar simulations in the STATION
scenario, obtaining similar results.

Now, we evaluate the effect of reducing the message TTL (Time-To-Live) on the diffusion.
Note that, in real applications, messages can have a temporal life (for example, up-to-date traffic640

or weather information), so it is necessary to evaluate this issue. In the previous experiments, we
set the TTL to the simulation running time; so, in this new experiment, we reduce it to 1 hour.
The results are shown in Figure 16, where we can see that diffusion is reduced when compared to
previous results with longer TTL (Figure 12), particularly for large messages. As expected, the
main reason is that the Xpread protocol does not have enough time to transmit all the chunks.645

On the other hand, Epidemic diffusion is very poor for messages greater than 40 MB, being even
sometimes unable to reach more than two or three nodes. In these cases, Xpread can provide a
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Figure 15: Results of simulating the diffusion of 4 simultaneous messages using the ROMA trace for a setup time
5 s, and with two fixed nodes and four fixed nodes. (a) Average diffusion ratio. (b) Average delivery time.
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Figure 16: Results of simulating the diffusion of one message with a TTL of 1 hour. (a) Average diffusion ratio. (b)
Average delivery time.

diffusion rate of up to 0.6, making it an ideal option for transmitting messages with shorter live
times.

Summing up, the experimental results have confirmed that our Xpread protocol substantially650

improves the diffusion of messages with a slight reduction of the delivery time, and reducing the
overhead per message successfully transmitted.

7. Conclusions

In this paper we focused on the impact of contact duration on message broadcasting in Oppor-
tunistic Networks, showing that splitting a message into smaller parts can improve its diffusion.655

Moreover, we have proposed an extension to the epidemic protocol called Xpread, showing that
messages diffusion can be improved, particularly for large messages.

Since the efficiency of our protocol mainly depends on how the original message is partitioned,
we proposed an analytical model to obtain the optimal partitioning scheme. Using this model we
determined that the best partitioning scheme is the fixed-size, also obtaining a simple expression660
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Figure A.1: Graphical representation of the transitions between classes for the division into w-parts model.

to determine the optimal chunk size. With this partitioning scheme, we can obtain diffusion
improvements factors up to two, mainly when the epidemic protocol is not so efficient.

Finally, through simulation, we showed that Xpread increases the diffusion of messages with
a slight reduction of the delivery time and a significant reduction of the overhead. Moreover, in
our evaluation, we evidenced the importance of considering the communication setup time when665

analysing the performance of these types of protocols. Regarding the message forwarding policy, we
have shown that using a simple Random policy can assure the required fairness for the transmission
of the chunks.
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Appendix: Model extension to a variable number of chunks

In this appendix, we show how to extend the model considering the partition of a message into
w chunks extending the equations defined in Eq. 3. The idea is first to describe the mathematical675

model and then to depict how it can be solved through numerical methods. This numerical solution
is the one used in Section 5.

As in the model described in 5, we consider an area populated with N mobile nodes and F fixed
nodes with two defined contact rates i.e., λ and Λ. From this basic model (that is, when w = 2),
we need to extend the number of infected and communicating classes considering w subclasses:680

Ii (i = 1 . . . w) correspond to the classes with nodes that have i chunks, and Cni (i = 1 . . . w) are
the classes that receive the nodes that are communicating from classes Ii. The rest of the classes
(i.e., S, F and Cf ) do not change.
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(A.1)

Accordingly, the communication times also range from tc1 for one chunk transmission to tcw for
transmitting w chunks (that is, the whole message). The waiting times for unsuccessful message
transmissions, that is, tn and tf , are the same as in the two chunks model. Regarding the probability
of transmission, for the contacts among mobile nodes we have pni, i = 1 . . . w that stand for the
probability of successful transmission of i chunks, which are obtained from the cCDFs of the
contact durations: pni = F̄n(tci); and for the contacts between fixed and mobile nodes we have
similar probabilities pfi = F̄f (tci) i = 1 . . . w. On the other hand, (1− pn1) will be the probability
of unsuccessful transmission of one chunk between nodes, and thus,

∏n
j=1(1 − pnj) will be the

unsuccessful transmission of n chunks. The same expression can be derived for the unsuccessful
transmission of n chunks between a fixed and mobile nodes:

∏n
j=1(1− pfj). For these expressions,
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(A.2)

we use the following notation to simplify the mathematical description of the model:

Pf
b
a =

b∏
j=a

(1− pfj), Pn
b
a =

b∏
j=a

(1− pnj). (A.3)

The classes and transitions are shown in Figure A.1, which is an extension of the model depicted
in Figure 7. From these transitions, we define a set of Delay Differential Equations (DDEs), as685

shown in Eq. (A.1) and Eq. (A.2). These equations are arranged into columns to represent the rate
of transition between classes when i chunks are successfully transmitted, ranging from w (whole
message transmitted) to 0 (no chunk is transmitted). We can see that the transitions follow a fixed
pattern, which was used to develop the numerical algorithm as explained below. For example, for
the F ′ equation, we can see that, when no message is transmitted (NO chunk column), the flow of690

nodes returning is determined by the probability of not transmitting any message: Pf
2
w−j being j

the row. For the I ′w equation we can also see how the number of received chunks determines the
flow of nodes arriving at the Iw class, which is conditioned by the probability of transmitting the
chunks.

This variable set of equations is solved numerically using the Euler’s method for a given time
T and using a h step. The method is described in Algorithm 1. It is based on iteratively updating
the values of the different classes. The number of elements in each class along time is stored in
vectors of size dT/he. Note that the Ii and Cni subclasses require matrix representations where
the first index represents the subclass. Each class is updated using the Euler’s method i.e.,

yi+1 = yi + hf(ti, yi). (A.4)

In our algorithm, we have defined a set of functions (fX) to calculate the value of the previous
function f , which have access to all the classes and input variables. The way the continuous
equations are converted to a set of discrete equations was shown in Section 5 when the F ′ equation
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was converted into Eq. (4). The expansion of each equation is performed algorithmically in each
fX function, depending on the value of w. For example, the expansion of the first equation in
Eq. (A.1):

F ′ = −ΛFS + pfwΛSF(tcw) +
∑w−1

j=0 Pf
w
j+1pfjΛSF(tcj)

−
∑w−1

k=1 ΛFIk +
∑w−1

j=1 pfjΛIw−jF(tcj) +
∑w−2

j=0

∑w−j
k=1 Pf

w−k
j+1 pfjΛIkF(tcj),

(A.5)

where, in order to simplify the sums, we define tc0 = tf and pf0 = 1. Now, we can derive the
discrete equation:

fF(i) = −ΛF [i]S[i] + pfwΛS[i− icw]F [i− icw] +
∑w

j=0 Pf
w
j+1pfjΛS[i− icj]F [i− icj]+

−
∑w−1

k=1 ΛF [i]Ij [k] +
∑w−1

j=1 pfjΛIw−j [i− icj]F [i− icj]+
+
∑w−2

j=0

∑w−j
k=1 Pf

w−k
j+1 pfjΛIk[i− icj]F [i− icj],

(A.6)
where the delays tcj are expressed with a shift on the indexes: i − icj, where icj = btcj/hc, for695

(i − icj) ≥ 0. Note, that if this latter expression is not true (that is, a negative index), the value

of the index is 0. Finally, Algorithm 1 shows how to obtain the diffusion ratio as Rd[i] = Iw[i]
n and

the diffusion time Dt as the first time when all nodes receive all the chunks (Iw[i] = N).

References

[1] F. Bai, A. Helmy, A Survey of Mobility Models in Wireless Adhoc Networks, Scientific Literature Digital Library700

and Search Engine, 2008., 2008.
[2] A. Udugama, J. Dede, A. Förster, V. Kuppusamy, K. Kuladinithi, A. Timm-Giel, Z. Vatandas, My smartphone

tattles: Considering popularity of messages in opportunistic data dissemination, Future Internet 11 (2) (2019).
[3] N. Benamar, K. D. Singh, M. Benamar, D. E. Ouadghiri, J.-M. Bonnin, Routing protocols in vehicular delay

tolerant networks: A comprehensive survey, Computer Communications 48 (2014) 141 – 158.705

[4] Y. Li, D. Jin, Z. Wang, L. Zeng, S. Chen, Exponential and power law distribution of contact duration in urban
vehicular ad hoc networks, IEEE Signal Processing Letters 20 (1) (2013) 110–113.

[5] W. Wang, V. Srinivasan, M. Motani, Adaptive contact probing mechanisms for delay tolerant applications,
in: Proceedings of the 13th Annual ACM International Conference on Mobile Computing and Networking,
MobiCom ’07, ACM, New York, NY, USA, 2007, pp. 230–241.710

[6] S.-H. Kim, Y. Jeong, S.-J. Han, Use of contact duration for message forwarding in intermittently connected
mobile networks, Computer Networks 64 (2014) 38 – 54.
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