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# A RIEMANN MANIFOLD STRUCTURE ON THE SPECTRA OF WEIGHTED ALGEBRAS OF HOLOMORPHIC FUNCTIONS 
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## To the memory of Goyo Sevilla, a good, honest man.


#### Abstract

In this paper we give general conditions on a countable family $V$ of weights on an unbounded open set $U$ in a complex Banach space $X$ such that the weighted space $H V(U)$ of holomorphic functions on $U$ has a Fréchet algebra structure. For that kind of weights it is shown that the spectrum of $H V(U)$ has a natural analytic manifold structure when $X$ is a symmetrically regular Banach space, in particular when $X=\mathbb{C}^{n}$.


## 1. Introduction

Weighted algebras of entire functions on $\mathbb{C}$ have been studied for many years. Berenstein, Li and Vidras in [7], Braun in [12] and Meise and Taylor in [22] used some particular weights to describe these types of algebras, for instance of infraexponential type. Motivated by this approach and by the very recent study by Carando and Sevilla-Peris [14] of weighted algebras of entire functions, essentially of exponential type, we study general conditions on a countable family $V$ of weights such that the space $H V(U)$ has a Fréchet algebra structure. Moreover its spectrum $\mathfrak{M} V(U)$ has a natural analytic manifold structure whenever $X$ is a symmetrically regular complex Banach space. This structure is based in the classical one given for any open (connected) subset of $\mathbb{C}^{n}$ (e.g. see [21, H.7.Lemma]), which was extended to the space $H_{b}(U)$ of holomorphic functions of bounded type on the open set $U$ in [2] and to weighted algebras of entire functions, with weights of exponential type, in [14]. The notation and the approach of the proofs are infinitely dimensional, but the Riemann analytic structure obtained in Section 2 is new even for $\mathfrak{M} V\left(\mathbb{C}^{n}\right), n=1,2, \ldots$, where our construction works since any finite dimensional Banach space is symmetrically regular. The main reason to write the results in the setting of Banach spaces is that if $X$ is non reflexive Banach space, then the Riemann structure on $\mathfrak{M} V(U)$ is obtained on the topological bidual of

[^0]$X$. In the case of $U=X$, in Section 3, we prove (Theorem 3.7) that $\mathfrak{M V} V(X)$ is a disjoint union of analytic copies of $X^{* *}$. To do that, a key ingredient is to extend the concept of associated weight given in [4] to the bidual of $X$.

By a Fréchet algebra we will understand an algebra for which the respective topological vector space is a Fréchet space in which the product is continuous (these are sometimes also called $B_{0}$-algebras). For a Banach space $X$, a function $P: X \rightarrow \mathbb{C}$ is called an $n$-homogeneous polynomial if there exists a continousm $n$-linear mapping $L: X \times \cdots \times X \rightarrow \mathbb{C}$ such that $P(x)=L(x, \ldots, x)$ for every $x$. The space of all $n$-homogenous polynomials is denoted by $\mathscr{P}\left({ }^{n} X\right)$. A function $f$ is called holomorphic if for every point $x$ there exists $\left(P_{n}(x)\right)_{n}$ (with each $\left.P_{n}(x) \in \mathscr{P}\left({ }^{n} X\right)\right)$ so that $f=\sum_{n} P_{n}(x)$ in some ball around $x$.

Also, for $x \in X$ and $r>0, B_{X}(x, r)$ (resp. $\left.\bar{B}_{X}(x, r)\right)$ will denote the open (resp. the closed) ball centered at $x$ with radius $r$. Given an open set $U \subseteq X$, by a weight we will understand any continuous function $v: U \rightarrow[0, \infty[$. Following $[3,4,5,6,8,9,10,11,14,18,19,20]$ we consider a countable family $V=\left(v_{n}\right)_{n}$ of weights and define the space

$$
H V(U)=\left\{f: U \rightarrow \mathbb{C}: \text { holom. }\|f\|_{v}=\sup _{x \in U} v(x)|f(x)|<\infty \text { for all } v \in V\right\}
$$

It is worth mentioning that, since each $\|\cdot\|_{v}$ is a seminorm and the family $V$ is countable, we are dealing with Fréchet spaces and (when that is the case) Fréchet algebras. Also, the fact that $X$ is finite or infinite dimensional makes no difference in our study.

Given a weight $v$, the associated weight $\tilde{v}$ was defined in [4] by

$$
\tilde{v}(x)=\frac{1}{\sup \left\{|f(x)|: f \text { holomorphic },\|f\|_{v} \leq 1\right\}}
$$

It is well known that $v \leq \tilde{v}[4$, Proposition 1.2] and that, if $U$ is absolutely convex, then $\|f\|_{v}=\|f\|_{\tilde{v}}$ for every $f$ [4, Observation 1.12].

A set $A \subseteq U$ is said to be a $U$-bounded set if it is bounded and $d(A, X \backslash U)>0$. The space of holomorphic functions on $U$ that are bounded on $U$-bounded sets is denoted by $H_{b}(U)$. Following [18], we will say that a family of weights satisfies condition I if for every $U$-bounded set $A$ there exists some $v \in V$ such that $\inf _{x \in A} v(x)>0$. If condition I holds, then $H V(U)$ is continuously included in $H_{b}(U)$, a fact which we denote by $H V(U) \hookrightarrow H_{b}(U)$.

We will also consider the following conditions: for each $v \in V$ there exist $s>0$, $w \in V$ and $C>0$ so that

$$
\begin{gather*}
\operatorname{supp} v+\bar{B}_{X}(0, s) \subseteq U  \tag{1}\\
v(x) \leq C w(x+y) \text { for all } x \in \operatorname{supp} v \text { and all } y \in X \text { with }\|y\| \leq s \tag{2}
\end{gather*}
$$

We will say that a family of weights $V$ has good local control if it satisfies condition I, conditions (1)-(2) and $X^{*}$ is contained in $H V(U)$. Unless otherwise is stated, we will always assume that $V$ has good local control. Our interest in this good local control will become apparent in next section.

## 2. The analytic structure of the spectrum

Given a Fréchet algebra $\mathscr{A}$, its spectrum is the set of all non-zero, continuous, linear and multiplicative functionals $\phi: \mathscr{A} \rightarrow \mathbb{C}$. Our aim in this section is to define an analytic structure on $\mathfrak{M} V(U)$, the spectrum of $H V(U)$. We will follow essentially the same trends as in [2] (see also [14] or [16, Section 6.3]).
It is known [14, Proposition 1] that $H V(U)$ is an algebra if and only if for every $v \in V$ there exist $w \in V$ and $C>0$ so that $v(x) \leq C \tilde{w}(x)^{2}$ for every $x \in U$. Clearly, this holds if we can get $C$ and $w$ such that

$$
\begin{equation*}
v(x) \leq C w(x)^{2} \tag{3}
\end{equation*}
$$

The good local control will be crucial for the existence of the analytic structure on $\mathfrak{M V}(U)$ (see Theorem 2.12 and the lemmas preceding it). Let us then present some examples of families that enjoy this property jointly with (3), for which our main results in this section apply.

Example 2.1. In [18, Example 14] a family of weights $V$ is defined so that $H V(U)=H_{b}(U)$. Obviously, this family $V$ has good local control.

If we consider entire functions, condition (1) is trivially satisfied. In this case, a standard way to define a family of weights such that $H V(X)$ is an algebra is to take a continuous and decreasing function $\varphi:[0, \infty[\rightarrow] 0, \infty[$ such that $\lim _{t \rightarrow \infty} t^{k} \varphi(t)=0$ for every $k$ (this condition is needed to get that $X^{*} \hookrightarrow H V(X)$ ) and then define weights $v_{n}(x)=\varphi(\|x\|)^{1 / n}$. If we define the family $V=\left\{v_{n}\right\}_{n}$, condition (2) translates into restrictions on the decreasing rate of $\varphi$.

Proposition 2.2. $V$ defined as above has good local control if and only if there exist $\alpha \geq 1$ and $s>0$ such that

$$
\begin{equation*}
\sup _{t \in \mathbb{R}} \frac{\varphi(t)^{\alpha}}{\varphi(t+s)}<\infty \tag{4}
\end{equation*}
$$

Proof. Let us assume first that for each $n$ there exist $s, C>0$ and $m$ so that $v_{n}(x) \leq C v_{m}(x+y)$ for every $x$ and $\|y\| \leq s$ (i.e. $V$ satisfies (2)). Given $t \in \mathbb{R}$, let us choose $x \in X$ with $\|x\|=t$ and put $y=\frac{s}{\|x\|} x$. Then $\|x+y\|=t+s$ and we have $\varphi(t)^{1 / n} \leq C \varphi(t+s)^{1 / m}$. Defining $\alpha=m / n$ we have (4).

On the other hand, let $K=\sup \varphi(t)^{\alpha} / \varphi(t+s)$. Given $n$ we choose $m$ such that $m / n \geq \alpha$ and $t_{0}$ such that $\varphi(t)<1$ for all $t \geq t_{0}$. Then $\varphi(t)^{m / n} \leq$ $\varphi(t)^{\alpha} \leq K \varphi(t+s)$ for every $t \geq t_{0}$. Taking $M=\sup _{t \in\left[0, t_{0}\right]} \varphi(t)^{m / n} / \varphi(t+s)$ and $C=\max \left(K^{1 / m}, M^{1 / m}\right)$ we have

$$
\varphi(t)^{1 / n} \leq C \varphi(t+s)^{1 / m}
$$

for every $t$.
Finally, if $\|x\|=t$ and $\|y\| \leq s$ then $\|x+y\| \leq t+s$. Then, since $\varphi$ is decreasing, we have $\varphi(t+s) \leq \varphi(\|x+y\|)$ and this gives $v_{n}(x) \leq C v_{m}(x+y)$.

In [14] weights are defined as above in terms of a function $\varphi$ satisfying

$$
\begin{equation*}
\varphi(s) \varphi(t) \leq C \varphi(s+t) \tag{5}
\end{equation*}
$$

for some constant $C>0$ and all $t, s$. In that case an analytical structure is given to the spectrum of $H V(X)$. It is easy to check that if $V$ satisfies (5) then it also satisfies (4). As a consequence, we have that $\varphi(t)=e^{-t^{k}}$ satisfy (4) for every $k$ (the fact that $(s+t)^{k} \leq 2^{k}\left(t^{k}+s^{k}\right)$ implies that $\varphi$ satisfies (5)). However, the converse is not true, as it is shown in the next example. Therefore, even for entire functions, our setting is more general than that of [14].

Example 2.3. The function $\varphi(t)=e^{-e^{t}}$ satisfies (4) but does not satisfy (5). Indeed, if we choose $s$ and $\alpha$ so that $e^{s} \leq \alpha$ we have that

$$
\frac{\left(e^{-e^{t}}\right)^{\alpha}}{e^{-e^{t+s}}}=\left(\frac{e^{e^{s}}}{e^{\alpha}}\right)^{e^{t}} \leq 1
$$

for every $t \geq 0$.

Example 2.4. Let $\left(a_{n}\right)_{n}$ be a sequence such that $a_{n} \geq 0$ for all $n, a_{0}>0$ and $\frac{a_{n}}{a_{n-1}} \leq \frac{1}{n}$ (equivalently $\frac{a_{n}}{a_{k}} \leq \frac{k!}{n!}$ for all $k \leq n$ ). Then we define

$$
\varphi(t)=\left(\sum_{n=0}^{\infty} a_{n} t^{n}\right)^{-1}
$$

Let us see that $\varphi(t) \leq e^{s} \varphi(s+t)$ for all $s, t$ (this obviously implies (4)).

$$
\begin{aligned}
& \sum_{n=0}^{\infty} a_{n}(s+t)^{n}=\sum_{n=0}^{\infty} a_{n} \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} s^{k} t^{n-k} \leq \sum_{n=0}^{\infty} \sum_{k=0}^{n} a_{n} \frac{a_{n-k}}{a_{n}} \frac{1}{k!} s^{k} t^{n-k} \\
& =\sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{1}{k!} s^{k} a_{n-k} t^{n-k}=\left(\sum_{k=0}^{\infty} \frac{1}{k!} s^{k}\right)\left(\sum_{n=k}^{\infty} a_{n-k} t^{n-k}\right)=e^{s} \sum_{n=0}^{\infty} a_{n} t^{n} .
\end{aligned}
$$

This clearly implies our claim.
Examples of sequences satisfying this condition can be constructed by taking $p_{n+1} \geq p_{n}>1$ and defining $a_{n}=\left(\frac{1}{n!}\right)^{p_{n}}$ (e.g. $a_{n}=\left(\frac{1}{n!}\right)^{p}$ or $\left.a_{n}=\left(\frac{1}{n!}\right)^{n}\right)$. Obviously, for $a_{n}=\frac{1}{n!}$ we get $\varphi(t)=e^{-t}$.

Condition (4) implies that the function $\varphi$ cannot decrease 'too fast', as next example shows.

Example 2.5. The function $\varphi(t)=e^{-e^{t^{2}}}$ does not satisfy (4). Indeed, for each fixed $\alpha \geq 1$ and $s>0$ we have

$$
\frac{\left(e^{-e^{t^{2}}}\right)^{\alpha}}{e^{-e^{(t+s)^{2}}}}=\frac{e^{-\alpha e^{t^{2}}}}{e^{-e^{t^{2}+s^{2}+2 s t}}}=\frac{e^{-\alpha e^{2}}}{e^{-e^{t^{2}} e^{s^{2}} e^{2 s t}}}=\left(\frac{e^{\alpha}}{e^{e^{2}} e^{2 s t}}\right)^{-e^{t^{2}}}=\left(\frac{e^{e^{s^{2}} e^{2 s t}}}{e^{\alpha}}\right)^{e^{t^{2}}}
$$

and this tends to $\infty$.
Example 2.6. Let $X$ be a complex Banach space and $\varphi:[0, \infty[\rightarrow] 0, \infty[$ be an increasing and convex continuous function. Define the weights $v_{\lambda}(x)=e^{-\lambda \varphi(\|x\| / \lambda)}$ for $0<\lambda \in \mathbb{Q}$ and the family of weights $V=\left\{v_{\lambda}\right\}$. Since

$$
v_{\lambda}(x) v_{\lambda}(y) \leq v_{2 \lambda}(x+y),
$$

for every $x, y \in X$, then condition (2) is fulfilled, for example, considering $s=1$ and $C=\max \left\{e^{\lambda \varphi(t / \lambda)}: 0 \leq t \leq 1\right\}$. Hence $V$ has good local control. On the other hand $\varphi$ is increasing, hence

$$
2 \lambda \varphi\left(\frac{\|x\|}{\lambda}\right) \geq 2 \lambda \varphi\left(\frac{\|x\|}{2 \lambda}\right),
$$

for every $x \in X$, and we obtain that

$$
v_{\lambda}(x) \leq\left(v_{\lambda / 2}(x)\right)^{2},
$$

for all $x \in X$. So, as condition (3) is also satisfied, $H V(X)$ is a Fréchet algebra.
Example 2.7. In [7, 12, 22] the following weighted algebra is studied:

$$
A_{p}^{0}=\left\{f \in H(\mathbb{C}): \sup _{z \in \mathbb{C}}|f(z)| e^{-\frac{1}{n} p(z)}<\infty, \text { for all } n \in \mathbb{N}\right\}
$$

where $p: \mathbb{C} \rightarrow[0, \infty[$ has the following properties:
(i) p is continuous and subharmonic.
(ii) $\log \left(1+|z|^{2}\right)=o(p(z))$.
(iii) There exists $C \geq 1$ such that for all $y \in \mathbb{C}$

$$
\sup _{|z-y| \leq 1} p(z) \leq C \inf _{|z-y| \leq 1} p(z)+C
$$

and hence
(iv) $p(x+y) \leq C p(x)+C$ for all $x \in \mathbb{C}$ and all $y \in \mathbb{C}$ with $|y| \leq 1$.

In [7, 12], (iii) is replaced by
(iii') $p(2 z)=O(p(z))$
that also implies (iv).
Define $v_{n}(x)=e^{-\frac{1}{n} p(z)}$ for $n \in \mathbb{N}$ and $V=\left(v_{n}\right)$. Since

$$
e^{-\frac{1}{n} p(x)} \leq e^{\frac{1}{n}} e^{-\frac{1}{n C} p(x+y)}
$$

for all $x \in \mathbb{C}$ and all $y \in \mathbb{C}$ with $|y| \leq 1$, we have that if $m \geq n C, m \in \mathbb{N}$,

$$
v_{n}(x) \leq e^{\frac{1}{n}} v_{m}(x+y)
$$

for all $x \in \mathbb{C}$ and all $y \in \mathbb{C}$ with $|y| \leq 1$, and then $A_{p}^{0}=H V(\mathbb{C})$ is a Fréchet algebra and $V$ has good local control (actually, $V$ has what later is called excellent local control).

A more general algebras $A_{P}^{0}$ for families $P=\left(p_{n}\right)$ are given in [22, 1.2. Definition]. In a similar way it can be checked that $A_{P}^{0}$ is a Fréchet algebra and $V$ has good (excellent) local control.

Let us now turn our attention to functions defined on open subsets of $X$. If $U \subseteq X$ is a bounded, open set and $V$ is a family of bounded weights, it is easy to check that if $V$ satisfies (1) then $H V(U)=H_{b}(U)$. The condition that the weights be bounded is an extra hypothesis, but it is actually fulfilled by all usual examples. Thus, we will always consider unbounded sets, as in the following examples.

Example 2.8. In $\mathbb{C}^{2}$ we consider $U=\mathbb{C} \times \mathbb{D}$ (where $\mathbb{D}$ is the open unit disk). Then we define functions $\psi_{n}$ on $[0,1]$ letting $\psi_{n} \equiv 1$ on $[0,1 / n], \psi_{n} \equiv 0$ on $[1 /(n+1), 1]$ and linear on $[1 / n, 1 /(n+1)]$ and we consider weights defined on $U$ by

$$
v_{n}\left(z_{1}, z_{2}\right)=e^{-\frac{\left|z_{1}\right|}{n}} \psi_{n}\left(\left|z_{2}\right|\right)
$$

$H V(U)$ is a Fréchet algebra and the sequence $V=\left(v_{n}\right)_{n}$ has good local control.
The previous example can be seen as a particular case of the following:

Example 2.9. Let $X_{1}, X_{2}$ be two Banach spaces, $X=X_{1} \oplus_{p} X_{2}$ and $U=$ $X_{1} \oplus B_{X_{2}}(0, R)$. We choose a strictly increasing sequence $\left(b_{n}\right)_{n}$ such that $b_{n}>0$ for all $n$ and $\lim _{n} b_{n}=R$. We consider $\psi_{n}$ such that $\psi_{n} \equiv 1$ on $\left[0, b_{n}\right], \psi_{n} \equiv 0$ on $\left[b_{n+1}, R\right]$ and $\psi_{n}$ is linear on $\left[b_{n}, b_{n+1}\right]$ and take $\varphi$ satisfying (4). Then we define weights by

$$
v_{n}\left(x_{1}, x_{2}\right)=\varphi\left(\left\|x_{1}\right\|\right)^{1 / n} \psi_{n}\left(\left\|x_{2}\right\|\right)
$$

It is not difficult to check that the family $V=\left(v_{n}\right)_{n}$ has good local control and $H V(U)$ is a Fréchet algebra.

We consider now a symmetrically regular complex Banach space $X$. In particular, this covers the case $X=\mathbb{C}^{n}$ for $n=1,2 \ldots$ (in other words, the one or several complex variables cases). Let $U \subseteq X$ be open and unbounded, and $V$ be a countable family of weights defined on $U$ with good local control and satisfying (3). Our aim is to define an analytic structure on $\mathfrak{M} V(U)$.

In the particular case that $U$ is an open convex and balanced subset of $X$, we denote by $\frac{\stackrel{\circ}{U}}{}{ }^{\omega^{*}}$ the norm-interior in $X^{* *}$ of the weak-star closure of $U$. Given a holomorphic function of bounded type $f: U \subseteq X \longrightarrow \mathbb{C}$ we denote the AronBerner extension of $f$ by $\bar{f}: \bar{U}^{\omega^{*}} \subseteq X^{* *} \longrightarrow \mathbb{C}$. Then for each $z \in \bar{U}^{w^{*}}$, the mapping $\delta_{z}$ defined by $\delta_{z}(f)=\bar{f}(z)$ is in $\mathfrak{M} V(U)$. In this way, we can do $\stackrel{\rightharpoonup}{U}^{\omega^{*}} \hookrightarrow \mathfrak{M} V(U)$. For details see e.g. [13, page 620] and use that the family of weights $V$ satisfies condition I.

For a general open set $U$, we do not have a canonical set in the bidual to which any holomorphic function can be extended. But we can fruitfully use a kind of 'local Aron-Berner extensions' as the following method shows. Our next step is, for a given $\phi \in \mathfrak{M} V(U)$, to find $r=r(\phi)>0$ such that for any $z \in X^{* *}$ with $\|z\|<r$, we can define a new $\phi^{z} \in \mathfrak{M} V(U)$ which is, in some sense, close to $\phi$. To do that we need some preliminary work. Given any $f \in H V(U)$ and $x \in U$ we take the Taylor series expansion $\sum_{k=0}^{\infty} P_{n}(x)\left(\right.$ each $\left.P_{n}(x) \in \mathscr{P}\left({ }^{n} X\right)\right)$ of $f$ at $x$ and, for each polynomial, we consider its Aron-Berner extension $\overline{P_{n}(x)} \in \mathscr{P}\left({ }^{n} X^{* *}\right)$. Hence, for each fixed $z \in X^{* *}$ the mapping $U \rightarrow \mathbb{C}$ defined by $x \rightsquigarrow \overline{P_{n}(x)}(z)$ is well defined and holomorphic. Let us see that it also belongs to $H V(U)$; this follows from the next result.

Lemma 2.10. Suppose $V$ has good local control. Given $v \in V$, there exist $C, s>$ 0 and $w \in V$ so that $\left\|x \rightsquigarrow \overline{P_{n}(x)}(z)\right\|_{v} \leq C\|f\|_{w}$ for every $f \in H V(U),\|z\|<s$ and $n=0,1,2, \ldots$

Proof. Given $v \in V$, by the good local control of $V$ there exist $C, s>0$ and $w \in V$ so that $\operatorname{supp} v+\bar{B}_{X}(0, s) \subseteq U$ and $v(x) \leq C w(x+y)$ for all $x \in$ $\operatorname{supp} v$ and all $\|y\| \leq s$. Fixed $x \in \operatorname{supp} v, f \in H V(U)$ and $0<r<s$, we have that $f \in H_{b}\left(B_{X}(x, r)\right)$, and hence we can use a 'local Aron-Berner extension' $\bar{f}_{x}: B_{X^{* *}}(x, s) \longrightarrow \mathbb{C}$ given by

$$
\bar{f}_{x}(u)=\sum_{n=0}^{\infty} \overline{P_{n}(x)}(u-x),
$$

for $u \in X^{* *}$ such that $\|u-x\|<s$. Now, by Cauchy's integral formula we have for each $n$

$$
\overline{P_{n}(x)}(z)=\frac{1}{2 \pi i} \int_{|\lambda|=1} \frac{\bar{f}_{x}(x+\lambda z)}{\lambda^{n+1}} d \lambda .
$$

Then

$$
v(x)\left|\overline{P_{n}(x)}(z)\right| \leq \frac{1}{2 \pi} \int_{|\lambda|=1} v(x)\left|\bar{f}_{x}(x+\lambda z)\right| d|\lambda| .
$$

Now, for every fixed $x \in U$ and $z \in X^{* *}$ with $\|z\|<s$ we get, by [15, Lemma page 355], some $\left(x_{\alpha}\right)_{\alpha} \subseteq X$ with $\left\|x_{\alpha}\right\| \leq\|z\|<s$ for all $\alpha$ so that $\left|\bar{f}_{x}(x+\lambda z)\right|=$ $\lim _{\alpha}\left|f\left(x+\lambda x_{\alpha}\right)\right|$. Then, using (1) we have

$$
\begin{aligned}
v(x)\left|\bar{f}_{x}(x+\lambda z)\right|=\lim _{\alpha} v(x) \mid f(x+ & \left.\lambda x_{\alpha}\right)\left|\leq \sup _{\alpha} v(x)\right| f\left(x+\lambda x_{\alpha}\right) \mid \\
& \leq \sup _{\alpha} C w\left(x+\lambda x_{\alpha}\right)\left|f\left(x+\lambda x_{\alpha}\right)\right| \leq C\|f\|_{w}
\end{aligned}
$$

This altogether gives

$$
v(x)\left|\overline{P_{n}(x)}(z)\right| \leq C\|f\|_{w}
$$

for all $x \in U$ and all $z \in X^{* *},\|z\|<s$.
Now, for each given $\phi \in \mathfrak{M} V(U)$ there exists some $v \in V$ such that $|\phi(f)| \leq$ $\|f\|_{v}$. With this $v$ we have $s, C, w$ satisfying (2). Now, if $z \in X^{* *}$ and $\|z\|<s$ then

$$
\begin{aligned}
\sum_{n=0}^{\infty}\left|\phi\left(x \rightsquigarrow \overline{P_{n}(x)}(z)\right)\right| & \leq \sum_{n=0}^{\infty}\left\|x \rightsquigarrow \overline{P_{n}(x)}(z)\right\|_{v}=\sum_{n=0}^{\infty} \sup _{x \in U} v(x)\left|\overline{P_{n}(x)}\left(\frac{s}{\|z\|} z\right)\left(\frac{\|z\|}{s}\right)^{n}\right| \\
= & \sum_{n=0}^{\infty}\left\|x \rightsquigarrow \overline{P_{n}(x)}\left(\frac{s}{\|z\|} z\right)\right\|_{v}\left(\frac{\|z\|}{s}\right)^{n} \leq C\|f\|_{w} \sum_{n=0}^{\infty}\left(\frac{\|z\|}{s}\right)^{n} .
\end{aligned}
$$

This implies that for each fixed $\phi \in \mathfrak{M} V(U)$ and $z \in X^{* *}$ with $\|z\|<s$, the mapping $\phi^{z}: H V(U) \rightarrow \mathbb{C}$ given by

$$
\begin{equation*}
\phi^{z}(f)=\sum_{n=0}^{\infty} \phi\left(x \rightsquigarrow \overline{P_{n}(x)}(z)\right) \tag{6}
\end{equation*}
$$

is well defined, linear and continuous. Moreover, proceeding as in [2, page 551], using the fact that $\phi$ is multiplicative, we have that $\phi^{z}(f g)=\phi^{z}(f) \phi^{z}(g)$ for all $f, g \in H V(U)$. Then $\phi^{z} \in \mathfrak{M} V(U)$.

If $X^{*} \hookrightarrow H V(U)$, we can follow [1] and [2], and consider the mapping $\pi$ : $\mathfrak{M} V(U) \rightarrow X^{* *}$ given by $\pi(\phi)=\left.\phi\right|_{X^{*}}$.

Now, if $x^{*} \in X^{*}$, we have $x^{*}(y)=x^{*}(x)+x^{*}(y-x)$; this means that the Taylor series expansion of $x^{*} \in H V(U)$ around $x$ consists of $P_{0}(x)=x^{*}(x)$ and $P_{1}(x)(y-x)=x^{*}(y-x)$; considering the extensions to the bidual we get $\overline{P_{0}(x)}(z)=x^{*}(x)$ and $\overline{P_{1}(x)}(z)=z\left(x^{*}\right)$. Then

$$
\phi^{z}\left(x^{*}\right)=\sum_{n} \phi\left(x \rightsquigarrow \overline{P_{n}(x)}(z)\right)=\phi\left(x \rightsquigarrow x^{*}(x)\right)+\phi\left(x \rightsquigarrow z\left(x^{*}\right)\right)=\phi\left(x^{*}\right)+z\left(x^{*}\right) .
$$

Since this holds for every $x^{*} \in X^{*}$, this means $\pi\left(\phi^{z}\right)=\pi(\phi)+z$.
Our aim is to show that the sets

$$
\begin{equation*}
V_{\phi, \varepsilon}=\left\{\phi^{z}: z \in X^{* *},\|z\|<\varepsilon\right\} \tag{7}
\end{equation*}
$$

where $\varepsilon<s$ for some $s>0$ depending on $\phi$, form a basis of neighbourhoods of a Hausdorff topology on $\mathfrak{M V}(U)$. We need first the following technical lemma. We denote by $A_{n}(x)$ and $\overline{A_{n}(x)}$ the symmetric $n$-linear forms associated to $P_{n}(x)$ and $\overline{P_{n}(x)}$, respectively.

Lemma 2.11. For $f \in H V(U)$, let $\overline{P_{n}(x)}$ and $\overline{A_{n}(x)}$ be as before. If $V$ has good local control, then given $v \in V$, there exist $C, s>0$ and $w \in V$ so that, for every $z_{1}, \ldots, z_{n} \in X^{* *}$, the following holds

$$
\left\|x \rightsquigarrow \overline{A_{n}(x)}\left(z_{1}, \ldots, z_{n}\right)\right\|_{v} \leq C \frac{n^{n}}{n!s^{n}}\|f\|_{w}\left\|z_{1}\right\| \ldots\left\|z_{n}\right\| .
$$

Proof. First of all we have

$$
\begin{aligned}
\overline{A_{n}(x)}\left(z_{1}, \ldots, z_{n}\right)=\frac{1}{2^{n} n!} \sum_{\varepsilon_{j}= \pm 1} & \varepsilon_{1} \ldots \varepsilon_{n} \overline{P_{n}(x)}\left(\varepsilon_{1} z_{1}+\ldots+\varepsilon_{n} z_{n}\right) \\
& =\frac{n^{n}}{2^{n} n!} \sum_{\varepsilon_{j}= \pm 1} \varepsilon_{1} \cdots \varepsilon_{n} \overline{P_{n}(x)}\left(\frac{\varepsilon_{1} z_{1}+\ldots+\varepsilon_{n} z_{n}}{n}\right) .
\end{aligned}
$$

If $\left\|z_{1}\right\|, \ldots,\left\|z_{n}\right\|<s$ then $\left\|\frac{\varepsilon_{1} z_{1}+\ldots+\varepsilon_{n} z_{n}}{n}\right\|<s$. Now, given $v \in V$ we have $C, s, w$ from (2) and, applying Lemma 2.10,

$$
\begin{aligned}
v(x)\left|\overline{A_{n}(x)}\left(z_{1}, \ldots, z_{n}\right)\right| \leq v(x) \frac{n^{n}}{2^{n} n!} \sum_{\varepsilon_{j}= \pm 1} & \mid \overline{P_{n}(x)} \\
& \left.\left(\frac{\varepsilon_{1} z_{1}+\cdots+\varepsilon_{n} z_{n}}{n}\right) \right\rvert\, \\
& \leq \frac{n^{n}}{2^{n} n!} \sum_{\varepsilon_{j}= \pm 1} C\|f\|_{w}=\frac{n^{n}}{n!} C\|f\|_{w}
\end{aligned}
$$

For general $z_{1}, \ldots z_{n} \in X^{* *}$ the conclusion follows easily.

Now we are ready to show that for symmetrically regular Banach spaces, we have an analytic structure on $\mathfrak{M} V(U)$, where the neighbourhoods are given by (7). In the proof of the following theorem, by $\left(y^{k}, z^{n-k}\right)$ we mean that $y$ is repeated $k$ times and $z$ is repeated $n-k$ times.

Theorem 2.12. Suppose $U$ is an open subset of a symmetrically regular Banach space $X$ and $V$ is a countable family of weights which has good local control such that $H V(U)$ is a Fréchet algebra. Then, $\pi: \mathfrak{M} V(U) \rightarrow X^{* *}$ gives a structure of Riemann analytic manifold on $\mathfrak{M V}(U)$, where $\pi$ is defined by $\pi(\phi)=\left.\phi\right|_{X^{*}}$ for $\phi \in \mathfrak{M} V(U)$.

Proof. We are going to see that the system defined in (7) for $\varepsilon<\frac{s}{2 e}(s=s(\phi))$ is a basis of neighbourhoods of a Hausdorff topology on $\mathfrak{M V}(U)$. The main step is to check that, for any given $\phi \in \mathfrak{M} V(U)$ and $y, z \in X^{* *}$, we have $\left(\phi^{y}\right)^{z}=\phi^{y+z}$. To begin with, we fix $\phi \in \mathfrak{M} V(U)$ and we choose $v \in V$ such that $|\phi(f)| \leq\|f\|_{v}$ for every $f \in H V(U)$. For that $v \in V$ and all $y, z \in X^{* *}(C, s, w$ are taken satisfying (2)), we have

$$
\begin{array}{r}
\sum_{k=0}^{\infty} \sum_{m=k}^{\infty}\binom{m}{k}\left\|x \rightsquigarrow \overline{A_{m}(x)}\left(y^{m-k}, z^{k}\right)\right\|_{v}=\sum_{m=0}^{\infty} \sum_{k=0}^{m}\binom{m}{k}\left\|x \rightsquigarrow \overline{A_{m}(x)}\left(y^{m-k}, z^{k}\right)\right\|_{v} \\
\leq \sum_{m=0}^{\infty} \sum_{k=0}^{m}\binom{m}{k} C \frac{m^{m}}{m!s^{m}}\|f\|_{w}\|y\|^{m-k}\|z\|^{k} \\
\leq \sum_{m=0}^{\infty}\left(\sum_{k=0}^{m}\binom{m}{k}\left(\frac{e}{s}\right)^{m}\|y\|^{m-k}\|z\|^{k}\right) C\|f\|_{w} \\
=C\|f\|_{w} \sum_{m=0}^{\infty}\left(\frac{\|y\|+\|z\|}{s / e}\right)^{m}
\end{array}
$$

and the last sum is finite whenever $\|y\|,\|z\|<\frac{s}{2 e}$. This means that the series $\sum_{k=0}^{\infty} \sum_{m=k}^{\infty}\binom{m}{k}\left[x \rightsquigarrow \overline{A_{m}(x)}\left(y^{m-k}, z^{k}\right)\right]$ converges (absolutely) in $H V(U)$ and then
$\phi\left(x \rightsquigarrow \sum_{k=0}^{\infty} \sum_{m=k}^{\infty}\binom{m}{k} \overline{A_{m}(x)}\left(y^{m-k}, z^{k}\right)\right)=\sum_{k=0}^{\infty} \sum_{m=k}^{\infty}\binom{m}{k} \phi\left(x \rightsquigarrow \overline{A_{m}(x)}\left(y^{m-k}, z^{k}\right)\right)$,
and this last series converges absolutely too.
Now we take $y, z \in X^{* *}$ with $\|y\|,\|z\|<\frac{s}{2 e}$ and $f \in H V(U)$. In order to compute $\left(\phi^{y}\right)^{z}(f)$ we need the Taylor series expansion of the mapping $x \rightsquigarrow \overline{P_{m}(x)}(z)$
(since we will have to apply $\phi^{y}$ to this mapping). This is done in [2]. We have

$$
\begin{gathered}
\left(\phi^{y}\right)^{z}(f)=\sum_{k=0}^{\infty} \phi^{y}\left(x \rightsquigarrow \overline{P_{k}(x)}(z)\right)=\sum_{k=0}^{\infty} \sum_{m=k}^{\infty}\binom{m}{k} \phi\left(x \rightsquigarrow \overline{A_{m}(x)}\left(y^{m-k}, z^{k}\right)\right) \\
=\sum_{m=0}^{\infty} \sum_{k=0}^{m}\binom{m}{k} \phi\left(x \rightsquigarrow \overline{A_{m}(x)}\left(y^{m-k}, z^{k}\right)\right)=\sum_{m=0}^{\infty} \phi\left(x \rightsquigarrow \sum_{k=0}^{m}\binom{m}{k} \overline{A_{m}(x)}\left(y^{m-k}, z^{k}\right)\right) \\
=\sum_{m=0}^{\infty} \phi\left(x \rightsquigarrow \overline{P_{m}(x)}(z+y)\right)=\phi^{z+y}(f) .
\end{gathered}
$$

From this, it easily follows that the sets $V_{\phi, \varepsilon}$ define a topology. The fact that this topology is Hausdorff follows as in [2].
The composition of the inverse of any chart with another chart given by the suitable restrictions of $\pi$, gives always the identity on certain open subsets of $X$. This is obviously a holomorphic mapping, so we get that $\pi: H V(U) \rightarrow X^{* *}$ produces an analytic manifold structure in $\mathfrak{M} V(U)$. For details see [2, Corollary 2.4].

Corollary 2.13. Suppose $U$ is an open subset of $\mathbb{C}^{n}$ and $V$ is a countable family of weights on $U$ such that it has good local control and $H V(U)$ is a Fréchet algebra. Then the spectrum $\mathfrak{M V}(U)$ of the algebra $H V(U)$ has structure of Riemann analytic manifold given by $\pi: \mathfrak{M} V(U) \rightarrow \mathbb{C}^{n}$.

This corollary extends to weighted spaces on open subsets of $\mathbb{C}^{n}$ the classical result for $H(U)$ (see [21, H.7.Lemma]).

## 3. Extensions to the bidual and the spectrum of $H V(X)$

One of the aims of this section is to show that the spectrum of $H V(X)$ can be seen as a disjoint union of analytic copies of $X^{* *}$, just as in the case of the spectrum of $H_{b}(X)$ [2, 16]. For this, we must study the extensions of a weight on $X$ to its bidual $X^{* *}$. Given a weight $v$ on $X$, we define, in the spirit of the associated weight, the associated extension

$$
\begin{equation*}
\hat{v}(z)=\frac{1}{\sup \left\{|\bar{f}(z)|: f \in H v(X),\|f\|_{v} \leq 1\right\}} \tag{8}
\end{equation*}
$$

Note that $\hat{v}(x)=\tilde{v}(x)$ whenever $x$ belongs to $X$.
This extension will be seen to have many good properties. It can be hard to compute, but we will show that this weight is somehow equivalent to more natural and simple extensions. As a consequence, the simple extensions will share the good properties of the associated extension.

First, let us see that the Aron-Berner extension is an isometry from $\operatorname{Hv}(X)$ into $H \hat{v}\left(X^{* *}\right)$. Indeed, since $\|f\|_{v}=\|f\|_{\tilde{v}}$ for all $f$ in $H v(X)$, we have

$$
\begin{aligned}
\|f\|_{v} & =\sup _{x \in X}|f(x)| \tilde{v}(x) \leq \sup _{x \in X}|f(x)| \tilde{v}(x) \\
& \leq \sup _{z \in X^{* *}}|\bar{f}(z)| \hat{v}(z)=\|\bar{f}\|_{\hat{v}} .
\end{aligned}
$$

On the other hand,
$|\bar{f}(z)|=\|f\|_{v}\left|\overline{\left(\frac{f}{\|f\|_{v}}\right)}(z)\right| \leq\|f\|_{v} \sup \left\{|\bar{g}(z)|: g \in H v(X),\|g\|_{v} \leq 1\right\}=\frac{\|f\|_{v}}{\hat{v}(z)}$,
from which the reverse inequality follows. We have shown:
Proposition 3.1. Let $v$ be a weight on $X$ and $\hat{v}$ be its associated extension to $X^{* *}$. For each $f \in H v(X)$ we have that $\bar{f}$ belongs to $H \hat{v}\left(X^{* *}\right)$ and $\|\bar{f}\|_{\hat{v}}=\|f\|_{v}$.

Now, suppose we have a family $V$ of weights on $X$ such condition (2) is fulfilled. Let us see that the family of associated extensions also verify (2). First, note that if we have $z \in X^{* *}$ and a net $\left(x_{\alpha}\right)$ with $\left\|x_{\alpha}\right\| \leq\|z\|$ for all $\alpha$ such that $x_{\alpha}$ converges polynomially to $z$ (in the sense of Davie-Gamelin [15]), then for any $x$ in $X$ and any $f \in H_{b}(X)$ we have that $f\left(x+x_{\alpha}\right) \rightarrow \bar{f}(x+z)$. Also, given $z$ in $X$ we can define $\tau_{z} f: X \rightarrow \mathbb{C}$ as $\tau_{z} f(x)=\bar{f}(x+z)$. Recall that if $X$ is symmetrically regular, then the Aron-Berner extension of $\tau_{z} f$ is simply $\overline{\tau_{z} f}\left(z^{\prime}\right)=\bar{f}\left(z^{\prime}+z\right)$ [1]. Therefore, for $\left(x_{\alpha}\right)$ as before, we also have $\bar{f}\left(z^{\prime}+x_{\alpha}\right) \rightarrow \bar{f}\left(z^{\prime}+z\right)$

Now we can state the following.
Theorem 3.2. If the family $V$ of weights on the symmetrically regular Banach space $X$ satisfies condition (2), then so does the family $\hat{V}=\{\hat{v}: v \in V\}$.

Proof. Given $v \in V$, let $C, s$ and $w$ be as in (2). Fix $z, z^{\prime}$ in $X^{* *}$ with $\|z\|<s$ and consider a net $\left(x_{\alpha}\right)$ converging polynomially to $z$ such that $\left\|x_{\alpha}\right\|<s$ for all $\alpha$. Note that

$$
\begin{aligned}
v(x)\left|\tau_{z} f(x)\right| & =\lim _{\alpha} v(x)\left|f\left(x+x_{\alpha}\right)\right| \leq C \limsup w\left(x+x_{\alpha}\right)\left|f\left(x+x_{\alpha}\right)\right| \\
& \leq C\|f\|_{w}
\end{aligned}
$$

and therefore $\left\|\tau_{z} f\right\|_{v} \leq C\|f\|_{w}$ for all $z \in X^{* *}$ with $\|z\|<s$. Now we have

$$
\begin{aligned}
\frac{1}{\hat{w}\left(z^{\prime}+z\right)} & =\sup \left\{\left|\bar{f}\left(z^{\prime}+z\right)\right|:\|f\|_{w} \leq 1\right\}=\sup \left\{\left|\overline{\tau_{z} f}\left(z^{\prime}\right)\right|:\|f\|_{w} \leq 1\right\} \\
& \leq \sup \left\{\left|\overline{\tau_{z} f}\left(z^{\prime}\right)\right|:\left\|\tau_{z} f\right\|_{v} \leq C\right\} \leq C \sup \left\{\left|\bar{g}\left(z^{\prime}\right)\right|:\|g\|_{v} \leq 1\right\} \\
& =C \frac{1}{\hat{v}\left(z^{\prime}\right)}
\end{aligned}
$$

which completes the proof.

As we have already mentioned, condition (1) is automatic when the domain under consideration is $X$. Note also that the dependence of $s$ on $v$ in condition (2) is forced precisely by condition (1), so for entire functions we feel that the following variant of condition (2) is more appropriate.

Definition 3.3. A family $V$ of weights on $X$ is said to satisfy condition ( $(\star)$ if there exists $s>0$ such that, for any $v \in V$, we can find $C>0$ and $w \in V$ for which $v(x) \leq C w(x+y)$ for all $x, y \in X,\|y\|<s$. We will say that the family $V$ has excellent local control when it satisfies all the conditions involved in the good local control, but changing condition (2) to condition ( $\star$ ).

All examples in Section 2 of weighted spaces of entire functions satisfying good local control actually also satisfy excellent local control condition. In fact, for any family of the form $\left\{v^{1 / m}: m \in \mathbb{N}\right\}$, conditions (4) and $(\star)$ are equivalent, since the value of $s$ that works for $v$, works for $v^{1 / m}$ for all $m$. It is clear that with the same proof as Theorem 3.2 we have the following.

Theorem 3.4. If the family $V$ of weights on the symmetrically regular Banach space $X$ satisfies condition $(\star)$, then so does the family $\hat{V}=\{\hat{v}: v \in V\}$.

So we have:
Corollary 3.5. Let $V$ be a family of weights on $X$ satisfying condition ( $(*)$ and suppose $X$ is symmetrically regular. For each $z \in X^{* *}$, the mapping $\tau_{z}$ : $H V(X) \rightarrow H V(X)$ given by $\tau_{z} f(x)=\bar{f}(x+z)$ is continuous.

Proof. Choose $N \in \mathbb{N}$ such that $\|z\|<N s$. For $v \in V$, we can take $C, s$ and $w$ be as in Definition 3.3. Proceeding as in Theorem 3.2, we can see that $\left\|\tau_{z / N} f\right\|_{v} \leq$ $C\|f\|_{w}$. This means that $\tau_{z / N}: H V(X) \rightarrow H V(X)$ is a continuous operator. As a consequence, $\tau_{z}=\left(\tau_{z / N}\right)^{N}$ is continuous.

Now we are ready to simplify the description of $\mathfrak{M} V(X)$, for $X$ symmetrically regular and $V$ with excellent local control. Indeed, given $\phi \in \mathfrak{M} V(X)$, we can give an alternative definition of $\phi^{z}$ that works for all $z \in X^{* *}$. First, let us define $J_{\phi}(z): H V(X) \rightarrow \mathbb{C}$ by $J_{\phi}(z)(f)=\phi\left(\tau_{z} f\right)$. Since $\tau_{z}$ is multiplicative (because the Aron-Berner extension is multiplicative) and, as we have shown, is continuous, we have that $J_{\phi}(z)$ belongs to $\mathfrak{M} V(X)$.
Since $X$ is symmetrically regular, we have that $\tau_{z^{\prime}+z}(g)=\tau_{z^{\prime}} \circ \tau_{z}(g)$ for all $z, z^{\prime} \in X^{* *}$ and all $g \in H_{b}(X)$ [1, Theorem 8.3.(vii)] or [2, Lemma 2.1]. Therefore,
since $H V(X)$ is contained in $H_{b}(X)$ we have that $J_{\phi}\left(z^{\prime}+z\right)(f)=J_{\phi}\left(z^{\prime}\right)\left(\tau_{z} f\right)$ for all $z, z^{\prime} \in X^{* *}$ and all $f \in H V(X)$. This fact will allow us to show the following.

Lemma 3.6. If $X$ is a symmetrically regular Banach space and $V$ is a countable family of weights with excellent local control such that $H V(X)$ is a Fréchet algebra, then the mapping

$$
J_{\phi}: X^{* *} \rightarrow \mathfrak{M} V(X)
$$

is bicontinuous into its image (in fact, $J_{\phi}$ is bianalytic), when $\mathfrak{M V}(X)$ is endowed with the analytic structure defined in Section 2.

Proof. Fix $z^{\prime} \in X^{* *}$ and let us show that $J_{\phi}$ is continuous at $z^{\prime}$. For this, let us take the constant $s>0$ provided by condition $(\star)$. If we consider $\|z\|<s$, then $J_{\phi}\left(z^{\prime}+z\right)(f)=J_{\phi}\left(z^{\prime}\right)\left(\tau_{z} f\right)=\left(J_{\phi}\left(z^{\prime}\right)\right)^{z}(f)$ (the last equality follows expanding $\tau_{z} f$ and comparing this with the definition of $\Psi^{z}$ for $\left.\Psi \in \mathfrak{M} V(X)\right)$. Since the analytic structure of $\mathfrak{M V}(X)$ was defined so that $z \mapsto \Psi^{z}$ is analytic in $\|z\|<s$ for any $\Psi \in \mathfrak{M} V(X)$, we have that $J_{\phi}\left(z^{\prime}+z\right)$ is an analytic function of $z$ in $\|z\|<s$, so in particular $J_{\phi}$ is analytic at $z^{\prime}$.

On the other hand, since $\pi\left(J_{\phi}(z)\right)=\pi(\phi)+z$, we have that $J_{\phi}^{-1}(\Psi)=\pi(\Psi)-$ $\pi(\phi)$ for $\Psi \in J_{\phi}\left(X^{* *}\right)$ and the inverse of $J_{\phi}$ is also continuous (and analytic).

If we look at the previous proof for the particular case $z^{\prime}=0$, we note that for $\|z\|<s, J_{\phi}(z)$ and $\phi^{z}$ coincide. Therefore, we could define $\phi^{z}$ for arbitrary $z$ by setting $\phi^{z}:=J_{\phi}(z)=\phi \circ \tau_{z}$, and this will extend our previous definition of $\phi^{z}$ in Section 2.

As a consequence of Lemma 3.6 we have an analytic copy of $X^{* *}$ in the connected component of $\mathfrak{M} V(X)$ containing $\phi$. Since this analytic copy of $X^{* *}$ is necessarily open and closed, it must coincide with the connected component. Then we have:

Theorem 3.7. Let $X$ be a symmetrically regular Banach space and $V$ a countable family of weights on $X$ with excellent local control such that $H V(X)$ is a Fréchet algebra. Then, $\mathfrak{M V}(X)$ is a disjoint union of analytic copies of $X^{* *}$. Each copy is given by $\left\{\phi \circ \tau_{z}: z \in X^{* *}\right\}$ for some $\phi \in \mathfrak{M} V(X)$, where $\tau_{z} f(x)=\bar{f}(x+z)$ for all $x \in X, z \in X^{* *}$ and $f \in H V(X)$.

We have seen that the associated extension defined in (8) has some good properties: it makes the Aron-Berner extension an isometry and preserves conditions (2) or $(\star)$ for families of weights. However, it may be hard to compute. Many
weights have natural (and simple) extensions to the bidual. For example, if we have $v(x)=\varphi(\|x\|)$ for some appropriate function $\varphi$, then $\bar{v}(z)=\varphi\left(\|z\|_{X^{* *}}\right)$ for $z \in X^{* *}$ is clearly the most natural extension of $v$ to $X^{* *}$. More generally, suppose we have a continuous non-negative function $\varphi: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}_{+}$and for $j=1, \ldots n$ we have Banach spaces $Y_{j}$ and continuous linear operators $T_{j}: X \rightarrow Y_{j}$. We can define a weight on $X$ by

$$
\begin{equation*}
v(x)=\varphi\left(\left\|T_{1}(x)\right\|_{Y_{1}}, \ldots,\left\|T_{n}(x)\right\|_{Y_{n}}\right) . \tag{9}
\end{equation*}
$$

Then a natural extension to $X^{* *}$ is

$$
\begin{equation*}
\bar{v}(z)=\varphi\left(\left\|T_{1}^{* *}(z)\right\|_{Y_{1}^{* *}}, \ldots,\left\|T_{n}^{* *}(z)\right\|_{Y_{n}^{* *}}\right) \tag{10}
\end{equation*}
$$

Particular cases of weights as in (9) are obtained by decomposing $X$ as a direct sum of closed subspaces and defining the weight as a function of the norms of the projections (like in Examples 2.8 and 2.9). Also, note that any $\varphi$ as above can be considered as a weight on $\mathbb{C}^{n}$, extending it as a function of the modulus of the coordinates.

We will see that these natural extensions share some good properties with our associated extension. First we have the following general result:

Lemma 3.8. Let $v$ be a weight on $X$ and $\bar{v}$ any extension of $v$ to $X^{* *}$. Then, for each $f \in H V(X)$ we have $\|\bar{f}\|_{\hat{v}} \leq\|\bar{f}\|_{\bar{v}}$.

Proof. Suppose $\|\bar{f}\|_{\bar{v}} \leq 1$. Clearly, $\|f\|_{v} \leq 1$ and then

$$
|\bar{f}(z)| \leq \sup \left\{\mid \bar{g}(z):\|g\|_{v} \leq 1\right\} \leq \frac{1}{\hat{v}}
$$

This means that $\|\bar{f}\|_{\hat{v}} \leq 1$, which completes the proof.
In order to show that the extension defined by (10) makes the Aron-Berner extension an isometry, we need the following version of Goldstine's theorem.

Lemma 3.9. Let $X, Y_{1}, \ldots, Y_{n}$ be Banach spaces and $T_{j}: X \rightarrow Y_{j}, j=1, \ldots, n$, be continuous linear operators. For each $z_{0} \in X^{* *}$ and each $\delta>0$, there exists a net $\left(x_{\alpha}\right) \subseteq X$ such that $x_{\alpha} \xrightarrow{w *} z_{0}$ and for all $\alpha$, we have
(a) $\left\|x_{\alpha}\right\| \leq\left\|z_{0}\right\|$,
(b) $\left\|T_{j} x_{\alpha}\right\| \leq\left\|T_{j}^{* *} z_{0}\right\|$ if $T_{j}^{* *} z_{0} \neq 0$,
(c) $\left\|T_{j} x_{\alpha}\right\|<\delta$ if $T_{j}^{* *} z_{0}=0$.

Proof. For simplicity, we will assume that $T_{j}^{* *} z_{0}=0$ only for $j=n$. Let us define on $X$ the following equivalent norm:

$$
\|x \mid\|=\max \left\{\frac{\|x\|}{\left\|z_{0}\right\|}, \frac{\left\|T_{1} x\right\|}{\left\|T_{1}^{* *} z_{0}\right\|}, \ldots, \frac{\left\|T_{n-1} x\right\|}{\left\|T_{n-1}^{* *} z_{0}\right\|}, \frac{1}{\delta}\left\|T_{n} x\right\|\right\} .
$$

This norm makes the mapping $T: X \rightarrow \ell_{\infty}\left(X, Y_{1}, \ldots, Y_{n}\right)$ given by $T(x)=$ $\left(\frac{x}{\left\|z_{0}\right\|}, \frac{T_{1} x}{\left\|T_{1}^{* *} z_{0}\right\|}, \ldots, \frac{T_{n-1} x}{\left\|T_{n-1}^{* *} z_{0}\right\|}, \frac{1}{\delta} T_{n} x\right)$ an isometry. By [17, Ex. 3.22], the bitranspose $T^{* *}$ is also an isometry, which means that the norm in $(X,|\||\cdot|| \mid)^{* *}$ is given by

$$
\mid\|z\| \|=\max \left\{\frac{\|z\|}{\left\|z_{0}\right\|}, \frac{\left\|T_{1}^{* *} z\right\|}{\left\|T_{1}^{* *} z_{0}\right\|}, \ldots, \frac{\left\|T_{n-1}^{* *} z\right\|}{\left\|T_{n-1}^{* *} z_{0}\right\|}, \frac{1}{\delta}\left\|T_{n}^{* *} z\right\|\right\} .
$$

By Goldstine's theorem applied to $X$ and $X^{* *}$ with the norm $\|\|\cdot\|\|$, we obtain a net $\left(x_{\alpha}\right)$ converging weak-star to $z_{0}$ with $\left|\left\|x_{\alpha}\right\|\|\leq\|\right| \mid z_{0}\| \|$. This inequality implies the three inequalities in the statement and, by the equivalence of the norms, the obtained weak-star convergence is the desired one.

Theorem 3.10. Let $v$ be a weight on $X$ of the form (9), where $\varphi$ is non-increasing in each coordinate. If $\bar{v}$ is the extension defined in (10), then for each $f \in H V(X)$ we have $\|\bar{f}\|_{\bar{v}}=\|\bar{f}\|_{\hat{v}}=\|f\|_{v}$.

Proof. We have already seen the second equality and, for the first one, one inequality follows from Lemma 3.8. For the reverse one, given $z \in X^{* *}$ fixed and $\varepsilon>0$, let $\delta>0$ be such that for any $\lambda \in \mathbb{C}^{n}$ with $\left\|\lambda-\left(\left\|T_{1}^{* *} z\right\|, \ldots,\left\|T_{n}^{* *} z\right\|\right)\right\|_{\infty}<\delta$, we have $\left|h(\lambda)-h\left(\left\|T_{1}^{* *} z\right\|, \ldots,\left\|T_{n}^{* *} z\right\|\right)\right|<\varepsilon$.

For this $\delta$ and for the given $z$, let $\left(x_{\alpha}\right)_{\alpha}$ be the net obtained in Lemma 3.9. Applying Davie and Gamelin's procedure to the net ( $x_{\alpha}$ ), we can find another net $\left(y_{\beta}\right)$ polynomially converging to $z$. Thus we can find $\beta_{0}$ such that $\left|f\left(y_{\beta_{0}}\right)-\bar{f}(z)\right|<$ $\varepsilon$. Moreover, every $y_{\beta}$ is a convex combination of elements of the net $\left(x_{\alpha}\right)$, hence $\left(y_{\beta}\right)$ satisfy the inequalities (a), (b) and (c) too. Since $\varphi$ is non-increasing in each coordinate and by the choice of $\delta$, we have:

$$
\begin{aligned}
|\bar{f}(z)| \bar{v}(z) & =|\bar{f}(z)| \varphi\left(\left\|T_{1}^{* *}(z)\right\|, \ldots,\left\|T_{n}^{* *}(z)\right\|\right) \\
& \leq|\bar{f}(z)|\left(\varphi\left(\left\|T_{1}\left(y_{\beta_{0}}\right)\right\|, \ldots,\left\|T_{n}\left(y_{\beta_{0}}\right)\right\|\right)+\varepsilon\right) \\
& \leq\left(\left|f\left(y_{\beta_{0}}\right)\right|+\varepsilon\right) \varphi\left(\left\|T_{1}\left(y_{\beta_{0}}\right)\right\|, \ldots,\left\|T_{n}\left(y_{\beta_{0}}\right)\right\|\right)+\varepsilon|\bar{f}(z)| \\
& \leq\|f\|_{v}+\varepsilon \varphi(0, \ldots, 0)+\varepsilon|\bar{f}(z)| .
\end{aligned}
$$

Consequently, $\|\bar{f}\|_{\bar{v}} \leq\|f\|_{v}=\|\bar{f}\|_{\hat{v}}$.
Our next step is to obtain an analogous result, but for every function $g$ defined on $X^{* *}$ (not only for Aron-Berner extensions). For this, we must impose some orthogonality-like conditions on the operators $T_{1}, \ldots, T_{n}$. First, denoting by $\tilde{v}$ the associated weight of $\bar{v}$, we have the following.

Corollary 3.11. With the hypotheses of Theorem 3.10, we have $\bar{v} \leq \tilde{\tilde{v}} \leq \hat{v}$ and then $H \hat{v}\left(X^{* *}\right)$ is contained in $H \bar{v}\left(X^{* *}\right)$ with $\|g\|_{\bar{v}} \leq\|g\|_{\hat{v}}$ for all $g$ in $H \hat{v}\left(X^{* *}\right)$.

Proof. Since $\|\bar{f}\|_{\hat{v}}=\|\bar{f}\|_{\bar{v}}=\|f\|_{v}$ for all $f \in H v(X)$, we have for $z \in X^{* *}$,

$$
\sup \left\{|g(z)|:\|g\|_{\bar{v}} \leq 1\right\} \geq \sup \left\{|\bar{f}(z)|:\|\bar{f}\|_{\bar{v}} \leq 1\right\}=\sup \left\{|\bar{f}(z)|:\|f\|_{v} \leq 1\right\}
$$

Therefore, we have $\bar{v} \leq \tilde{\bar{v}} \leq \hat{v}$ (the first inequality always holds). In particular, $\|g\|_{\bar{v}}=\|g\|_{\tilde{v}} \leq\|g\|_{\hat{v}}$ for all $g$ in $H \hat{v}\left(X^{* *}\right)$.

Definition 3.12. We say that the operators $T_{j}: X \rightarrow Y_{j}$ satisfy the orthogonality condition if each $x \in X$ can be written as $x=x_{1}+\cdots+x_{n}$ in such a way that $T_{j}\left(x_{i}\right)=0$ if $i \neq j$ and $T_{j}\left(x_{j}\right)=0$ only if $x_{j}=0$.

The orthogonality condition is readily verified if, for example, we can decompose $X$ in a direct sum of $n$ closed subspaces and $T_{1}, \ldots, T_{n}$ are the composition of injective operators with the corresponding projections. Namely, if we write $X=X_{1} \oplus \cdots \oplus X_{k}, \Pi_{j}$ are the projection on $X_{j}$ associated to this decomposition and $S_{j}: X_{j} \rightarrow Y_{j}$ are injective linear operators, then $T_{j}=S_{j} \circ \Pi_{j}(j=1, \ldots, n)$ satisfy the orthogonality condition. To illustrate this with an example, consider $X=\ell_{1}$ and the weight

$$
v(x)=\varphi\left(\left(\sum_{i}\left|x_{2 i}\right|^{2}\right)^{1 / 2}, \sup _{i}\left|x_{2 i+1}\right|\right) .
$$

Here, $\ell_{1}=X_{1} \oplus X_{2}$, where $X_{1}$ (respectively $X_{2}$ ) is spanned by the even (respectively odd) elements of the canonical basis, and $S_{1}: X_{1} \rightarrow \ell_{2}$ and $S_{2}: X_{2} \rightarrow c_{0}$ are the formal inclusions.

As we have already mentioned, any continuous function $\varphi: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}_{+}$can be considered as a weight on $\mathbb{C}^{n}$, by extending it as $\varphi\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\varphi\left(\left|\lambda_{1}\right|, \ldots,\left|\lambda_{n}\right|\right)$. Therefore, we can consider its associated weight $\tilde{\varphi}$, which is also a weight on $\mathbb{C}^{n}$. This allows us to define the following weight on $X$ :

$$
\begin{equation*}
w(x)=\tilde{\varphi}\left(\left\|T_{1}(x)\right\|_{Y_{1}}, \ldots,\left\|T_{n}(x)\right\|_{Y_{n}}\right) \tag{11}
\end{equation*}
$$

Then a natural extension of $w$ to $X^{* *}$ is

$$
\begin{equation*}
\bar{w}(z)=\tilde{\varphi}\left(\left\|T_{1}^{* *}(z)\right\|_{Y_{1}^{* *}}, \ldots,\left\|T_{n}^{* *}(z)\right\|_{Y_{n}^{* *}}\right) \tag{12}
\end{equation*}
$$

Note that $\bar{w}$ is a weight on $X^{* *}$ related with $v$ which is, in some sense, simpler than $\hat{v}$, since it involves 'taking associated weight' in a finite dimensional space. Comparing the different definitions, it is natural to wonder about the relationship between $\tilde{v}$ and $w$ (which are associate-like weights on $X$ ) and between $\hat{v}, \tilde{v}$ and $\bar{w}$ (associate-like weights on $X^{* *}$ ). The following theorem presents some of these relationships. The most important is the third one, since it shows the isometry
between $H \hat{v}\left(X^{* *}\right)$ and $H \bar{v}\left(X^{* *}\right)$, i.e., that the norms induced by the associate extension (the one with good properties) and the most simple extension coincide.

Theorem 3.13. Let $v$ be a weight as in (9), where $\varphi$ is continuous and nonincreasing in each coordinate. Then the following hold:
(a) $\bar{w} \geq \hat{v}$.
(b) If $T_{1} \ldots, T_{n}$ satisfy the orthogonality condition, then $\tilde{v}=w$.
(c) If the bitransposes $T_{1}^{* *} \ldots, T_{n}^{* *}$ satisfy the orthogonality condition, then $\hat{v}=$ $\bar{w}=\tilde{\bar{v}}$. In particular, $\|g\|_{\hat{v}}=\|g\|_{\bar{v}}$ for all $g \in H \hat{v}\left(X^{* *}\right)=H \bar{v}\left(X^{* *}\right)$.

Proof. (a) To establish the inequality it is enough to show the following: fixed $z_{0} \in X^{* *}$, for any $h \in H\left(\mathbb{C}^{n}\right)$ with $\|h\|_{\varphi} \leq 1$ and any $\varepsilon>0$, there exists $f \in H(X)$ with $\|f\|_{v} \leq 1$ such that $\left|\bar{f}\left(z_{0}\right)\right| \geq\left|h\left(\left\|T_{1}^{* *} z_{0}\right\|, \ldots,\left\|T_{n}^{* *} z_{0}\right\|\right)\right|-\varepsilon$.

Let $\delta>0$ be such that for any $\lambda \in \mathbb{C}^{n}$ with $\left\|\lambda-\left(\left\|T_{1}^{* *} z_{0}\right\|, \ldots,\left\|T_{n}^{* *} z_{0}\right\|\right)\right\|_{\infty}<\delta$, we have $\left|h(\lambda)-h\left(\left\|T_{1}^{* *} z_{0}\right\|, \ldots,\left\|T_{n}^{* *} z_{0}\right\|\right)\right|<\varepsilon$. Choose $y_{j}^{*} \in Y_{j}^{*}$ such that $\left\|y_{j}^{*}\right\|=1$ and $T_{j}^{* *} z_{0}\left(y_{j}^{*}\right)>\left\|T_{j}^{* *} z_{0}\right\|-\delta$ for $j=1 \ldots n$.

Now we define $f(x)=h\left(y_{1}^{*}\left(T_{1} x\right), \ldots, y_{n}^{*}\left(T_{n} x\right)\right)$, and observe that its AronBerner extension is given by $\bar{f}(z)=h\left(T_{1}^{* *} z\left(y_{1}^{*}\right), \ldots, T_{n}^{* *} z\left(y_{n}^{*}\right)\right)$. Also,

$$
\begin{aligned}
|f(x)| v(x) & =h\left(y_{1}^{*}\left(T_{1} x\right), \ldots, y_{n}^{*}\left(T_{n} x\right)\right) \varphi\left(\left\|T_{1} x\right\|, \ldots,\left\|T_{n} x\right\|\right) \\
& \leq h\left(y_{1}^{*}\left(T_{1} x\right), \ldots, y_{n}^{*}\left(T_{n} x\right)\right) \varphi\left(y_{1}^{*}\left(T_{1} x\right), \ldots, y_{n}^{*}\left(T_{n} x\right)\right) \leq\|h\|_{\varphi}
\end{aligned}
$$

so $\|f\|_{v} \leq 1$.
Finally, we have $\left|\bar{f}\left(z_{0}\right)-h\left(\left\|T_{1}^{* *} z_{0}\right\|, \ldots,\left\|T_{n}^{* *} z_{0}\right\|\right)\right|<\varepsilon$, which ends the proof.
(b) We adapt the proof of [14, Proposition 2], so we omit some details. Fix $x_{0} \in$ $X$ and choose $y_{j}^{*} \in Y_{j}^{*}$ such that $\left\|y_{j}^{*}\right\|=1$ and $y_{j}^{*}\left(T_{j} x_{0}\right)=\left\|T_{j} x_{0}\right\|$ for $j=1 \ldots n$. For $h \in H\left(\mathbb{C}^{n}\right)$ with $\|h\|_{\varphi} \leq 1$, we can define $f(x)=h\left(y_{1}^{*}\left(T_{1} x\right), \ldots, y_{n}^{*}\left(T_{n} x\right)\right)$. We can easily check that $\|f\|_{v} \leq 1$ and, clearly, $f\left(x_{0}\right)=h\left(\left\|T_{1} x_{0}\right\|, \ldots,\left\|T_{n} x_{0}\right\|\right)$. Therefore,

$$
\begin{equation*}
\left.\sup \left\{\mid h\left(\left\|T_{1} x_{0}\right\|, \ldots, \| T_{n} x_{0}\right) \|\right) \mid:\|h\|_{\varphi} \leq 1\right\} \leq \sup \left\{\left|f\left(x_{0}\right)\right|:\|f\|_{v} \leq 1\right\} . \tag{13}
\end{equation*}
$$

As a consequence, $\tilde{v}\left(x_{0}\right) \leq w\left(x_{0}\right)$.
On the other hand, take $x_{0} \in X$ and $f$ with $\|f\|_{v} \leq 1$. Using the orthogonality condition, we can write $x_{0}=x_{1}+\cdots+x_{n}$ with $T_{j} x_{i}=0$ for $i \neq j$. If we define

$$
h\left(\lambda_{1}, \ldots, \lambda_{n}\right)=f\left(\lambda_{1} \frac{x_{1}}{\left\|T_{1} x_{1}\right\|}+\cdots+\lambda_{n} \frac{x_{n}}{\left\|T_{n} x_{n}\right\|}\right)
$$

(we write 0 instead of $\frac{x_{j}}{\left\|T_{j} x_{j}\right\|}$ whenever $x_{j}=0$ ), since $\|f\| \leq 1$ we have

$$
\begin{aligned}
& \varphi\left(\lambda_{1}, \ldots, \lambda_{n}\right)\left|h\left(\lambda_{1}, \ldots, \lambda_{n}\right)\right|=\varphi\left(\left|\lambda_{1}\right|, \ldots,\left|\lambda_{n}\right|\right)\left|h\left(\lambda_{1}, \ldots, \lambda_{n}\right)\right|= \\
& \quad v\left(\lambda_{1} \frac{x_{1}}{\left\|T_{1} x_{1}\right\|}+\cdots+\lambda_{n} \frac{x_{n}}{\left\|T_{n} x_{n}\right\|}\right)\left|f\left(\lambda_{1} \frac{x_{1}}{\left\|T_{1} x_{1}\right\|}+\cdots+\lambda_{n} \frac{x_{n}}{\left\|T_{n} x_{n}\right\|}\right)\right| \leq 1 .
\end{aligned}
$$

Then, $\|h\|_{\varphi} \leq 1$ and, since $h\left(\left\|T_{1} x_{0}\right\|, \ldots,\left\|T_{n} x_{0}\right\|\right)=f\left(x_{0}\right)$, we obtain the reverse inequality in (13).
(c) Note that we can apply (b) to $\bar{v}$ to obtain $\tilde{\tilde{v}}=\bar{w}$. Also, by Corollary 3.11 we have $\tilde{v} \leq \hat{v}$. This, together with (a), gives the conclusion.

It is easy to see that $T_{1}^{* *} \ldots, T_{n}^{* *}$ satisfy the orthogonality condition if $T_{1}, \ldots T_{n}$ are projections associated to a decomposition of $X$ as a direct sum.
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