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ABSTRACT Understanding the human genome is a great scientific challenge, whose achievement requires
effective data manipulation mechanisms. The non-stop evolution of both new knowledge and more efficient
sequencing technologies generates a kind of genome data chaos. This chaos complicates the use of compu-
tational resources that obtain data and align them into specific actions. Conceptual model-based techniques
should play a fundamental role in turning data into actionable knowledge. However, current solutions do
not give a crucial role in the task of modeling that it should have to obtain a precise understanding of this
domain. Hundreds of different data sources exist, but they have heterogeneous, imprecise, and inconsistent
data. It is remarkably hard to have a unified data perspective that covers the genomic data from genome
to transcriptome and proteome, which could facilitate semantic data integration. This paper focuses on
how to design a conceptual model of the human genome that could be used as the key artifact to share,
integrate, and understand the various types of datasets used in the genomic domain. We provide a full
conceptual picture of relevant data in genomics and how semantic data integration is much more effective by
conceptually integrating the diverse types of existing data. We show how such a conceptual model has been
built, focusing on the conceptual problems that were solved to adequately model concepts whose knowledge
is under constant evolution. We show how the use of the initial versions of the conceptual model in practice
has allowed us to identify new features to incorporate in the model, achieving a continuous improvement
process. The current version is ready to be used as the key artifact in projects where conceptually combining
multiple levels of data helps to provide valuable insights that would be hard to obtain without it.

INDEX TERMS Conceptual modeling, CSHG, evolution, genomics, human genome.

I. INTRODUCTION
Conceptual modeling (CM) is essential for designing and
developing correct information systems [2]. We defend the
use of CM as a fundamental approach to dive into complex
domains to extract knowledge and establish a common onto-
logical framework [14]. In this paper, we report our concep-
tual experience to improve the representation of the genomic
domain. This work provides a sound initial understanding
of the domain-relevant information that facilitates commu-
nication and helps to achieve more efficient genome data
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management and improve knowledge generation processes.
Nevertheless, more conceptual efforts are strongly required
when we look at the main challenge of our work: understand-
ing the human genome.

The genome is an example of how immense and complex a
domain can be.We use CM to bring a solution to deal with the
human genome from a holistic perspective. The complexity
of the genomic domain is mainly due to its lack of foun-
dational ontological knowledge and the big data dimension
associated with the management of genomic data. There are
plenty of terms and elements that are not clearly defined [31].
Additionally, new elements are discovered every year [37],
adding more complexity and interconnection to the domain.
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Moreover, the functionality that is associated with some spe-
cific concepts can change as more knowledge accumulates.
For example, junk DNA was considered a useless component
for many years, but now its functionality appears to be very
relevant for the genome execution model [7]. The lack of
knowledge of the scientific community has gotten to the
point of not knowing exactly how many genes a human cell
contains [13], [23]. The result is an immense, ever-changing
domain.

Genome data management is also a complex issue. Its
origin dates back to fifteen years ago when techniques like
Next Generation Sequencing (NGS) appeared. These new
techniques allowed us to rapidly increase data generation [39]
due to a reduction in sequencing costs [24] and processing
times [18]. However, these advances also caused several
problems. The first problem is domain heterogeneity: there
are plenty of different standards and formats. The second
one is dispersion: there are hundreds of different relevant
genomic databases, with many of them created or removed
every year [36]. Last, the third problem is the lack of intercon-
nection: all of this data is difficult to integrate or interconnect
because of the two previously cited problems. These prob-
lems are globally referred to as genomic data chaos, which
reinforces the need for the systematic use of CM.

Our recent work focuses on exploring how essential CM
is for improving domain understanding and guiding the
design and development of Genome Information Systems
(GeIS) [34]. The main result is an initial Conceptual Schema
of the Human Genome (CSHG). After using it in a set of
real-world cases [21], [22] and gathering plenty of feedback,
we have identified five problems to be treated. In this paper,
we characterize these problems, we describe how we have
dealt with each one of them, and we report the results of the
subsequent discussions, focusing on the ontological commit-
ments established. The main contribution of the work is to
present an extended version of a CSHG that is improved and
accurate enough to deal with the data management challenges
that are associated with the genomic Medicine of Precision
practices.

To describe our conceptual work, the rest of the paper is
structured as follows: Section 2 describes the state of the art
regarding past efforts oriented to use CM to characterize some
parts of the genomic domainmore precisely. Section 3 reports
our previous work on designing a holistic (not partial) per-
spective of the problem. We will show how different versions
of a subsequent CSHG were required to accommodate the
conceptual challenges that appear in a working context that
is in continuous evolution. Section 4 discusses the questions
that have motivated the last version, where relevant changes
were incorporated to generate a stable conceptual schema that
is ready to be used in practice. Finally, Section 5 ends with our
conclusions and addresses further work.

II. CONCEPTUAL MODELING OF GENOMICS
We are perfectly aware of previous attempts to use CM
to better understand and communicate genomic knowledge.

While the wide range of information that goes from geno-
types to phenotype is very complex and covers a set of
different and diverse dimensions (genes, variants, sequences,
transcripts, proteins, pathways, clinical phenotypes, etc.),
existing attempts to deal with the problem cover only part of
that wide range of information.

The most relevant current approaches analyze the prob-
lem from two perspectives that, while complementary, are
different. On the one hand, some works use a pure CM-
perspective, introducing specific conceptual schemas that
represent part of the domain of interest. On the other hand,
other approaches use the term ‘‘ontology’’ to present domain-
dependent descriptions that provide a shared‘‘thesaurus’’ or
‘‘data dictionary’’ to delimit what genomic concepts are to be
considered relevant in a specific context. Both perspectives
emphasize the importance of making explicit conceptualiza-
tion a common practice to better understand and communi-
cate genomic concepts. However, they only provide a partial
view of the whole genome picture

A very interesting initial proposal on CM-oriented
approaches was presented by Paton et al. [8], [30] mod-
elling the genome from such a CM perspective. They tried
to effectively describe the protein interactions and phenotypic
consequences of changes in the genome at three different lev-
els, namely, at the transcriptome, proteome and metabolome
levels. Unfortunately, this work was incipient in terms of data
complexity and it has been discontinued; nevertheless, their
ideas have been a source of inspiration for our work.

A very interesting initial proposal on CM-oriented
approaches was presented by Paton et al. [8], [30] model-
ing the genome from such a CM perspective. They tried
to describe the protein interactions and phenotypic conse-
quences of changes in the genome at three different levels,
namely, at the transcriptome, proteome, and metabolome lev-
els. Unfortunately, this work was incipient in terms of data
complexity, and it has been discontinued; nevertheless, their
ideas have been a source of inspiration for our work.

Ram [32] used CM to model proteins using an annotation-
based approach. Their goal was to search and compare
proteins through their 3D structure. The work consisted of
defining the semantics of primary, secondary, tertiary, and
quaternary structures of proteins. To do this, they described
the protein’s components, chemical bonding forces, and spa-
tial arrangement along with its associated biological infor-
mation. The resulting model facilitated the development of
user-friendly tools to search and compare proteins by their
structure. But again, only a partial dimension of the exten-
sive genome information spectrum was considered: the one
related to protein characterization.

More recently, Bernasconi et al. [6] have characterized
processed genomic data applying CM techniques. They pro-
pose a CS to deal with the experimental datasets (genomic
data and metadata) used in scientific publications. Their CS
describes biological, technological, and management aspects
of the experimental datasets. It is an appropriate approach
for standardizing the metadata of experimental datasets and

197112 VOLUME 8, 2020



A. García S. et al.: Towards the Understanding of the Human Genome

improving genomic data integration. However, this solution
again focuses on a partial aspect of genomic data, namely,
genomic sequence information through experimental datasets
used by the scientific community.

Médique et al. [25] presented a co-operative computer
environment called ‘‘Imagenetrade mark’’ developed by
applying an object-based model. The tool allows researchers
to analyze and annotate genomic sequences. Going further
in our argument of partial coverage of genomic information,
their paper thoroughly explores well how tomodel sequences,
but only sequences.

These works have provided a valuable contribution to the
application of CM in the genomic domain. Even though the
reported exercises of using CM to better understand specific
parts of the human genome are useful and interesting, they all
focus on a particular dimension of the domain. Consequently,
there is not a unique, unified ontological commitment,
making the integration of information and communication
difficult.

Besides these pure CM approaches, the so-called genomic
ontologies make up a family of complementary solutions.
One significant representative of this approach is the Open
Biological and Biomedical Ontology (OBO) Foundry [38].
OBO is an entity whose mission is to provide a set of design
ontology principles. Hundreds of so-called ontologies have
been defined following their principles, from which tens are
already obsolete. The so-called OBO ontologies are loosely
hierarchical directed acyclic graphs, e.g., a concept may have
more than one parent term. They try to organize domain
knowledge into two different dimensions: granularity and
relation to time. In our analysis, five selected ontologies that
are widely known and that are more related to our work were
explored: Human Phenotype Ontology (HPO) [19], Gene
Ontology (GO) [3], Sequence Ontology (SO) [16], Protein
Ontology (PRO) [27], and Variation Ontology (VO) [40]. The
analysis of these five ontologies allows us to show how our
‘‘partial genomic view’’ claim is present in them since each
ontology focuses on just a given, specific genome dimension,
and the whole picture is missing.
• Human Phenotype Ontology (HPO) focuses on pheno-
type properties. It aims to provide a standardized set of
terms to describe phenotypes encountered in humans.
It is based on medical literature and contains over thir-
teen thousand terms. It is used to support differential
diagnostics in translational research. There aremodifiers
to represent the speed of progression, inheritancemodes,
and frequencies of phenotypes.

• Gene Ontology (GO) focuses on gene characterization.
The functionality of genes is studied by providing a stan-
dardized vocabulary. More than 40,000 defined terms
across 4,500 different species are defined. GO divides
its information into three domains: the molecular-level
activities performed by gene products, the location
inside a cell where a gene product performs a function,
and biological processes that are composed of multiple
molecular-level activities.

• Sequence Ontology (SO) analyzes genome sequences.
It provides a structured and controlled vocabulary to dis-
tinguish different sequences of our genome that depend
on their positions. For example, a binding site is defined
as a region that interacts selectively and non-covalently
with other molecules.

• Protein Ontology (PRO) specifies protein-related enti-
ties and the relationships between them. PRO uses a
system of classification called ‘‘levels of distinction’’.
There are four levels of distinction: the family-level
refers to protein products produced by genes with a com-
mon ancestor; the gene-level separates protein product
by gene; the sequence-level is used to differentiate pro-
tein products that are generated from the same gene but
with different alleles in its sequence; the modification-
level separates gene protein products that differ due to
cleavage or chemical changes to one or more amino acid
residues.

• Variation Ontology (VO) provides a standardized
description of effects, consequences, andmechanisms of
variations. It aims to define unambiguous definitions of
variation effects, described at a DNA, RNA, or protein
level.

These OBO ontologies help in reducing domain hetero-
geneity by providingwell-defined standards for some specific
concepts of the domain. While this is true, there is conceptual
vulnerability: they are concept-specific thesauruses of terms
or classification systems. These ontologies do not provide a
common, clear, and ontological definition of concepts, as [42]
explores. Besides, each ontology focuses on a particular part
of a specific genomic dimension, and, as a consequence, there
is not an explicit link among them. Different OBO ontolo-
gies can characterize two related concepts without specifying
how they are linked, or one common concept can be repre-
sented differently in alternative ontologies. In addition, each
ontology focuses on a particular part of a specific genomic
dimension, and, as a consequence, there is not an explicit
link among them. Different OBO ontologies can character-
ize two related concepts without specifying how they are
linked, or one common concept can be represented differ-
ently in alternative ontologies. For instance, phenotypes are
characterized in the Unified Phenotype Ontology (upheno).1

However, the Mammalian Phenotype Ontology (mp)2 also
describes phenotypes, but only the mammalian ones. Going
further regarding phenotype characterization, there are plenty
of additional ontologies such as the Mouse pathology Ontol-
ogy (mpath),3 the Human Phenotype Ontology (hpo),4 or
the Neuro Behavior Ontology (nbo).5 As can be observed,
multiple ontologies try to characterize phenotypes in different
ways, but their elements are not interconnected.

1http://www.obofoundry.org/ontology/upheno.html
2http://www.obofoundry.org/ontology/mfmo.html
3http://www.obofoundry.org/ontology/mpath.html
4http://www.obofoundry.org/ontology/hp.html
5http://www.obofoundry.org/ontology/nbo.html
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The lack of a unified, holistic perspective is a common
aspect shared by the existing works in the genomic domain.
We realized that all of the semantic components of the
different conceptual schemas cannot be connected under a
common, ontologically well-grounded view. Such a holistic
perspective is the core of the contribution of our work.
We start with a review of the initial versions of our unified,
holistic CSHG in III, and we introduce our final, usable
version in Section IV.

III. EVOLUTION OF THE CONCEPTUAL SCHEMA OF THE
HUMAN GENOME
The CSHG [33] provides the holistic perspective of the
human genome that conforms to the primary goal of this
work. It also provides the grounded conceptual background
that is needed to characterize the relevant concepts that
could make the understanding of the human genome viable.
It is a complex task because the human knowledge of
genome intrinsics is under constant evolution. Not only
that, even the precise characterization of fundamental con-
cepts is under continuous discussion. For instance, con-
ceptually speaking, what exactly is a gene? This concept
accepts different definitions, as we will see later. Selecting
the correct one determines what conceptual schema is to be
designed and, subsequently, the data analysis strategies that
are associated with the database schemas generated from the
conceptual schema.

This is why the conceptual evolution of our work has
advanced, while the ontological commitment associated with
the genomic concepts was also changing. Specifically, here
we report how the CSHG has been updated twice since its
creation (CHSG v1), and we explain why this happened.
A description of each version of the CSHG is found below,
which provides a clear insight into how important character-
izing the human genome conceptually really is:

CSHG Version 1 [29]: The goal of this preliminary ver-
sion was to model the most basic concepts of the human
genome from a unified perspective. Version 1 proposed a
gene-centered vision in which genes are the central and
most important unit of the human genome. Genes sequences
conform to the structural unit of description. Therefore,
this version focuses on analyzing individual genes, their
mutations, and the consequences of these changes from
a global perspective. It is divided into three main views:
‘‘Gene-mutation view’’, ‘‘Genome view’’, and ‘‘Transcrip-
tion view’’. The Gene-mutation view models how genes are
structured and represents allelic variations of genes. The
Genome view incorporates individual genome representa-
tions. Finally, the Transcription view models the basic com-
ponents participating in protein synthesis that can be affected
by the allelic variations of the genes.

CHSGVersion 1.1 [33]: This version included phenotypic
information in a new view (Phenotype view) to provide more
consistency and completeness to the model. The genotype-
phenotype relation reinforces a holistic perspective by explic-
itly representing how variations are related to phenotypes.

On the one hand, the new view models phenotypes, their
classification, and their severity; on the other hand, it models
how variations are related to phenotypes.

CHSG Version 2 [34]: Version 2 of the CSHG drastically
changes how the genome sequence is comprehended and,
therefore, represented. Version 1wasmanipulating sequences
of genes. As we obtained more and more experience in the
practical applications of the CSHG, we realized that fre-
quently DNA sequences were coming from other genome
structures. This set of potential genome structures was diverse
(not only genes but other RNAs, promoters, enhancers, pro-
teins, or transcripts, among others) and open to continuous
evolution (when new concepts are proposed, like oncogenes).

Furthermore, we detected that there was a lack of con-
sensus in the scientific community when trying to precisely
define what a gene is or how it can be characterized. All of
that togethermotivated us tomove towhat we have called ver-
sion 2, a new CSHG perspective that is more ‘‘chromosome-
centric’’ than ‘‘gene-centric’’. By ‘‘chromosome-centric’’,
we mean that any relevant sequence of the human genome
is represented as a part of a chromosome: a chromosome
element. This gives the expressive facility of modeling any
relevant genome component as a part of a chromosome,
providing its sequence.

This version is divided into five views: the ‘‘structural
view’’, which describes the structure of the human genome;
the ‘‘transcription view’’ which models protein synthesis;
the ‘‘variation view’’ which characterizes changes in the
sequence of the human genome; the ‘‘bibliography view’’
which details information and sources related to elements
of the CS; and a new view, called ‘‘pathway view’’, which
represents humanmetabolic pathways, thereby increasing the
holistic perspective of the CS.

IV. FROM VERSION 2 TO VERSION 3: CSHG V3
CSHG v2 has been used in a set of real-world use cases for
two purposes. First, to validate its correctness and useful-
ness, Second, to gather and analyze the feedback of genomic
domain experts to improve CSHG, ensuring that it is updated
by the latest scientific discoveries. As a consequence, a set
of problems that should require a more precise conceptual
characterization has been identified:

1) We realized that some concepts were too tied to a
specific solution (associated with a particular techno-
logical implementation). For instance, some attributes
of the Gene class refer to specific identifiers of database
systems. The ‘‘id_hugo’’ is a unique identifier from
the gene class provided by the HGNC database.6 It is
not a universal identifier, and it is not shared among
other databases. As a consequence, our CSHG v2 lacks
the flexibility to be adapted to different technological
platforms when working with new information. In the
previous example, if the HGNC database is replaced
by a new one, the conceptual schema itself must be

6https://www.genenames.org/
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updated, together with the implications in its associated
database. The question to be answered in this context
is the following: Should specific data source attributes
exist in our CHSG, or should universal identifiers be
used, independent of any particular data source?

2) The reference sequence of the human genome is
not carved in stone. It is fully dynamic and evolves
according to both technological limitations and
improvements. These changes are identified by a ver-
sion number, and multiple versions coexist over time.
Having multiple versions of the reference sequence of
the human genome implies that the relative position
of variations (that are identified and located for a
specific version of the human genome) is affected.
Without incorporating the notion of ‘‘Assembly’’ in
the CS, our CS does not allow multiple versions of the
genome to be modeled. A significant question emerges
naturally: Should our CSHG represent multiple genome
assemblies, or should an independent instance of the
model be generated per assembly?

3) CSHG v2 represents variations regarding their type
and frequency among populations. This representa-
tion exhibits limitations, models redundant informa-
tion, and is over complicated. There are limitations
because, in frequency classification, a variation can be
either a polymorphism or a mutation and only Single
Nucleotide Polymorphisms (SNP, a type of polymor-
phism) have genotype and population information.
This means that if a variation is not an SNP, nei-
ther genotype nor population information regarding
the variation can be described. There is redundancy
because variations are represented at least twice (i.e.,
by frequency and by population). Furthermore, nothing
prevents a variation from being represented more than
twice depending on the frequency among multiple
populations. For instance, depending on the frequency
of appearance, a variation can be defined as a poly-
morphism in a given population and as a mutation in
another one, leading to a variation represented thrice:
once per type and twice per frequency. Last, there is
complexity because the definition of exclusive disjunc-
tion XOR rules is needed to ensure the correctness of
the data: a variation that is not precise (type) should
never be a polymorphism (frequency); a polymor-
phism (frequency) should never be an imprecise varia-
tion (type); etc. The consequence of this discussion is
that a better classification of variations (i.e., removing
limitations and redundancy and reducing complexity)
is needed.

4) CSHG v2 represents the phenotypic effects caused by
variations. However, lower-level effects in the organ-
ism are not represented (e.g., alterations in the structure
of a protein). Adding another way of modeling the
effects caused by variations increases the completeness
of the model. It also allows domain experts to use our
CSHG more precisely (e.g., by identifying variations

based on the structural changes they cause at a pro-
teome level). The key question is: how can the effects
caused by variations be enriched in our CSHG?

5) CSHG v2 misses some concepts and relations that play
a relevant role in the transcription process. For instance,
the mRNA concept (the intermediate product between
the genome and the proteome) is not represented. Addi-
tionally, the transcription process is modeled so that
transcriptable elements only produce proteins, which is
a correct but incomplete assumption since transcription
produces plenty of additional elements, such as non-
coding RNA. This problem leads to the following ques-
tion: how can the transcription process be enriched so
that it is not only correct but also complete?

In the following Sections, we describe each of the
enumerated problems in more detail, explaining how they
have been solved and discussing the associated ontological
commitments. The development of these five ideas has led us
to the evolution of CSHG v3, the main contribution of this
paper.

A. A MORE AGNOSTIC APPROACH
We observed that our CSHG v2 lacks flexibility because by
having concepts with attributes that are associated with a
specific solution, two limitations arise. First, it biases domain
users to use only those data sources whose identifiers are
represented in the CS. However, depending on the working
context, some of these attributes may not be used or cannot
be obtained. Second, working with new data sources is a
problem because it is not possible to model their identifiers
without updating the CS itself and its database implementa-
tions. As a result, the efficiency of the analysis processes is
reduced because domain users focus on how to deal with the
data rather than generating knowledge. Therefore, our CSHG
needs to avoid references to specific solutions because they
are useless outside their particular working context. Three
elements represented in multiple data sources are chromo-
some elements, variations, and populations. They do not
always share the same identifier, and they reference specific
solutions.

Apart from the limitations explained above, let us
use the variation concept as an example to demonstrate
additional problems caused by having concepts specific
to particular solutions rather than using a more generic
approach. As Figure 1 shows, variations are linked to only
one data source (Data bank version) and have five attributes
that are identifiers of specific solutions. On the one hand,
three of them are used to link variations with chromosome
elements:NC_identifier links a variation with a chromosome,
and both NG_identifier and id_hugo link the variation to a
gene. On the other hand, two of them are used as variation
identifiers: rs_identifier, which is an identifier used in the
Ensembl7 data source; and other_identifiers, which is used

7https://www.ensembl.org/
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FIGURE 1. Old representation of multiple variation identifiers.

to store HGVS expressions8(a nomenclature for describing
sequence variations) and other identifiers. The first problem
is which identifier to use if a variation is not in the Ensembl
data source. The second problem is that there is no easy
way to determine how many identifiers a variation can have
because some of them can be null, and the other_identifiers
attribute can store an arbitrary number of identifiers. The
third problem is that there is a loss of information. Variations
are linked to only one data source, but they can store more
than one data source identifier in other_identifiers, such as
Ensembl, ClinVar, gnomAD, PharmGKB, or ClinGen. There-
fore, it is not possible to determine to which data source an
identifier pertains.

To solve the limitations and problems presented above,
an abstraction mechanism to include any data source-specific
identifier has been modeled. Therefore, chromosome ele-
ments, variations, and populations are not directly linked to a
single data version bank anymore. Instead, a new concept that
links variations and data bank versions through its specific
identifier has been created. Figure 2 shows the new repre-
sentation of variations as an example. This new approach
solves the problems regarding variations described above.
Variations no longer require attributes that are associated
with a specific solution, it is easy to determine how many
identifiers a variation has, and there is no loss of infor-
mation since each identifier is linked to its corresponding
data source.

FIGURE 2. New representation of multiple variation identifiers.

This approach removes any possible bias by not explicitly
representing any attribute associated with specific solutions,
and it gives domain users the needed flexibility to model any
new data source without having to update the CS. In conclu-
sion, our CSHG is as generic and technological independent
as possible: Universal identifiers that are independent of
any specific data source are used as primary identifiers,
while an abstraction mechanism is provided to include as
many data source-specific identifiers as possible.

8https://varnomen.hgvs.org/

B. HOW TO MODEL MULTIPLE ASSEMBLIES
Since the first version of our CSHG, a fundamental question
has insistently prowled around in our mind: How should
the sequence of the human genome be modeled? CSHG
v2 models the human genome assuming that only one
sequence of reference is considered, i.e., each chromosome
has a unique sequence. Therefore, chromosome elements
and variations are located in one and only one position
in the reference sequence. However, a relevant limitation
was identified by domain experts when working with the
CS: in the real world the reference sequence of the human
genome is not unique, and multiple versions coexist. More-
over, domain experts need to work with more than one of them
at the same time. For instance, the rs11571636 variation [1]
is located at different positions depending on the version
of the human genome sequence: chromosome 13, position
32.905.026 in the GRCh379 assembly, and chromosome 13,
position 32.330.889 in the GRCh3810 assembly.

The coexistence of multiple versions of the reference
sequence of the human genome is caused by the existing lim-
itations regarding sequencing technologies (assembly soft-
ware) in the genomic domain. Currently, it is not possible to
read the entire sequence of the genome at one time. Instead,
it is split into many smaller sequences that are read mul-
tiple times to form overlapping sequences. The sequences
with the highest quality are joined to form contigs, and the
contigs are joined to form scaffolds (non-contiguous contigs
that are separated by gaps of known length but unknown
sequence) [41]. These scaffolds compose the assembly, which
contains the chromosome sequences, like the GRCh37 or the
GRCh38 [17].

To solve this problem, we have analyzed three different
approaches below. Each of them contains a figure that illus-
trates the modifications performed on the CS and an exam-
ple of how the resulting CS is instantiated. For simplicity,
the provided examples only represent one chromosome (chro-
mosome 13) and two assemblies (GRCh37 and GRCh38).

The first approach generates a new instance of the
CS for each assembly (see Fig. 3). Although this approach
allowed us to have multiple assemblies, it was discarded for
three reasons. First, the concept of the assembly was not
represented in the CS, and it should be represented since
it is an important and widely used concept in the working
domain. Second, domain users need to work with multiple
assemblies at the same time because variations of interest can
be identified in one or several assemblies. This fact should be
properly represented in the CS. Third, this approach intro-
duces unnecessary redundancy since, for any new instance of
the CS, the rest of the information is duplicated.

The second approach includes the concept of the assem-
bly into the CS and instantiates a set of chromosomes per
assembly (see Fig. 4). This approach solves the problems

9Reference sequence of the human genome, build 37 https://www.
ncbi.nlm.nih.gov/assembly/GCF_000001405.13/

10Reference sequence of the human genome, build 38 https://www.
ncbi.nlm.nih.gov/assembly/GCF_000001405.26/
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FIGURE 3. The first approach: a CS instantiation per assembly.

FIGURE 4. The second approach: assembly as a concept itself.

FIGURE 5. The third approach: assembly and sequence as concepts
themselves.

of the first approach since the concept of assembly is rep-
resented in the CS, multiple assemblies can be represented
and worked out at the same time, and unchanged parts of
the CS are not CS are not duplicated. Although this allowed
us to have multiple chromosome sequences per genome, this
approach is not conceptually precise. The reason is that the
chromosome concept is a unique biological entity and should
not be instantiated multiple times. Indeed, what changes and
should be instantiated multiple times is its sequence, which
is based on the assembly it is linked to.

The third approach consists of extracting the sequence
from the chromosomes as a new concept (see Fig. 5).
This approach solves the problems of the second approach
while keeping its advantages since chromosomes are instan-
tiated only once. With this approach, a chromosome, as a
unique entity, has several sequences depending on the exist-
ing assemblies. We concluded that this is the most suitable
and conceptually accurate approach regarding assemblies,
chromosomes, and their sequences.

Having chromosomes with multiple sequences of refer-
ence means that the ‘‘chromosome element’’ and ‘‘precise
variation’’ classes are no longer located in one and only one
position. This change causes a loss of contextual information

because it is not possible to know the locations of these
classes among the different assemblies. To deal with this,
the locations of these classes have been extracted into a new
class. Consequently, it is properly identified in the differ-
ent assemblies (i.e., they are no longer located once, but
rather once per assembly). In conclusion, the CSHG is now
capable of representing multiple genome assemblies with
their corresponding chromosome sequences. With these
changes, the model is more accurate and flexible and can
facilitate domain experts’ work. Moreover, sequencing tech-
nologies in the genomic domain are improving rapidly, and
now the CSHG will be able to deal with a growing number of
assemblies.

C. A NEW WAY OF REPRESENTING VARIATIONS
The concept of variation is classified based on two crite-
ria: its frequency and its type (description). Concerning its
frequency, a variation is a polymorphism if it appears with
a higher than one percent frequency in a given population;
otherwise, it is a mutant variation. A Polymorphism is a
Single Nucleotide Polymorphism (SNP) if the variation only
changes one nucleotide; otherwise, it is a Copy Number
Variation (CNP). Concerning its type, a variation is a precise
variationwhen its location and change are known; otherwise,
it is imprecise. A precise variation can either be an insertion,
a deletion, an indel (insertion and deletion), or an inversion
(if a region of the genome sequence is inverted). Three issues
have been identified as a consequence of this classification.

The first issue is that this representation has limitations
regarding four concepts tied to SNP variations:

1) Population: a set of individuals that share a common
characteristic whose genome has been sequenced to
find variations.

2) Haplotype: a group of SNPs that tend to occur and
be inherited together and can be linked to a specific
disease.

3) Allele frequency: the frequencies of appearance of the
alleles of a variation in a specific population. The alle-
les of a variation are the list of possible nucleotides
of a variation. It includes both the allele of refer-
ence (unique) and the potential alternative alleles. For
instance, the list of alleles of a variation that changes
an A for a T is A (reference allele) and T (alternative
allele).

4) Genotype frequency: the frequencies of appearance of
the genotypes of a variation in a specific population.
The genotypes of a variation are the combination of
two (as we have two copies of each chromosome) of
the possible alleles of a variation. The genotypes of
the previous example are AA (reference homozygote),
AT (heterozygote), and TT (alternative homozygote).

These concepts are linked to SNP variations in version
2 of the CS because, historically, genomic population studies
have only been applied to them. However, this has changed
due to advances in sequencing technologies. Domain experts
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reported that they need to work with population information
regarding variations that are not SNPs, which is not possible
with the CSHG v2. Therefore, any precise variation should
be able to store information about these four concepts.
The second issue is that the CS models the concept of

variation in a redundant way. A variation is modeled at
least twice: once per frequency and once per variation. For
instance, the rs11571636 variation is a precise variation
(type), more specifically, an indel. It also is a mutant vari-
ation (frequency) since it does not appear in any population
with a frequency higher than one percent. This issue worsens
when new information regarding the variation is obtained. For
instance, the rs11571636 variation will be modeled thrice if a
genomic population study shows that it is an SNP in a specific
population: once per type (indel) and twice per frequency
(Mutant and SNP). Domain experts found it to be counter-
intuitive to have the same variation instantiated thrice. They
also indicated that this approach was overcomplicated, which
leads us to the third issue, discussed below.

The third issue refers to the complexity of the CS. The
definition of exclusive disjunction XOR rules are needed
to ensure the correctness of the data: a polymorphism (fre-
quency) can only be precise (type); an imprecise (type) can
only be amutant (frequency); an SNP (frequency) can only be
an indel (type) whose change is one nucleotide; a CNP (fre-
quency) can only be an insertion (type). These rules confuse
domain experts and add another layer of complexity in the
management of the data.

The efficiency of the analysis processes is reduced as a
consequence of these issues. Apart from that, an additional
conflict arises since the terminology used in the CS is contro-
versial. The terms mutation and polymorphism lead to confu-
sion as incorrect assumptions are made: the term mutation is
assumed to have pathogenic effects, while polymorphism is
assumed to have benign effects. Therefore, the term variation
is preferred over mutation and polymorphism [35].

A different approach has been used to overcome these
problems. In the CSHG v3 population, allele frequency,
genotype frequency, and haplotype concepts are linked
to the precise variation class instead of the SNP class.
This change solves the first issue because now any pre-
cise variation can store information about population and
frequencies.

After this change, should variations still be classified based
on the frequency criterion? There are two reasons not to
keep this classification in the CS. First, since, with the
new associations, any precise variation can have information
regarding population and frequencies, this classification loses
its original reason. Second, the terms used in the frequency
classification, namely polymorphism, andmutant, are contro-
versial. Therefore, specialization by frequency is not required
anymore, and variations are only classified based on their type
in the CSHG v3. This change solves the second issue since it
removes the redundancy from the CS.

The third issue has been solved because, with the two
previous changes, there is no need to define exclusive

FIGURE 6. Representations of the effects caused by variations in the
CSHG v2.

disjunction XOR rules to ensure the correctness of the data
in the CSHG v3.

As a result of these changes, the classification of vari-
ations has been improved, and its completeness is rein-
forced: the former limitations of the CSHG v2 have been
overcome because any precise variation in v3 can store
information regarding alleles, genotypes, haplotypes, and
populations. The representation of variations is no longer
redundant because variations are only classified based on
the type criterion. By solving the two previous limitations,
the complexity of the CS has been reduced naturally. The
CS gained simplicity and expressiveness through an exercise
of concept reevaluation and simplification.

D. MODELING THE EFFECTS CAUSED BY VARIATIONS
Our CSHG v2 represents the effects caused by variations at
a phenotypic level that focuses on the consequences of the
structural changes. But it does not represent the structural
changes themselves. It is a high-level perspective based on
the premise that phenotypes emerge as the result of genotype-
environment interactions [5]. Variations are linked to pheno-
types with a given certainty (see Fig. 6). This certainty is
provided by domain experts (submitters), and it indicates how
strong the evidence supporting a variation-phenotype link is.
There are six levels of certainty [11]:

1) Level one: a variation-phenotype link without any
evidence.

2) Level two: a variation-phenotype link with evidence
provided by a single submitter.

3) Level three: a variation-phenotype link with evidence
provided by multiple submitters whose interpretations
conflict.

4) Level four: a variation-phenotype link with evidence
provided by multiple submitters without interpretation
conflicts.

5) Level five: a variation-phenotype link validated by a
panel of experts.

6) Level six: a variation-phenotype link with evidence
obtained from following a set of strictly-defined prac-
tice guidelines.

Three improvements have been identified regarding how
the effects caused by variations are modeled in the CSHG v2.
First, as explained above, the level of certainty depends on the
evidence provided by submitters, but they are not modeled in
the CS. On the one hand, It is relevant to know who submits
the evidence supporting variation-phenotype links. On the
other hand, it is necessary to know when the evidence was
provided. Therefore, the CS must include submitters.
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Second, the CSHG v2 does not model the variation’s
pathogenicity regarding the phenotypes they are linked to.
For instance, Sickle cell disease (SCD) is caused by blood
cell deformation. What is the pathogenicity of a variation that
is linked to CSD? Is it protective (reducing the chances of
suffering CSD) or pathogenic (causing CSD)? (i.e., what is its
effect?) Domain experts require this information to conduct
their analysis processes. Therefore, its addition is needed.

Third, the actual perspective is unable to describe the
effects caused by variations at a structural level. For instance,
the CSHG v2 identifies variations linked to CSD, but it
does not identify the specific structural change that deforms
the blood cells. Therefore, a complementary perspective that
models those changes is required.

The first improvement is performed by adding the submit-
ters to the CS (see Fig. 7). Now, any variation-phenotype link
is provided by a submitter on a specific date. As a result,
when a variation has multiple interpretations that conflict,
the domain expert can identifywho provided them andwhen.

FIGURE 7. Inclusion of the submitters.

The second improvement is done by adding the
pathogenicity of the variations regarding the phenotype they
are linked to (see Fig. 8). A new attribute called ‘‘clinical sig-
nificance’’ has been added to the Certainty class. It has been
defined following the ClinVar recommendations [10]. They
include, on the one hand, the ACMG/AMP recommended
terms [35] and, on the other hand, additional terms to provide
more precise links between variations and phenotypes. The
most commonly used clinical significance terms are:
1) Benign: a variation that is not responsible for causing a

particular phenotype.
2) Pathogenic: a variation that is responsible for causing a

particular phenotype.
3) Protective: a variation that decreases the factor of a

phenotype.
The third improvement is done by including a new, low-

level representation of the structural changes caused by vari-
ations (see Fig. 9). It has been modeled following the VCF
standard [4] and its annotation field [9]. A new class, called
‘‘annotation’’, identifies the ‘‘impact’’ and the ‘‘effect’’ of
the variation alleles in chromosome elements and transcripts.
It links the alleles of variations rather than the variations
because each allele can have a different effect. Based on its
putative impact, the annotation’s impact classifies the effect
of a variation into the following:

1) HIGH: A disruptive change is triggered. A disruptive
change causes a chromosome element truncation or

FIGURE 8. Inclusion of the clinical significance.

FIGURE 9. Inclusion of the structural changes.

a loss of transcript functionality. For instance, a stop
codon prevents a protein to from being completed.

2) MODERATE: A non-disruptive change is triggered.
For instance, an enzyme’s sequence is modified, so its
reactions are carried out less effectively.

3) LOW: A harmless change is triggered. For instance,
a variation changes a CTT codon to a CTC one: both
codons are translated to the same amino acid (Leucine).

4) MODIFIER: This is a special case where the variation
is located in a non-coding region.

On the other hand, the annotation’s effect is much more spe-
cific because it describes the exact effect of a variation, e.g.,
the duplication of a gene or the appearance of a termination
codon in the sequence of a transcript.

The CSHG v3 improves the description of the effects
caused by variations. First, it is enriched by including the
variation’s pathogenicity and the submitters in the CS. Sec-
ond, a new, low-level approach that focuses on structural
changes and its implications at a genome and proteome level
is added. As a consequence, the holistic perspective of the
CSHG is increased, and the efficiency of domain expert
analysis processes is boosted.

E. RETHINKING THE GENE EXPRESSION PROCESS
The protein-coding process is modeled at three levels in the
CSHG v2, namely, DNA, RNA, and amino acid (see Fig. 10).
The first level contains chromosome elements: on the one
hand, we have the protein-coding genes and their exons (gene
parts that are transcribed) and introns (gene parts that are
not transcribed). On the other hand, we have regulatory ele-
ments. The second level contains transcripts, which are the
result of gene transcription. The third level includes proteins,
which are the result of transcript translation. In this context,
we emphasize the following three issues:
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FIGURE 10. Representations of the transcription process in the CSHG v2.

1) Inspired by the central dogma of molecular biol-
ogy [12], the CS assumes that genes only code for
proteins. However, this assumption is not complete
since they also produce additional products called
non-coding RNA (ncRNA) that do not code for pro-
teins [15]. Unlike protein-coding RNAs, ncRNAs are
linked to diverse regulatory functions and are specific
to different organs or tissues. The fact is that ncR-
NAs are increasingly gaining attention in the field of
precision medicine [28]. Consequently, the modeled
transcription process needs to be updated to consider
those additional elements produced by genes rather
than only proteins.

2) Domain experts observed that the concept of messen-
ger RNA (mRNA) is not present in the CSHG v2.
It is transcribed from genes and translated into pro-
teins. This concept is represented as ‘‘transcript’’ in the
CSHG v2. However, after a series of discussions, it has
been determined that the mRNA is a type of transcript
and that there are additional types of transcripts, like the
ncRNA of the previous issue, which are not translated
into proteins but are semantically relevant. Therefore,
themRNAconcept should be represented in our CSHG.

3) There is a misunderstanding regarding regulatory ele-
ments in the transcription process. There are two types,
the ones that exist at a DNA level and the ones that
exist at the RNA level. Both of them are modeled as
chromosome elements at the DNA level, which is not
correct because RNA regulatory elements do not exist
at the DNA level; they only exist at the RNA level.
Besides, the CS does not model what is regulated by
them. For instance, what gene is regulated by a given
enhancer? Therefore, their conceptualization must be
improved.

A series of changes in the CS have solved the first two
issues. First, the concepts of mRNA and ncRNA have been
included as types of transcripts (see Fig. 11). An mRNA is
defined as a transcript that codes for proteins, while ncRNA
is defined as a transcript that does not. Examples of ncRNA
include transference RNA (tRNA), ribosomal RNA (rRNA),

FIGURE 11. Addition of mRNA and ncRNA to the transcription process.

FIGURE 12. The protein-coding process of an mRNA.

or long ncRNA (lncRNA). As a consequence, genes no longer
code only for proteins but also for ncRNAs, and now proteins
are translated from mRNAs rather than from the generic
concept of ‘‘transcript’’.

Second, the parts of the mRNA sequence have been mod-
eled. It is important to characterize its structure. It is com-
posed of three elements: one coding sequence (CDS) and two
untranslated regions (UTR). The CDS is the sequence of the
mRNA that is translated into the protein. The UTRs, which
are a 3’ UTR region before the CDS sequence and a 5’ UTR
region after it, are not translated.

Third, transcripts are no longer only composed of exons
for two reasons: i) even if it is true that mRNA is usually
composed of gene exons, there is a mechanism, called intron
retention (IR) [26], which is responsible for not removing
introns in the transcription process; and ii) ncRNA transcripts
are obtained from introns. Therefore, transcripts are now
composed of exons and introns with a minimum cardinality
of zero, which allows us to represent the following:

1) A transcript composed of exons (Fig. 12): It is the
basic protein-coding process that has two steps. In the
first step, a set of exons is transcribed into a mRNA
transcript and the introns are discarded. In the second
step, the CDS sequence is translated into the protein
and the UTR regions are discarded. The protein can
then perform its activities.

2) A transcript composed of exons and introns (Fig. 13):
The process is the same as the one explained above
but with the additional consideration that an intron can
also be transcribed due to the IR effect. Consequently,
the mRNA sequence is changed and the translated pro-
tein is different.
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FIGURE 13. The protein-coding process of an mRNA with IR.

FIGURE 14. The ncRNA-coding process.

FIGURE 15. Reevaluation of the regulatory elements of the transcription
process.

3) A transcript composed of introns (Fig. 14): It is the
way ncRNAs are generated. An intron of the gene is
transcribed into a RNA sequence that will not be trans-
lated. After the transcription, the ncRNA can perform
its activities.

To solve the third issue, a complete reevaluation of reg-
ulatory elements has been performed in the CSHG v3 (see
Fig. 15). First, regulatory elements are now divided into DNA
and RNA regulatory elements. This classification does not
indicate what type of elements they regulate but rather
at which level they exist. Therefore, it is important to note
that an RNA-level regulatory element can regulate DNA-level
elements. For instance, an ncRNA can prevent the initiation
of the transcription process of a gene.

DNA-level regulatory elements are ‘‘passive’’ because
they do not actively regulate gene expression. Instead, they
are specific regions where ‘‘active’’ regulatory elements
bind. There are three types: promoters, enhancers, and
silencers [20]. Promoters are the gene transcription starting
point. Enhancers can be bound by activators to boost gene
transcription. Silencers can be bound by repressors to inhibit
gene transcription.

RNA-level regulatory elements are ‘‘active’’ because they
bind to the ‘‘passive’’ ones and actively regulate gene

expression. On the one hand, they act at the RNA level. For
instance, micro RNAs (miRNAs) inhibit gene expression by
increasing mRNA degradation speed. On the other hand, they
also act at the DNA level. For instance, lncRNAs bind to
silencers to prevent gene expression.

As a result, the transcription process has been enriched and
is more complete and versatile. Can a protein-coding gene
be modeled? Can an ncRNA coding gene be modeled? Can
a gene that codes for both protein and ncRNA be modeled?
The answer to these questions is a resounding yes. In addition
to that, regulatory elements are classified into DNA-level and
RNA-level elements, and it is possible to knowwhat elements
they regulate. The CSHG v3 offers a far more precise repre-
sentation of reality.

V. CONCLUSION AND FUTURE WORK
A correct interpretation of genome data greatly requires get-
ting a shared understanding of the domain. Such a complex
problem cannot be faced without the use of CM techniques.
In this paper, we have used a CS to demonstrate the benefits
that can be obtained: First, it improves the communication
with domain stakeholders, i.e., doctors, geneticists, or biol-
ogists. Second, it eases knowledge transference by having a
shared ontological commitment to discuss. Third, it provides
a solid background for developing better software solutions.
As a consequence, more efficient exploitation of the informa-
tion can be achieved.

To deal with an ever-changing domain that requires contin-
uous updating, the CSHG needs to be continuously adapted.
In this work, we present the experience that we have accu-
mulated during the elaboration of the different updates per-
formed. The initial version focused on creating a semantic
and content description of the most relevant concepts of the
domain based on a gene-centered vision. Version 2 changed
to a chromosome-centered one to simplify the CS and provide
a more flexible approach. With the new Version 3, we have
increased its flexibility by expanding the interactions among
the different parts of the CS and including new, sound domain
information that was missing.

It is important to remark that one of the main benefits of the
conceptualization work presented in this paper is the possi-
bility of making relevant data and relationships ‘‘visible’’ that
were ‘‘invisible’’ in the previous version of the CS, improving
the data analytic tasks that can be performed using the CS as
the basic knowledge artifact.

We also want to emphasize that these changes respond to
real domain-user needs that were requested. The changes in
Section IV-A ease the selection, addition, and subtraction of
data sources. The changes in Section IV-B allow working
with variations from multiple assemblies at the same time.
The changes in Section IV-C permit supports with popula-
tion frequencies in every type of variation. The changes in
Section IV-D increase the degree of knowledge of variation-
caused effects. The changes in Section IV-E open a wide
range of new analyses regarding ncRNA and regulatory
elements.
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Future work is oriented towards enriching the model
semantics and introducing new relevant concepts such as the
role of introns and ncRNAs. These genome components are
gaining relevance in the context of precision medicine, and its
introduction would reinforce the type of data analytic tasks
that can be designed with the support of the CSHG. Also,
a process that is very relevant in the biotechnology domain
called protein splicing (which removes protein segments) is
going to be evaluated as a potential addition to the CS.
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