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ARTICLE INFO ABSTRACT

Keywords: Image-based and range-based solutions can be used for the acquisition of valuable data in medicine. However,
3D modelling most of these methods are not valid for non-static patients. Cranial deformation is a problem with high pre-
Medicine valence among infants and image-based solutions can be used to assess the degree of deformation and monitor
Plagiocephaly the evolution of patients. However, it is required to deal with infants normal movement during the assessment in
Smartphone order to avoid sedation. Some high-end multiple-sensor image-based solutions allow the achievement of accurate
Photogrammetry

3D data for medical applications under unpredicted dynamic conditions in consultation. In this paper, a novel,
single photogrammetric smartphone-based solution for cranial deformation assessment is presented. A coded cap
is placed on the infant’s head and a guided smartphone app is used by the user to acquire the information, that is
later processed on a server to obtain the 3D model. The smartphone app is designed to guide users with no
knowledge of photogrammetry, computer vision or 3D modelling. The processing is fully automatic offline. The
photogrammetric tool is also non-invasive, reacting well with quick and sudden infant’s movements. Therefore,
it does not require sedation. This paper tackles the accuracy and repeatability analysis tested both for a single
user (intrauser) and multiple non-expert user (interuser) on 3D printed head models. The results allow us to
confirm an accuracy below 1.5 mm, which makes the system suitable for clinical practice by medical staff. The
basic automatically-derived anthropometric linear magnitudes are also tested obtaining a mean variability of

0.6 = 0.6 mm for the longitudinal and transversal distances and 1.4 = 1.3 mm for the maximum perimeter.

1. Introduction

Image-based and range-based technologies can be useful for a wide
range of medical applications and are assumed to have great potential.
Photogrammetric techniques have been introduced as an important
medical imaging tool, providing higher accuracy and improving ex-
isting techniques (Mitchell and Newton, 2002; Patias, 2002). Image-
based solutions have also proved to be useful for external body doc-
umentation and easy to use for static targets (Urbanova et al., 2015).
Image-based and range-based technologies can be used for purposes
such as prosthetics design (Grazioso et al., 2019), surgery planning
(Kournoutas et al., 2019), deformation assessment (Jodeh et al., 2018)
or obtainment of anthropometric measurements (Heymsfield et al.,
2018), among others.

However, the inclusion of image-based and range-based solutions in
the daily routine of medical clinics and hospitals still poses a challenge
mainly due to expensive medical devices and lack of portability (Nahles
et al., 2018; Siegenthaler, 2015; Sirazitdinova and Deserno, 2017).

Cranial deformation is a problem with high prevalence among
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infants (Peitsch et al., 2004). It has different causes, from positional
ones to early closure of cranial sutures. The most common type of de-
formation is positional plagiocephaly, that affects, at different degrees,
approximately 40% of infants (Ballardini et al., 2018; Khormi et al.,
2020). The prevalence of positional plagiocephaly increased dramati-
cally in the 1990s as a consequence of the “Back to Sleep Campaign” of
the American Association of Pediatrics, which recommended main-
taining infants on their backs when sleeping in order to prevent the
sudden infant death syndrome (Kattwinkel et al., 2000).
Deformational plagiocephaly is usually considered to cause esthe-
tical problems only. However, some authors have stated some corre-
lation between positional deformations and developmental delays
(Collett et al., 2019; Martiniuk et al., 2017). For this reason, the ac-
curate detection and evaluation of deformation in the early stages is
considered extremely useful. Other types of deformations such as cra-
niosynostosis, caused by sutures of the cranial vault closing prema-
turely, are more complex to treat and usually require surgery. Cranio-
synostosis can involve esthetical problems but also visual deficit,
hydrocephalus and increased cranial pressure. The early detection of
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this pathology is important to assure the possible outcomes (Ursitti
et al., 2011). Assessment of the surgical outcome is also a requirement
where photogrammetry can play an important role.

Different approaches are followed to evaluate cranial deformation
in infants. The most simple approach is visual assessment, usually fol-
lowing the indications given by Argenta (2004). The most commonly
used devices in consultation are callipers and disposable paper mea-
suring tapes (Siegenthaler, 2015; Wilbrand et al., 2011). These devices
require hand measurements, are inexpensive, non-invasive and follow
normative guidelines (Farkas, 1994). However, authors differ in the
accuracy and reliability of the results of these subjective manual mea-
surements, some of them quantifying an interuser accuracy of 2 mm
(Mortenson and Steinbok, 2006; Wilbrand et al., 2011). The dis-
advantages of the manual measurements are the difficulties for getting
valuable results after training and the time required to perform re-
peated measurements. Moreover, the obtained information, consisting
in a in a small number of measurements, is very limited in comparison
with a 3D model (Wong et al., 2008).

The gold standards in radiologic medical imaging are Computed
Tomography (CT) and nuclear Magnetic Resonance Imaging (MRI).
These gold standards for diagnostic and therapeutic purposes provide
the most accurate and complete information (not only out, but most
importantly, inside the head through cross-sectional images) and are
often necessary when infant’s head craniosynostosis is not discarded.
However, these techniques are costly and invasive as sedation of the
patient is usually required. For these reasons, routine CT and MRI are
not common in clinical routine (Argenta, 2004). Moreover, to evaluate
purely aesthetical outcomes CT and MRI are limited by the lying po-
sition of the infants. This position can alter the soft tissue in some areas
of the head due to gravity and pressure of the support area (Barbero-
Garcia et al., 2019; Caple et al., 2016; Munn and Stephan, 2018). The
alteration in the head’s shape can be easily observed once the 3D
models are reconstructed.

Multi-scanner and/or multicamera setups provide complete in-
formation of the head’s shape with high accuracy (Liibbers et al., 2010).
These high-end image-based and/or range-based devices are non-in-
vasive and nowadays are adapted to perform the data acquisition even
with uncollaborative and moving infants. These devices deliver also
accurate 3D models of the external head’s shape and are used for dif-
ferent cranial deformation studies, including diagnosis (Meulstee et al.,
2017), assessment of surgical outcomes (de Jong et al., 2017), evalua-
tion the effects of orthotic helmets (Dorhage et al., 2018) or to define
normal head parameters (Hsu et al., 2019). Despite its advantages,
these high-end image-based and/or range-based devices are not in-
tegrated as part of the clinical practice due to their high costs (Khormi
et al., 2020).

For the accurate evaluation of cranial deformation, an accurate 3D
model of the patient’s head (infants ranging usually from 1 to
24 months old) must be delivered during a normal consultation, in a
way that the medical staff can make right diagnosis and decisions. In
the case of cranial deformation analysis, most limitations are given by
the movement of the infants (Barbero-Garcia et al., 2017). In order to
create a useful and low-cost medical device, it is vital to deal with the
movement and produce highly accurate 3D models in real clinical
conditions.

The use of photogrammetric devices by non-experts, such as med-
ical staff, requires a high degree of automation and reliability (Nocerino
et al., 2017). It is also important to extract the information in short
periods as the consultation time is, in most cases, very limited. Besides,
the metric solutions have to be robust and reliable enough to satisfy
challenging health demands.

The automation possibilities are different regarding the require-
ments and conditions of every particular medical application. The use
of coded markers, under different setup geometries and the required
number of images to extract useful infant’s head 3D models have been
explored by the authors (Barbero-Garcia et al., 2018). The accuracy of
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manually-driven 3D models has also been tested by the authors in
comparison with the present gold standards, CT and MRI (Barbero-
Garcia et al., 2019). However, a fully automatic methodology for the
extraction of the 3D models has not been presented.

Automatic camera pose estimation and calibration are usually car-
ried out using automatically detected keypoints. The obtainment of
these keypoints is commonly carried out using algorithms such as SIFT
(Lowe, 1999) or SURF (Bay et al., 2007), or more novel robust ap-
proaches based on ASIFT (Wang et al., 2018). Obtaining keypoints is
time-consuming when dealing with large datasets. For moving objects,
some type of masking is required to assure that the keypoints are lo-
cated in the object and not in the background.

The target-based approach is an alternative to the keypoints ap-
proach for camera pose estimation. It is especially useful for low-texture
areas where not enough keypoints can be identified (Munoz-Salinas
et al., 2018). The target-based approach is not always an option as the
placement of the targets is not possible in many situations when the
object to be modelled cannot be altered. For this particular application,
a cap is placed on the patient’s head and the texture of the model does
not add any useful information. For this reason, the placement of
markers is not an issue. Moreover, with this approach, the movement of
the background will not be a problem, as all markers are placed on the
cap.

The targets chosen for this study are ArUco markers. ArUco markers
include a black frame that allows quick detection and binary code for
identification. For every marker, four points (corners) can be auto-
matically identified with subpixel accuracy (Garrido-Jurado et al.,
2016; Romero-Ramirez et al., 2018). This type of markers has been used
for calibration of low-cost cameras (Da Silva et al., 2014).

In this study, a novel and fully automatic solution for the creation of
the infant’s head 3D models is presented. The solution consists of a
mobile app, a coded cap and processing software. First, the cap is
placed in the infant’s head. Then a doctor or any user would use the
mobile app to get the necessary data for the creation of the 3D models.
The whole process is guided so the user is not required to have any
knowledge of photogrammetry. Once all the required data is collected,
it is sent to a server where it is processed to obtain the final 3D model,
which is presented to the doctor in several minutes.

2. Materials and methods
2.1. Automatic PhotoMeDAS tool

The PhotoMeDAS (Photogrammetric Medical Deformation
Assessment Solutions) patent-pending tool is composed of coded cap,
coded stickers, mobile app and processing software. The mobile appli-
cation is used together with the cap and stickers to carry out the data
acquisition. The software, located in a server, processes the data and
creates a 3D model. It also obtains some head shape information and
deformation parameters, which are available to the user through a
webpage service (Fig. 1).

2.1.1. Coded cap

The cap is made of an elastic material on which coded ArUco
markers have been added. Each cap contains a total of 131 markers, the
material of the markers is not elastic to assure their size is constant and
can be used to scale the model (Fig. 2).

Together with the cap, three stickers are provided. The stickers are
similar to the markers present on the cap. The medical staff carrying out
the image acquisition are asked to place one of them between the eyes
and the others on the left-hand side and right-hand side pre-auricular
points. The identification of these points will be used for the registra-
tion of the models (monitoring) over time (Fig. 2).

The mobile app allows data acquisition by users without under-
standing of the photogrammetric principles. The following criteria has
been implemented to assure that any user can carry out a successful
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Fig. 1. Implemented photogrammetric workflow.

data acquisition: (i) the detected markers are highlighted in the image;
(ii) the correctly registered areas are shown; and (iii) a progress bar
shows the progress percentage.

Each frame is checked for valuable information by the app. Firstly, it
must have more than 7 markers (a lower number does not assure suc-
cessful orientation). Moreover, the sets of markers in the image are
evaluated to assure there is information in the image that is not already
registered (a previous frame with the same set of markers would discard
the current image). In case the image is selected, the coordinates of the
markers are saved to a file. For each marker, the coordinates of the four
corners are stored. At the same time, the app is updated to show the
new registered areas on the screen.

This particular approach has been designed to deal with the
movement of the infant. If the patient is moving it hampers the image
acquisition and no markers are detected, therefore the frames are ig-
nored. As soon as the patient is still enough, even for a short period, the
application will record the information.

More than 200 images covering the totality of the model are re-
quired to assure a good orientation (Barbero-Garcia et al., 2018). Once
the required number of images is registered and the whole head is
correctly covered, the app will automatically send the data for pro-
cessing.
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2.1.2. Model creation

The model creation is carried out on a server. The server runs a
Django (Django Software Foundation, Lawrence, KS) WSGI (Web Server
Gateway Interface) application. When a model data is received the
application stores the file and inserts the model metadata into a
PostgreSQL database. Then, it runs the model calculation algorithm as a
Celery Distributed Task Queue process and informs the user. Celery
remains calculating the model as a background process in the server.
The server can process several models at once. If there are many models
to calculate at a time, they are put in a queue. When Celery finishes the
calculation, an alert is sent to the user and the final model is made
available on the webpage (Fig. 3).

The modelling calculation software was created using a combina-
tion of open-source software and ad-hoc developed software. First of
all, the received data is checked. The frames are evaluated in order to
remove redundancy from the recorded data. This step improves the
selection carried out during the data acquisition. Secondly, the frames
for calibration are selected. The required frames will cover the top of
the cap, giving the best possible geometry for calibration.

The software MicMac (Pierrot Deseilligny and Clery, 2012), and,
specifically, the tools Tapas and AperiCloud, are used to obtain the 3D
point cloud. MicMac tool Tapas is launched to carry out an on-the-job
bundle adjustment camera calibration. For this camera calibration step,
a reduced set of frames is selected, and if the results achieved are
correct, the interior orientation parameters are extended to all the
frames. Once the frames are oriented, the point cloud is then obtained
using AperiCloud (Fig. 4a, b). In case the bundle adjustment results are
not correct, another bundle adjustment process is carried out again for
the whole set of frames.

The resulting point cloud consists of up to 536 points. It is scaled
using the markers size and the point normals are computed auto-
matically using MeshLab 1.3.3 (Cignoni et al., 2008). The mesh is also
created automatically using the Ball Pivoting Algorithm (Bernardini
et al., 1999) (see Fig. 4c, d).

The last step is the registration of the 3D model to a set head’s local
coordinate system (Fig. 5). The three points identified with stickers are
used for the 3D registration among corresponding models. The y-axis
will be given by the preauricular points while the frontal point and the
centre between the ears define the x-axis.

The whole process presented in this section has been integrated
using an in-house Python script and it is fully automatic. The script is
automatically computed every time a data file is sent to the server.
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b
Fig. 2. (a) Coded cap and stickers; (b) view of the cap on the app.
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Fig. 3. PhotoMeDAS diagram.

2.1.3. Automatically-derived anthropometric linear magnitudes

Virtual 3D models by themselves have a reduced utility for doctors.
It is necessary to obtain objective parameters and indexes that give
direct information on the type and degree of deformation. To obtain the
automatically-derived anthropometric linear magnitudes models are
registered as presented in Section 2.1.2. In this study, three basic an-
thropometric linear magnitudes to yield indexes are obtained for each
model, maximum perimeter, maximum longitudinal distance and

iy

(a)

maximum transversal distances. The values are obtained by iterative
computation in a given direction and allowing small variations to ob-
tain the longest values.

The perimeter is computed for a plane at different heights along the
z-axis and different rotations in the y-axis (Phi angle), but without ro-
tations in the x-axis or z-axis (Omega and Kappa angles) as this or-
ientation is given by the preauricular points. The maximum long-
itudinal distance is computed as the maximum distance between a point

(c)

Fig. 4. 3D point cloud of the markers (a, side view; b, top view) and mesh (c, side view; d, top view).

(d)
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Fig. 5. The head’s local coordinate system.

iny = 0 and located in the front of the head (front centred but at
different heights) and points located in the back part of the head with
same y coordinate, small rotations (maintaining the front point fixed)
were allowed to deal with registration inaccuracies. The maximum
transversal distance is computed along y-axis, no rotations are allowed.

2.2. Validation methodology

Five models of real infants’ heads are obtained from Computed
Tomography or Magnetic Resonance images. The 3D models are re-
constructed using InVesalius (Centro de Tecnologia da Informacdo
Renato Archer (CTI), Brazil). An example of the external output data is
displayed in Fig. 5. The models obtained with the gold standards ima-
ging devices are later 3D printed using a BQ printer. Those five models
will be referred to as targets (Fig. 6). The 3D printed head has definitely
an error but it can be considered negligible in comparison with the
minor fitting imperfections covered by the coded cap.

The targets represent different types of cranial shape and de-
formation in infant’s heads: (1) Scaphocephaly, long and narrow head
caused by early fusion of sagittal suture; (2) Plagiocephaly, asymmetric
distortion with a flattened area; (3) Complex deformation due to in-
trauterine constraint; (4) Trigonocephaly, early fusion of the metopic
suture causing a triangular shape of the forehead; and (5) Normal shape
considered without deformation (Fig. 6).

Intrauser and interuser repeatability and accuracy tests are carried
out for each model. For the intrauser analysis, the same person carries
out 25 data acquisition per targets. For the interuser tests, 25 different
people acquires the data for each target. In total 250 models (125 in-
trauser and 125 interuser) are created, 50 for each target. For every
data acquisition, the cap and stickers are placed by the user. A short
introduction (less than one minute) on the tool is given to the user,
however, no further training is provided.

2.2.1. Comparison between 3D models

The accuracy is measured by comparing every model with the di-
gital version of the model used for 3D printing, considered as the
ground truth. The repeatability is evaluated by comparing each pair of

1 2 3
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Fig. 7. Diagram displaying the distance computed between 3D models.

photogrammetric 3D models. Iterative Closest Point (ICP) (Besl and
McKay, 1992; Goebbels et al., 2019; Heymsfield et al., 2018) algorithm
is computed for each pair of models in order to improve the registra-
tion. For each pair of models, the distance is later computed along the
ray from the centre of the model for each point in a sphere (Fig. 7). This
methodology is chosen as it is proven to yield less noisy results than
distances computed along the normals; besides, the provided mea-
surements are well-distributed across the infant’s head, as proposed by
de Jong et al. (2017).

3. Results

The differences between target models are presented in Fig. 8. All
tests resulted in a sum below 1 mm for mean plus standard deviation.
The absolute differences are slightly larger for the interuser tests in
comparison to those carried out by a single user (intrauser). Besides, the
accuracy results are slightly worse (larger values) than the repeatability
results. The mean accuracy is 0.5 * 0.4 mm, and the repeatability
differences are 0.3 * 0.3 mm.

Ideally, there should be no significant differences in the results for
different tests (comparing intrauser-interuser and repeatability-accu-
racy). A Student t-test was used to compare the results (understood as
distances between models) for different tests. The 95% confidence in-
terval for the difference in means between repeatability and accuracy
results is 0.169-0.173 mm. For the comparison between intrauser and
interuser tests, t-test 95% confidence interval of the difference in mean
of the results is 0.073-0.74 mm. Therefore, for both comparisons (in-
trauser-interuser and repeatability-accuracy) it can be stated that the
difference in the results is below 1 mm.

Absolute differences per model are presented in Fig. 9. No important
differences are present for Target 1-4. Slightly worse results are pre-
sented for Target 5.

5

Fig. 6. Targets.
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Fig. 8. Box plots of absolute differences between models for each test.

As it could be expected due to the effect of the cap, all photo-
grammetric 3D models showed an overestimation of measurements
compared to the ground truth targets. Therefore, this resulted in posi-
tive distances (Fig. 10).

The mean and standard deviation for each comparison are shown in
Fig. 11. Some models present an error considerable higher than the
average, but in every case, the sum of mean and standard deviation is
always below 2 mm.

Data acquisition and calculation time were registered for each cre-
ated model. For the models created by a single user familiar with the
methodology, the acquisition time was 1.1 = 0.17 min. For various
users, the acquisition time was higher: 1.5 *= 0.6 min. The calculation
time was 2.5 * 0.6 min for the expert user and 2.7 * 0.9 min for
different users, many of them with no previous knowledge of the tool.

For the five targets, the variability of the three most important an-
thropometric linear magnitudes is presented: perimeter, longitudinal
and transversal distances. A Student’s t-test was also performed to
evaluate the significance of the difference in mean between intrauser
and interuser tests. A second t-test was performed to test the hypothesis
of the differences in means being greater than 1 mm. Table 1 sum-
marises the results achieved from the automatically-derived anthropo-
metric linear magnitudes for each target.

The measurement of the perimeter yields the lowest reliability with
a difference with the mean of 1.4 * 1.3 mm. For the maximum dis-
tances, the differences are 0.7 + 0.6 mm for the longitudinal distance
and 0.5 = 0.5 mm for the transversal distances.

Student’s t-test is performed to evaluate the differences in the means
between intrauser and interuser measurements. A P-value below 0.05 is
interpreted as a significant difference between the means. According to
this threshold, some anthropometric magnitudes (all for Target 3, the
perimeter for Target 4 and the perimeter and the longitudinal distance
for Target 5), show significant differences for intrauser and interuser
tests. Although significant, the difference values are low, and only for
the Target 3 perimeter can be stated that the mean difference between
interuser and Intrauser value is significantly greater than 1 mm.

Interuser Accuracy

O Intrauser Accuracy

4. Discussion

In this section, we discuss the advantages and limitations of the
created photogrammetric tool and its applicability for cranial de-
formation assessment. The results are evaluated in two different ways:
the accuracy achieved in the targets (3D models) and the accuracy of
the automatically-derived anthropometric linear magnitudes. The fac-
tors that limit the accuracy of the results are also studied, and future
lines of research for the improvement of the solution are presented.

4.1. The automatic tool

A fully automatic tool for the creation of head 3D models has been
presented. The tool is adapted to the necessities of cranial deformation
assessment in infants. In particular, it overcomes limitations, such as
the almost constant movement of the infants during the data acquisi-
tion, it requires very low investment (from the user side only a smart-
phone is required) and does not require the user to have any knowledge
of photogrammetry, being applicable to the standard clinical routine.

The designed methodology, based on markers, has very low re-
quirements of data storage and transference. This is especially useful as
the data requires to be sent to the servers during the consultation. Not
all hospitals and clinical centres have high-speed networks.

The average acquisition and processing time was 3.9 min, while the
longest time was 7.6 min. This processing time means a huge im-
provement in comparison with the manual photogrammetric process,
that can require hours of expert work to achieve an accurate model
(Barbero-Garcia et al., 2017). This processing workflow makes the tool
viable in normal clinical practice. One advantage is that once the user
gets familiar with the photogrammetric tool, the processing time goes
down, as reflected with the different between intrauser and interuser
tests.

4.2. 3D models

A final accuracy of 1.5 mm was achieved. The purpose of the

O Interuser Repeatabilty B Intrauser Repeatability
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Fig. 11. Mean and standard deviation for each created model.

research project was not to deliver the highest possible accuracy but considered somehow above the required standards for cranial de-
reliable measurements for doctors with real-life available devices, i.e. formation assessment. However, medical staff suggest that facial
smartphones. From a photogrammetric standpoint, this result could be asymmetry below 2 mm cannot be noticed by visual assessment

Table 1
Mean and standard deviation (SD), Student’s t-test 95% confidence interval (95 CI), P-value (P) for comparison of the means between intrauser and interuser values,
and P value for the hypothesis of an absolute true difference in mean < 1 mm (P1) (Values in mm).

Mean SD 95 CI P P1
Target 1 Perimeter Intrauser 412.2 0.9 411.9-412.6 0.11 0.59
Interuser 413.1 2.4 412-414.1
Longitudinal distance Intrauser 151.7 0.4 151.5-151.9 0.06 0.97
Interuser 152.2 1.2 151.7-152.7
Transversal distance Intrauser 104.3 0.5 104-104.5 0.17 0.99
Interuser 104.6 0.9 104.2-104.9
Target 2 Perimeter Intrauser 377.8 1.5 377.1-378.4 0.4 0.85
Interuser 378.2 21 377.3-379.1
Longitudinal distance Intrauser 127.3 0.6 127-127.5 0.62 1
Interuser 127.4 1.1 126.9-127.9
Transversal distance Intrauser 110.9 0.5 110.7-111.1 0.38 1
Interuser 111.0 0.7 110.8-111.3
Target 3 Perimeter Intrauser 430.1 1.0 429.6-430.5 < 0.001 0.03
Interuser 432.0 21 431.1-432.9
Longitudinal distance Intrauser 151.6 0.8 151.2-151.9 < 0.001 0.21
Interuser 152.8 1.0 152.4-153.2
Transversal distance Intrauser 117.2 0.6 117-117.5 0.019 1
Interuser 117.7 0.6 117.4-117.9
Target 4 Perimeter Intrauser 367.9 1.4 367.3-368.5 0.024 0.36
Interuser 369.1 2.0 368.2-370
Longitudinal distance Intrauser 126.9 0.6 126.6-127.1 0.099 1
Interuser 127.2 0.9 126.8-127.6
Transversal distance Intrauser 111.2 0.4 111-111.3 0.062 1
Interuser 111.6 1.0 111.2-112
Target 5 Perimeter Intrauser 451.3 2.2 450.4-452.2 0.002 0.05
Interuser 453.3 21 452.4-454.2
Longitudinal distance Intrauser 160.1 0.7 159.8-160.4 < 0.001 0.42
Interuser 161.2 1.0 160.7-161.6
Transversal distance Intrauser 122.7 1.0 122.3-123.2 0.125 0.96
Interuser 123.2 1.0 122.8-123.6
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Intrauser Interuser
Repeatability Accuracy Repeatability Accuracy
Ground truth
Mean Std Mean Std Mean Std Mean Std
-4 2 0 2 4 3 2 4 0 1 2 3 3 2 -0 1 2 3 4

Fig. 12. Representation of distances for Target 1. For the repeatability tests, the distances are shown on a reference sphere with its centre in the model centroid. For
the accuracy tests, the distances are shown on the ground truth model. Histograms for each test are shown at the bottom (values in mm).

(Pereira Silva et al., 2015). Therefore, the data provided by the Pho-
toMeDAS tool is enough to assess esthetical outcomes for infant’s heads.

Significant differences were obtained for intrauser and interuser
tests according to Student’s t test. However, the differences in means
were always below 1 mm for a 95% confidence interval. As a con-
sequence, we can conclude that the accuracy of the smartphone-based
photogrammetric solution is not greatly affected by different non-ex-
pert users.

The distribution of the error areas is especially important. Distances
above 1 mm were registered in the repeatability tests in the edge of the
3D models. In these areas, the models are not as accurate due to the
geometry of the image acquisition. However, the areas of inaccuracy
are small enough to be ignored for deformation assessment.

Comparing the deliverables from PhotoMeDAS with the ground
truth 3D models (five targets), a general overestimation is appreciated.
One particular issue can be found in convex areas where higher dif-
ferences (distances, cf. Fig. 7) can be achieved (e.g. Target 1). This error
is given by the impossibility to assure that the cap is stuck to the infant’s
skin in these areas (Fig. 12).

Previous tests were carried out by the authors using a manual ap-
proach for the creation of the 3D models (Barbero-Garcia et al., 2018).
The results of the study show that the accuracy of the automatic tool is
very similar to the manual approach carried out by photogrammetric
experts to create the 3D models.

The difference between repeatability and accuracy tests results
shows that the highest differences are given by the impossibility to
properly fit the cap to the convex areas. However, these convex areas
usually represent a small area of the head and do not compromise the
evaluation of the general infant’s head shape.

The tool provides 3D models generated from a total of 536 points,
which are later interpolated to create a model. According to the results,
this quantity of points can be considered enough for accurate infant’s
head shape representation.

4.3. Automatically-derived anthropometric linear magnitudes

The automatic anthropometric linear magnitudes show acceptable
accuracy for the maximum longitudinal and transversal distances with
standard deviation up to 1.17 mm. For the perimeter measurements,
standard deviations rise above 2 mm in some cases. For the perimeter
measurements and even for longitudinal and transversal distances in
some cases, the registered accuracy is worse than the accuracy of the
models. Three main reasons have been identified as possible causes of
the limited accuracy of the anthropometric linear magnitudes.
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(1) Firstly, the level of accuracy of the photogrammetric model is an
important source of error. The correlation between the accuracy of
the photogrammetric models and the accuracy of the measurements
(as a difference with the average) was calculated for each model
and for the automatic anthropometric linear magnitudes. For every
case the correlation was negligible. The correlation was also cal-
culated for the intrauser models only with very similar results. The
lack of correlation implies that, although it can be important, the
quality of the photogrammetric models is not the main factor af-
fecting the accuracy of the automatically derived anthropometric
linear magnitudes.

(2) The second source of error considered is the variability in the pla-
cement of the cap. This explains the significant differences between
interuser and intrauser tests for the perimeter values according to
the Student’s t-test. A single user is supposed to have much lower
variability in the process of cap and sticker placement. Differences
in the placement of the cap greatly affect the obtainment of the
measurements, in some cases, important differences were detected
when the cap was not covering the whole forehead of the patient
(Fig. 13).

(3) Lastly, the registration of the model, based on the placement of the
coded stickers has an implied variability. This can result in slightly
different measurements even for the same model. It could also be
explaining the differences (below 1 mm for longitudinal and
transversal distances but above that, in some cases, for the peri-
meter) between interuser and intrauser tests. The correct automatic
registration of the models is a common challenge to many other
methodologies used for cranial deformation analysis (De Jong et al.,
2015).

Correct placement of the cap and stickers is vital for the tool to

Model 1
Model 2
Perimeter Model 1

Perimeter Model 2

Fig. 13. Comparison of perimeter measurements between two models of the
same Target.
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provide useful data. However, the 3D model, together with the mea-
surement points, are made available to the doctor in a short time frame
after the data acquisition. Therefore, an error in the obtainment of the
derived anthropometric linear magnitudes caused by misplacement of
the cap or the stickers, could be easily noted by the doctor, who could
discard the measurement and repeat the data acquisition (if required).

4.4. Comparison with current solutions

The results provide higher accuracy than to those obtained with
measuring tape and calliper (Mortenson and Steinbok, 2006), especially
for transversal and longitudinal distances. Moreover, the interuser re-
liability of the photogrammetric 3D models seems to be higher for this
tool and the models provide much more complete information, as the
whole infant’s head is measured.

The CT and MRI, considered the gold standards, provide the highest
accuracy. However, its use tends to be limited as they are costly and,
more importantly, often required sedation and even imply radiation.
Moreover, the lying position of the infants during radiologic image
acquisition is not ideal for the assessment of the esthetical outcome of
the patients.

The methodology is comparable in accuracy to low-cost scanners
that are used on static targets only, such as Vectra H1 system (Canfield
Imaging, NJ, USA) (Camison et al., 2018). It provides also a much more
complete information than other low-cost techniques that rely in a
small number of images (Lopes Alho et al., 2019).

Last but not least, high-end image-based and range-based solutions
including several cameras and scanners provide higher accuracy than
the presented tool (Aldridge et al., 2005; Liibbers et al., 2010). How-
ever, its present use is limited to a few clinics due to the high related
cost (not only in the metrical device but maintenance, personnel, etc.).
Moreover, for the particular application of cranial deformation assess-
ment, submillimeter accuracy presents little or meaningless advantage.

5. Conclusion

The presented photogrammetric solution has been proved to be
valuable for the automatic achievement of infants’ head 3D models. As
during a normal medical consultation, unpredicted quick infant’s
movements exist and it is unrealistic to carry out comprehensive in-
trauser and interuser tests. The analysis has been undertaken with five
true 3D printed infant’s head targets to assess the implemented meth-
odology adopted in PhotoMeDAS.

The obtained accuracy is higher to commonly used methodologies
such as calliper and measuring tape but it provides more complete in-
formation. Due to is low-cost, ease of use and reduced processing time,
it is expected to be integrated as part of the clinical routine. Contrary to
high-cost image-based and range-based devices, the PhotoMeDAS im-
plementation can be available at primary care consultations, allowing a
higher percentage of infants to be objectively tested at early stages,
contributing to better outcomes and diagnosis. PhotoMeDAS can im-
prove the assessment of an important problem such as infant’s cranial
deformation, without following the highly subjective manual mea-
surements with callipers, and avoiding radiologic imaging.

In the near future, PhotoMeDAS will be clinically validated from a
medical point of view on real infant’s heads to assure whether it can be
considered a medical device or not. Future developments will include
the automatic extraction of cranial indexes as well and the improve-
ment in the registration of the infant’s head 3D models, as this has been
identified in this study to be one of the major sources of metric dif-
ferences.
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