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Interactive spaces for children: gesture elicitation for 

controlling ground mini-robots 
Abstract.  

Interactive spaces for education are emerging as a mechanism for fostering children’s natural ways of 

learning by means of play and exploration in physical spaces. The advanced interactive modalities and 

devices for such environments need to be both motivating and intuitive for children. Among the wide 

variety of interactive mechanisms, robots have been a popular research topic in the context of educational 

tools due to their attractiveness for children. However, few studies have focused on how children would 

naturally interact and explore interactive environments with robots. While there is abundant research on 

full-body interaction and intuitive manipulation of robots by adults, no similar research has been done 

with children. This paper therefore describes a gesture elicitation study that identified the preferred 

gestures and body language communication used by children to control ground robots. The results of the 

elicitation study were used to define a gestural language that covers the different preferences of the 

gestures by age group and gender, with a good acceptance rate in the 6-12 age range. The study also 

revealed interactive spaces with robots using body gestures as motivating and promising scenarios for 

collaborative or remote learning activities. 

Highlights: 

• A gesture elicitation study on children manipulating ground robots is described 

• A full body gestural language for children to control ground robots is defined 

• Interactive scenarios using body gestures with robots are motivating for children 

Keywords. Elicitation Study; Participatory Design; Natural User Interface; Child Computer Interaction; 

Interactive Space; Robot. 

1. Introduction 

Technology has been shown to be a promising and motivational tool for educational purposes with 

children. In this regard, over the last years there has been a shift from desktop-based interactions between 

children and digital services for learning, towards more ubiquitous and intuitive scenarios. This has 

favored the emergence of interactive spaces for education aimed at fostering children’s natural ways of 

learning by means of play, exploration in physical spaces and tangible manipulation (Alborzi et al. 2000; 

Grønbæk et al. 2007; Marco et al. 2009; Mora-Guiard et al. 2016). For these reasons, these scenarios are 

not just purely virtual any more but instead are interactive spaces including advanced interactive 

modalities, such as augmented interactions, and non-digital artifacts, such as tangible devices of different 

kinds (Soler-Adillon et al. 2009; Bonarini et al. 2015; Garcia-Sanjuan et al. 2015). Among the wide 

variety of tangible interactive devices that are available in these spaces, children find robots attractive and 

intuitive. In fact, robots have been a popular research topic in the context of educational tools. Interactive 

activities between robots and children have the potential to foster physical activity, trigger creativity and 

provide a more engaging learning experience (Salter et al. 2006; Tanaka and Takahashi 2012; Wainer et 

al. 2014; Garcia-Sanjuan et al. 2015). 

In order to provide users with more freedom and spontaneity in their interactions, advances in Natural 

User Interfaces (NUIs) have been applied in interactive spaces for adults (Wilson and Benko 2010; Benko 

et al. 2014; Jones et al. 2014; Fender et al. 2017; Vatavu 2017). Research on NUIs has widely covered 

how adult participants would like to interact with such novel interactive spaces. There is now a vast 

literature on gesture elicitation studies for adults in different contexts (Kray et al. 2010; Morris et al. 

2010; Morris 2012; Vatavu 2012; Piumsomboon et al. 2013), which also demonstrates that user-defined 

gestures are usually better accepted by end-users (Morris et al. 2010; Pyryeskin et al. 2012; Dong et al. 

2015). On the contrary, less research has focused on how children would prefer to interact in these 

scenarios. In the particular case of robots, research has also studied how adults would naturally interact 

using their full body for the navigation and control of these physical elements (Micire et al. 2009; Obaid 

et al. 2012, 2016; Cauchard et al. 2015). However, few platforms for children offer gestural and body 

language communication with these interactive elements. Gesture-based communication with robots 

would be especially relevant within interactive spaces, as for example, voice commands might not be 

accurate if there is ambient noise or there are many children playing at the same time. In addition, current 

scenarios in which children can interact using body language are usually based on virtual environments, 
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and the gestural languages have already been predefined by the developers. Therefore, studying how 

NUIs and body language communication could provide children with a more intuitive and motivational 

experience for controlling tangible robots within interactive scenarios would be a promising research line. 

To the best of our knowledge, this paper presents the first gesture elicitation study with children regarding 

full body interactions to manipulate tangible ground robots. The outcomes of this elicitation study are 

manifold: first, the study identifies the preferred gestures and body language communication that children 

would like to use in interactive spaces with robots. It also outlines the variability of such gestures by age 

group and gender, proposing a gestural language that accommodates for the detected requirements. 

Secondly, the positive results from the questionnaires reveal that interactive scenarios with robots using 

body gestures are very promising and motivating for children. Finally, a set of future recommendations 

based on the elicitation study and the postquestionnaire results is outlined. This discussion aims to 

advance research in the design and development of promising interactive spaces for children based on 

natural interactions. 

2. Related work 

This section firstly reviews related studies on children’s communicative forms of interaction within 

interactive spaces and with robotic systems. Then, studies focused on gesture and full-body elicitation 

techniques with children are described, highlighting the need for more participatory design processes with 

children in these areas. Due to the limited number of gesture elicitation studies with children regarding 

interactive spaces and tangible robots, we propose revisiting the related work in this area focused on adult 

participants. 

2.1. Children’s communication with robots and interactive spaces 

Child Computer Interaction (CCI) (Read et al. 2008; Read and Markopoulos 2013; Hourcade 2015) 

research has expanded greatly over the last decades, partly due to the realization that children’s mental 

models are different from those of adults. Hence, interactive technologies for children that aim to be 

successful need to adapt to these mental models and preferred ways of interaction. In this process of 

understanding and adapting technology to better suit children’s requirements, cooperative inquiry and 

participatory design with children have been among the main pillars of the field (Druin 1999; Druin et al. 

1999). These methods have been used in search of motivating and playful technology that encourages 

exploration and learning in children, and interactive spaces and robots have emerged as very promising 

tools for this purpose (Antle et al. 2009; Horn et al. 2011).  

On one hand, interactive spaces are moving towards full-body interactions in which children can behave 

naturally using their whole body to interact with the system. This offers a more natural interactive 

modality while encouraging exercise and socialization. Back in 2000, the KidsRoom (Bobick et al. 1999) 

and StoryRooms (Alborzi et al. 2000) proposed interactive storytelling experiences for children that took 

place in an interactive real world room. Over the years, advances in technology have made these 

immersive scenarios more affordable and sophisticated. For example, interactive floors such as 

iGameFloor (Grønbæk et al. 2007) or Lands of Fog (Mora-Guiard et al. 2016) allowed full-body 

interactions for collaborative learning and socialization using computer vision techniques. Other 

interactive playgrounds for children that considered full body interactions have been the interactive slide 

(Soler-Adillon et al. 2009), gesture-based digital games (Pares et al. 2005; Gonzalez et al. 2009; Hsiao 

and Chen 2016) and hybrid digital and tangible games (Bonarini et al. 2015). 

On the other hand, interactions between robots and children have been studied from different perspectives 

and offering several interactive modalities. However, few works have addressed embodied interaction 

techniques between children and robots. Those works in which embodied metaphors are present are 

usually focused on imitation and social interactions for therapy, e.g. socialization with robots for children 

with autism (Robins et al. 2008; Robins and Dautenhahn 2014; Wainer et al. 2014). Embodied 

interactions and body posture have also been analyzed to detect children’s engagement and social 

interactions with robots (Michaud and Caron 2002; Salter et al. 2006; Sanghvi et al. 2011; Henkemans et 

al. 2017). However, all these studies consisted of interactive modalities already pre-programmed by the 

designers, and the children had to adopt them in order to interact with the robot. Some examples include 

verbal communication (Belpaeme et al. 2013), gesture imitation (Robins et al. 2008; Wainer et al. 2014), 

touch-based interactions (Michaud and Caron 2002; Salter et al. 2006; Robins and Dautenhahn 2014) or 

tangible-mediated interactions (Garcia-Sanjuan et al. 2015; Nacher et al. 2016).  
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The proposed interactive modalities have been quite varied as regards children’s control and manipulation 

of a robot. Topobo robot (Raffle et al. 2004) required children to perform physical programming by 

example, i.e. assembling the robot and recording the desired movement by moving its physical parts, then 

playing the recorded movements. LEGO sheets proposed a visual programming language for the LEGO 

Programmable Brick, a physically assembled LEGO robot (Gindling et al.). This allowed the robot to be 

programmed with predefined sequences of actions, but did not provide real time control of it by the 

children. A similar proposal was Robo-blocks (Sipitakiat and Nusen 2012), which offered a tangible 

approach for programming a floor robot by assembling physical command blocks. However, it offered 

only four basic actions: forward, backwards, left and right. The Tangibot platform (Garcia-Sanjuan et al. 

2015; Nacher et al. 2016) proposed a more collaborative real-time technological solution. It consisted of a 

tangible-mediated user interface for kindergarten children to manipulate a mobile robot. The work in 

(Tanaka and Takahashi 2012; Takahashi et al. 2012) also proposed a tangible interface for children in the 

form of a tricycle to remotely control a robot. The movements performed on the tricycle were mapped to 

movements of the tele-operated robot. However, it did have some technical limitations, as the child 

operating the robot could not perform fine-grained interactions and could not move further when he 

reached a wall, etc. 

There is thus a shortage of studies on how full body interactions that work well in interactive spaces for 

children could be applied to manipulating robots in such spaces. We believe the study of robot control by 

gestural communication in an interactive space will offer promising opportunities to develop motivating 

and engaging technological scenarios. The following sections will review elicitation studies on both 

children and adults to give a general idea of the range of methodologies that could be applied for the 

purpose of this study. 

2.2. Elicitation studies with children  

Gesture elicitation studies with children have been used as a tool to include children in the design process 

of a system (Druin et al. 1999; Druin 2002; Guha et al. 2005) following a participatory design approach 

(Derboven et al. 2015). However, the relatively few studies in the area mostly focus on more traditional 

user input interfaces, such as tabletops (Rust et al. 2014) or digital videogames (Höysniemi et al. 2005). 

Regarding interactive surfaces, a methodology proposed by Wobbrock et al. (2009) within adult 

elicitation studies has been adapted to study how children designed new gesture-based interactions on 

tabletops (Rust et al. 2014). In this study, after observing an animation representing some referent action, 

the children were asked to come up with a gesture to trigger that action. 

Höysniemi et al. (2004, 2005) conducted an elicitation study in which children had to perform full body 

interactions to control a digital character in a virtual game. This work used a Wizard of Oz elicitation 

technique, showing this is a feasible methodology well accepted by children, despite the delay between 

the child’s action and the reaction of the character. 

With the emergence of depth-based tracking technology such as the Microsoft Kinect sensor, gesture 

elicitation studies with children have also evaluated how they would like to manipulate digital objects 

which appear on screen (Connell et al. 2013). Such systems allow for rapid prototyping and usually 

facilitate the gesture recognition task with built-in frameworks. However, they still have limitations in 

terms of open space tracking and gesture precision, which is a drawback for less restricted scenarios. 

In the context of interactive environments for learning, bodystorming techniques have been used to elicit 

children’s full body interactions to improve their communication with the system (Schaper et al. 2015; 

Malinverni et al. 2016). In these studies, children were asked to use their bodies to represent possible 

actions and relationships between elements in order to address issues related to air-pollution. Motivation 

was reported as high among the participants, although the proposed gestures were more focused on 

representing the different actors of the scenario rather than solving the design challenge. Although the 

authors acknowledge some of the representations cannot be directly mapped to the final system, full body 

interactions were a powerful tool within the participatory design process with children (Schaper and Pares 

2016). 

2.3. Elicitation studies with adults 

In contrast to the reduced number of works regarding gesture usability studies with children, research 

focusing on gesture elicitation studies with adults has been extensive. 
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The widespread use of handheld devices motivated a great number of studies for eliciting natural gestures 

for mobile phones or tablets. Some of the works in the area include elicitation studies to use the back of 

the mobile device as an input (Shimon et al. 2015), or use motion gestures to trigger actions on the device 

(Ruiz et al. 2011). Considering more collaborative and interactive scenarios, several studies have 

addressed how users would like to interact with different devices in a multi-display environment in order 

to transfer files or share content (Kray et al. 2010; Kurdyukova et al. 2012; Seyed et al. 2012). The 

methodologies of these elicitation studies were in the form of interviews or guided tasks: the participant 

was asked to perform a gesture after reading a description of the task or observing a short image/video of 

the results for the proposed action. 

Hand gestures for vertical displays (TVs or interactive walls) have also been elicited using different 

approaches. For example, online surveys in which participants propose gestures for a specific command 

using open-ended answers (Dong et al. 2015). Another common procedure consists of the participant 

performing a gesture after observing a short video demonstration of the proposed command (Vatavu 

2012). And finally, Wizard of Oz methodologies, in which the referent action is initially shown to the 

user and also is triggered while he performs the action (Morris 2012; Lee et al. 2013). With the 

emergence of tabletops, gesture elicitation studies were also conducted to elicit user-defined gestures for 

interactive surfaces (Epps et al. 2006; Wobbrock et al. 2009). Methodologies reported in the literature 

using these platforms consisted of showing an animation of a referent action to the participant, and asking 

him to perform a gesture that would prompt that action. 

Moving to more immersive interactive spaces, elicitation studies for collocated interactions with 

wearables have also been conducted (Jokela et al. 2016). Regarding digital games, full-body gesture 

elicitation procedures (Kistler and André 2013) required the participant to play a digital game standing in 

front of a screen. Whenever the game script stops and displays different options for the character to 

continue the story, the participant is asked to perform a gesture that represents each option. User defined 

gestures have also been elicited in Augmented Reality (AR) scenarios. Using a head-mounted device, 

participants are shown an animation of the desired result and then asked to perform a suitable gesture to 

cause that effect (Piumsomboon et al. 2013). 

Several elicitation studies focused on adult manipulation of either humanoid robots (Obaid et al. 2012, 

2014) as well as flying drones (Cauchard et al. 2015; Obaid et al. 2016). The methodologies adopted in 

these studies usually follow a Wizard of Oz approach: (1) the user is shown a video of the robot/drone 

performing a referent action or reads its description on a card, (2) the user performs a gesture that 

represents the referent action, and (3) the robot/drone performs the desired action. Obaid et al. (2012) also 

proposed a gesture taxonomy for the classification of the elicited gestures, which has been influenced by 

the taxonomies used by Wobbrock et al. (2009) and Karam and Schraefel (2005) in previous gesture 

elicitation studies. In addition, there is an overwhelming amount of studies evaluating drone/robot 

manipulation techniques for adults, e.g. hand gestures (Sato et al. 2007; Konda et al. 2012; Nahapetyan 

and Khachumov 2015), full-body interactions (Pfeil et al. 2013; Sanna et al. 2013), wearables (Sugiyama 

et al. 2011), gaze (Hansen et al. 2014), speech (Stiefelhagen et al. 2004; Fernandez et al. 2016), etc. This 

contrasts with the few works on the topic with children as participants. For these reasons, and considering 

how well Wizard of Oz elicitation techniques work for the user in several contexts, we propose a Wizard 

of Oz elicitation study to evaluate how children would like to manipulate a robot using full-body 

interactions. 

3. Elicitation Study 

The main goal of this study is to identify user-defined gestures to control and move a non-humanoid 

ground mini-robot. This section will describe the study, procedure and the results obtained. The research 

questions of this work may be formulated as follows: 

• RQ1: Is the cognitive load of gestural communicative interaction with robots affected by gender? 

• RQ2: Is the cognitive load of gestural communicative interaction with robots affected by group 

age? 

• RQ3: Are there any differences in the kind of gestures elicited by gender and age group? 

• RQ4: Is there any gestural language that provides agreement across gender and age? 

• RQ5: Is there any difference in the perceived enjoyment of the robot by gender and age group? 

• RQ6: Is there any difference in the perceived easiness of the elicitation task by gender and age 

group? 

• RQ7: Is there any difference in the motivation to play by gender and age group? 

• RQ8: Is gestural control of robots a promising tool for remote playful activities? 
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• RQ9: Is gestural control of robots a promising tool for collaborative playful activities? 

Section 4 will review these research questions reflecting on the results of the proposed study, with the aim 

of providing a useful discussion that helps future researchers in the field to design and develop suitable 

interactive spaces with robots for children. 

3.1. Participants 

The participants were 61 children from a public primary school (Col·legi Públic Vicente Gaos), and the 

sessions were conducted during school teaching hours. The participants were classified into three 

different age groups: early, medium and advanced stage of primary education. The first group (G1) were 

21 children (14 boys and 7 girls) aged 6-7 years old (Mean (M) = 6.24, Standard Deviation (SD) = 0.436). 

The second group (G2) were 20 children (10 boys and 10 girls) aged 9-10 years old (Mean (M) = 9.25, 

Standard Deviation (SD) = 0.444). The third group (G3) were 20 children (10 boys and 10 girls) aged 11-

12 years old (Mean (M) = 11.45, Standard Deviation (SD) = 0.605). This division aligns with children 

developmental theories, allowing to observe differences in the three stages proposed by Piaget (1973). 

Children in the age group between 4-7 years old are in the preoperational period, in which they primarily 

learn thorough imitation and play. Then the concrete operational stage follows, between 7-11 years old, 

and is characterized by the appropriate use of logic. Finally, the formal operational stage starts at around 

11 years old. In this stage, individuals move beyond concrete experiences and begin to think abstractly. 

Before starting the elicitation study, the children were asked whether they had previously used the 

Microsoft Kinect sensor when playing videogames. Most of them did not know the device before the 

session, however several children reported having played games with this or a similar sensor: 5 children 

in G1, 2 children in G2 and 10 children in G3. The children were also asked whether they had previous 

experience with robots or drones of any kind. In this regard, 4 children in G1, 3 children in G2 and 5 

children in G3 reported either owning or having played with a robot/drone before. However, the 

interaction modalities with such devices had been based on controlling the device with a 

smartphone/tablet, but never with NUIs such as body tracking. 

3.2. Set-up 

The study was conducted following a Wizard-of-Oz approach. A Microsoft Kinect v2 sensor was placed 

on a table, facing a play area of 200cm wide x 300cm long in which the activities took place. The device 

video-recorded the activity of the participants for subsequent analysis. The robot used in the study was a 

Parrot Jumping Sumo mini-drone, placed initially in front of the Kinect. The children were required to 

stand behind the robot facing the Kinect sensor to start the session, but they could move freely within the 

play area during the rest of the activity. The researcher stood behind the play area manipulating a 

smartphone to control the robot (Fig. 1). 

 

Fig. 1. Sketch of the Wizard-of-Oz set-up. 

3.3. Procedure 

Each child was asked to perform three tasks, with no previous training for any of them, in order to elicit 

the gestures that children would naturally want to perform to control the robot in each scenario. Task 1 

consisted of eliciting gestures for specific and discrete movements of the robot. For this purpose, a set of 

11 common actions for controlling mini-robots was randomly presented to each child (using a balanced 

Latin Square) to avoid order effects in and between groups. Table 1 shows the 11 actions and a brief 

description of each one. Each child was asked to come up with a gesture for each of the actions of the 

robot described in Table 1. For each action, Wobbrock’s procedure was followed: (1) the robot performs 
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a specific movement while the child observes, i.e. the referent, (2) the child is asked to perform any 

gesture or movement she wants so that the robot performs the referent action, i.e. the sign, (3) once the 

child starts to perform the gesture, the wizard (researcher) starts moving the robot according to the 

specific referent while following the child’s gesture. 

Table 1. List of actions (referents) the mini-drone can perform. 

Action of the robot (referent) Code Description 

Move forward F The drone advances forward 

Move backwards B The drone advances backwards 

Turn left L The drone turns left on-site 

Turn right R The drone turns right on-site 

Move left ML The drone turns left while advancing 

Move right MR The drone turns right while advancing 

Speed up SU The drone speeds up while it advances forward 

Speed down SD The drone slows down while it advances forward 

Jump J The drone performs a jump 

Stop S The drone stops moving 

Spin SP The drone turns around several times 

In contrast to Task 1, Task 2 and Task 3 required the children to perform a series of gestures over time in 

order to move the robot continuously following a predefined path on the ground marked with colored 

cardboards (42cm x 59.6 cm). All children were asked to perform both tasks, alternating the order 

between the participants to avoid ordering effects. The path in each task was designed to study the 

different modalities in which a child could give orders to a robot depending on the type of movement she 

wanted to perform. In Task 2, the path was formed by three straight segments, including one left turn and 

one right turn (see Fig. 2).  

 

Fig. 2. Path from Task 2. 

Task 3 consisted of an irregular path, including one left turn, one right turn and three special cardboards 

(see Fig. 3). On the blue cardboard, the children had to make the robot spin (SP) or jump (J) and on the 

orange cardboards, they had to make the robot speed up (SU). 

During Tasks 2 and 3, the children could perform gestures to give the robot any signs they wanted, for 

example, they could stop it and prevent it from leaving the path, or correct its trajectory if they thought 

that the robot might leave the path.  
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Fig. 3. Path from Task 3. 

After the three tasks, the children were asked to fill in a brief questionnaire (Read et al. 2002) on their 

opinion of the activity, the control of the robot and potential improvements (see Table 2). 

Table 2. Postquestionnaire and answer options. 

Code Question Answer options 

Q1 How much did you enjoy the game? 5-point Likert scale 

Q2 How easy was it to control the robot? 5-point Likert scale 

Q3 Would you like to play with the robot in school again? Yes / No / Maybe 

Q4 Would you like to play with the robot out of school again? Yes / No / Maybe 

Q5 How would you like to play again? Robot in the same room / 

Robot in a different room 

Q6 Whom would you like to play with again? Alone / Friends / Family / 

Other 

Q7 What would you change in the game to make it better? Open answer 

3.4. Results 

3.4.1. Time 

Table 3 and Fig. 4 sum up the average time the participants spent on each task by age group and gender. 

Start and end times for each task were computed from the time the researcher told the child that he had 

control of the robot to the time when the robot stopped moving after the child’s last sign. The measured 

time does not intend to evaluate how fast children performed a gesture, in the sense of evaluating their 

performance in a usability context. Instead, this time measure aims to evaluate the cognitive effort in 

learning how to use the robot. This cognitive load would comprise the children’s understanding, planning 

and execution of the gesture, hence the proposed time measurement would be more aligned with 

assessing the spontaneity of the children’s interactions and learning curve.  

We used a Mann-Whitney U test analysis to compare differences between the independent groups of 

participants regarding the time they spent in each task (Mann and Whitney 1947). In the youngest age 

group (G1), the female participants spent on average more time than the male participants on each task. 

However, no statistically significant differences were found between genders in G1 according to the 

Mann-Whitney U test (T1: U = 41.000, p = 0.550; T2: U = 38.000, p = 0.411; T3: U = 25.000, p = 0.073). 

In G2, the girls spent on average more time than boys only on Task 1, however there were no significant 

differences according to the Mann-Whitney U tests (U = 31.000, p = 0.151). Male participants spent more 

time performing the activity in Tasks 2 and 3. No significant differences were found in Task 2 (U = 

43.500, p = 0.622), but Mann-Whitney U tests showed statistically significant differences by gender in 

Task 3 (U = 23.5000, p = 0.044). In this case, the Box-and-Whisker plots for this task show two outliers 

in the male participant group, corresponding to two boys who spent considerably more time on Task 3 

than the rest of their colleagues. In G3, the female participants spent more time on average on all tasks. 

While no statistically significant differences were found for Tasks 1 and 3 (T1: U = 41.000, p = 0.496; 
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T3: U = 49.500, p = 0.9), they were found between female and male participants in G3 for Task 2 (U = 

22.5000, p = 0.037). Although no outliers were identified in the Box-and-Whisker plots, this difference 

could be explained by analyzing the performance of the two female participants who took more time at 

this task. In both cases, the researcher performing the Wizard-of-Oz approach had difficulties 

understanding the intended meaning of the children’s gestures. Nevertheless, considering the three age 

groups together, no statistically significant differences were found between the male and female 

participants in any task, according to Mann-Whitney U tests (T1: U = 415.500, p = 0.528; T2: U = 

343.500, p = 0.093; T3: U = 440.500, p = 0.788) 

Table 3. Average time (seconds) for each task by age group and gender. 

  Task 1 Task 2 Task 3 

G1 
F 𝑥 ̅ =  267.29, 𝜎 =  71.679 𝑥 ̅ =  23.86, 𝜎 = 12.240 𝑥 ̅ =  43.57, 𝜎 =  16.772 

M 𝑥 ̅ =  240.71, 𝜎 =  54.109 𝑥 ̅ =  18.00, 𝜎 =  5.144 𝑥 ̅ =  32.43, 𝜎 =  15.210 

G2 
F 𝑥 ̅ =  224.40, 𝜎 =  57.707 𝑥 ̅ =  19.30, 𝜎 =  5.774 𝑥 ̅ =  23.60, 𝜎 =  4.477 

M 𝑥 ̅ =  191.00, 𝜎 =  32.435 𝑥 ̅ =  21.70, 𝜎 =  9.141 𝑥 ̅ =  35.70, 𝜎 =  21.308 

G3 
F 𝑥 ̅ =  173.90, 𝜎 =  19.393 𝑥 ̅ =  23.20, 𝜎 =  5,554 𝑥 ̅ =  29.90, 𝜎 =  11.406 

M 𝑥 ̅ =  168.10, 𝜎 =  28.544 𝑥 ̅ =  18.30, 𝜎 =  3.234 𝑥 ̅ =  29.60, 𝜎 =  10.426 

 

Fig. 4. Average time (seconds) for each task by age and group gender. 

Mann-Whitney U tests were also performed to detect statistically significant differences between age 

groups in each task. There were no differences between age groups regarding the average time spent on 

Task 2 and Task 3. Statistically significant differences were found only in Task 1 between all groups: G1 

and G2 (U = 122.5, p = 0.022), G1 and G3 (U = 30.500, p = 0.000), and G2 and G3 (U = 89.000, p = 

0.003).  

3.4.2. Gesture taxonomy 

This section describes the taxonomy of gestures elicited from the study and the distribution of the 

observed gestures in the taxonomy by age group and gender. Table 4 sums up the gesture taxonomy 

derived from this study, which has been influenced by the taxonomies used by Wobbrock et al. (2009),  

Karam and Schraefel (2005) and Obaid et al. (2012). We manually classified all gestures in Task 1 

according to the dimensions body parts, type and form, while Task 2 and Task 3 were used to classify the 

gestures according to the viewpoint dimension. 

Table 4. Gesture taxonomy. 

Body 

parts 

One side The gesture is performed with one hand, one arm or one leg 

Two sides The gesture is performed with both hands or both arms 

Full-body The gesture is performed using the whole body, or a combination of 

hand/arm and leg movements 
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Type 

Deictic The children indicates the movement the robot has to follow, either 

by pointing at its final destination or by performing a dynamic 

movement indicating the path/movement to be followed 

Iconic The gesture visually depicts the movement to be performed or is a 

visual metaphor of it 

Mimicking The children imitates the movement of the robot 

Abstract The gesture has no direct mapping with the robot’s movement 

Form 

Static After a short preparation phase in which the user prepares the desired 

gesture, this gesture does not entail movement 

Dynamic The gesture entails movement 

Viewpoint 
User-centric The gesture is performed from the user’s point of view (egocentric) 

Robot-centric The gesture is performed from the robot’s point of view (allocentric) 

 

 

Fig. 5. Taxonomy distribution according to age groups. 

 

Fig. 6. Taxonomy distribution according to gender. 

The children were free to perform any gesture or movement they wanted to for each action of the robot in 

Task 1. Hence, they could move anything from a hand to their whole body, e.g. walking besides the robot. 

Their elicited gestures have been analyzed regarding the body parts used to perform each action in Table 

1 according to the taxonomy in Table 4. The three different categories in which gestures can be classified 

attending to the body parts involved are: one side, two sides or full body interaction. As can be observed 

in Fig. 5, most of the children used either one-side gestures or full body interactions, and this happened 

across all the different actions of the robot (see Fig. 7). Gestures involving both sides of the body, such as 

using either both hands or both arms, were less frequent. According to the Pearson Chi-Square tests 

performed on the 662 gestures classified in Task 1, there is a statistically significant association between 
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the participant group (children’s age) and the preferred body parts they used to perform the gestures (χ (4) 

= 46.222, p = < .001). Post hoc analysis with adjusted Bonferroni correction showed that full body 

interactions were less frequent in children in G3 than in younger children in G1 (χ (2) = 38.001, p = < 

.001) and G2 (χ (2) = 30.920, p = < .001). In addition, children in G3 used both sides of their body 

statistically more frequently than children in G1 and G2 (p = < .001). There was also a statistically 

significant association between gender and the preferred body parts (χ (2) = 10.265, p = .006). In this 

regard, Fig. 6 shows that girls tended to use their whole body more frequently to interact (43% of girls 

against 36% of boys), while boys tended to use just one side of their body (52% of the boys against 40% 

of the girls). 

 

Fig. 7. Distribution on the use of body parts for different actions by age group. 

Another relevant aspect to consider within the elicitation study was the type of metaphors or abstractions 

the participants used in their gestures to give meaning to a specific action (or referent). This was 

somehow a new definition of a shared non-verbal language between the participant and the robot. One of 

the main goals of this study was to identify the type of gestures children would feel more natural to use 

when “speaking” to a robot by body language. The gestures were classified into four different types (see 

Table 4): deictic, iconic, mimicking and abstract. Deictic gestures are those in which children point with 

their fingers to a specific location or direction and may involve movement. In this case, the children point 

and trace the path the robot has to follow to perform a specific action. Iconic gestures are metaphoric 

gestures that imply either a direction, speed or visual depiction of the movement: moving the hand 

rapidly, moving the hand/arm from left to right, etc. Mimicking gestures are those in which children 

perform the same movement as the robot, as if they were showing the robot how to do it. Abstract 

gestures have no direct mapping with the direction, speed or movement of the action. 

According to the Pearson Chi-Square tests performed on the data, there was a statistically significant 

association between the participant’s age group and the type of gesture the children performed (χ (6) = 

48.014, p = < .001). Post hoc analysis with adjusted Bonferroni correction showed statistically significant 

differences between G1 and G3 (χ (3) = 44.253, p = < .001), and between G2 and G3 (χ (3) = 30.133, p = 

< .001). Children in G3 usually performed more iconic gestures than children in G1 and G2 (p = < .001). 

Mimicking gestures were rarely used by children in G3 (p = < .001), while children in G1 and G2 made 

similar use of them. There was also a statistically significant difference between female and male 

participants regarding deictic gestures (χ (3) = 15.506, p = .001). Girls tended to use deictic gestures 

statistically less than boys did (p = .002), as can be observed in Fig. 6. Fig. 8 also shows the distribution 

of gesture types for the different actions and age groups. 
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Fig. 8. Distribution of types of gestures by action and age group. 

The form of the gestures could be static or dynamic. Static gestures do not entail movement after an initial 

preparation phase in which the child places himself in the desired posture/gesture, e.g. horizontal still arm 

towards the front to indicate forward movement, as in Fig. 9. Instead, dynamic gestures accompany the 

posture with movement, e.g. moving arm and hand from right to left to indicate movement in that 

direction, as in Fig. 10. Fig. 5 shows that children barely used static gestures and that all three age groups 

preferred dynamic gestures. However, the children in G3 used static gestures slightly more than the 

younger groups, and post hoc analysis with adjusted Bonferroni correction showed statistically significant 

differences between G1 and G3 (χ (1) = 6.509, p = 0.011) in this regard. Girls used dynamic gestures 

(94.44%) more frequently than boys (88.24%) on average. However, there was no statistically significant 

difference between genders, according to Pearson Chi-Square tests (χ (1) = 1.415, p = 0.234). 

The viewpoint dimension was a very interesting aspect to evaluate. According to the taxonomy, a robot-

centric gesture is one in which the sign is given according to the robot’s coordinate system, e.g., the robot 

has to move towards the left side of the room and it is already facing the left wall, hence the user 

performs a Forward gesture such as in Fig. 9. On the other hand, user-centric actions are given according 

to the user’s coordinate system, regardless of the orientation of the robot, as in Fig. 10. The referent 

actions provided in Task 1 started always with the robot in the same position and orientation, and it was 

difficult to assess whether children were considering a user-centric or a robot-centric point of view, as 

both coordinate systems mapped to each other in this initial configuration. In order to assess children’s 

preferences towards robot-centric or user-centric gestures, we manually classified this dimension in Task 

2 and Task 3 for each child (122 samples). The nature of tasks 2 and 3 was different from the elicitation 

activity in Task 1 as the referents in Task 2 and 3 were not discrete actions of the robot. Instead, in Tasks 

2 and 3 the children had to move the robot over a predefined path on the ground. This allowed us to 

observe clearly which coordinate system they adopted as reference for their interactions, as well as 

whether they changed the gestures they were performing in Task 1 to new ones better suited to the nature 

of these new tasks.  

Overall, the children usually adopted a user-centric view, with an increase in the adoption of a robot-

centric view with age. According to the Pearson Chi-Square tests performed on the data, there was a 

statistically significant association between the participant’s age group and the viewpoint the children 

adopted (χ (2) = 16.473, p < .001). Post hoc analysis with adjusted Bonferroni correction showed 

statistically significant differences between G1 and G2 (χ (1) = 6.797, p = 0.009) and between G1 and G3 

(χ (1) = 16.222, p < .001). This confirms that the observations in Fig. 5 are statistically significant: no 

children in G1 used a robot-centric view, while 15% of the children in G2 and 33% of children in G3 

preferred this viewpoint instead of a user-centric one. In relation to gender, on average girls adopted a 

user-centric view (96.30%) more frequently than boys did (75.00%). In this regard, Pearson Chi-Square 

tests confirmed a statistically significant difference between female and male participants regarding the 

adopted viewpoint (χ (1) = 10.382, p = 0.001). 

Children were free to use the gestures they wanted for Tasks 2 and 3, even if those gestures were different 

from the ones they had elicited during Task 1. Children usually performed the same or very similar 

gestures between Task 1 and Task 2, and between Task 1 and Task 3, with only 34.43% of children 

changing most of the gestures they had defined in Task 1 in these two new activities. Some children 
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interchanged the gestures they used for L/R with the ones they used for ML/MR (7 children), and a less 

common modification was to interchange the F and SU gestures (6 children). The most common pattern 

was to change the gestures they had used in Task 1 for a deictic or mimicking approach: instead of using 

a gesture to indicate each separate action to the robot to follow the path, they perceived the path as a 

whole action (13 children). In this way, instead of giving a separate action for each section of the path, 

children pointed the path to the robot as a continuous action, or walked over the path/near the robot to 

define the directions it should follow. However, once they had established these new gestures for either 

Task 2 or Task 3, children kept those gestures the same between Tasks 2 and 3, with only 5 children again 

the set of gestures between tasks. 

 

Fig. 9. Example of robot-centric gesture. 

 

Fig. 10. Example of user-centric gesture. 

3.4.3. Gesture language 

This section describes the gestural language elicited from the children’s gestural data collected during 

Task 1 of the study for controlling a ground mini-robot. The selection of a suitable gesture for each 

control action took into account the agreement levels among the children’s defined gestures. The process 

of selecting a suitable gesture for a control action is as follows: 

• For each control action a we identify a set Pa that contains all the proposed gestures. 

• The proposed gestures in Pa are then grouped into subsets of conceptually identical gestures Pi1...N, 

where i is a subset that contains conceptually identical gestures and N is the total number of 

identified subsets. A conceptually identical gesture can be either the same identical gesture, or a 

gesture that entails the same movement and meaning, e.g. moving left hand from left to right would 

be conceptually identical to moving left hand with extended left arm from left to right. 

• The representative gesture for the control action a is identified by selecting the largest subset Pi. 

To further evaluate the degree of agreement among the participants regarding the selected user-defined 

sets, we followed the process proposed by Vatavu and Wobbrock (2015, 2016) and used AGATe2 

software to compute an agreement score for each control action. 

Table 5 reports the agreement levels for each action by participant group. The gestures with the highest 

agreement rates among all the participants were Jump (J), Stop (S), Spin (SP), Forward (F) and Backward 

(B). On the other hand, agreement rates for gestures involving turns (L, R, ML, MR) and speed changes 

(SU, SD) were quite low. However, it was observed that for those actions with low agreement rates, there 

were two or three gestures with similar frequencies instead of a single preferred gesture. For example, for 

ML and MR actions, around 15-23% of the time the children chose to move their hand or arm from left to 

right (or right to left), while 16-20% of the time they chose to draw a curve in the air. By considering the 

two or three most frequent gestures for each action, we were able to provide a consistent and robust 

 
2http://depts.washington.edu/madlab/proj/dollar/agate.html 
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gestural language that conforms to almost 50% of the participants in the three age groups. The most 

frequent gestures for each action are illustrated in Fig. 11 with their respective frequencies. 

3.4.4. Gesture analysis 

As can be observed, the proposed gestural language has two/three gestures for each action that usually fall 

into a mimicking or iconic approach. Therefore, it could be argued that two different gestural languages 

could be proposed: one based on a mimicking approach and another one for an iconic/abstract approach. 

However, the observed results from the participants did not show any clear pattern in this regard. While 

several children used a majority of either mimicking or iconic gestures, this was not a common 

observation, especially in G1 and G2. These two groups with younger children presented a great 

variability in the type of gestures each participant preferred to perform for each action. The participants in 

G3 usually showed a clear preference towards iconic gestures, however not even half of them used iconic 

gestures for most of the proposed actions. The most frequent behavior observed across genders and age 

groups was that children varied their gestures from one approach to another. Hence, the proposed gestural 

language aims to accommodate to this variability for a wide age-range population.  

The comparison of the elicited gestural language presented in Fig. 11 with previous elicitation studies 

regarding adults and children provides many interesting observations. For example, related elicitation 

studies with children to control digital objects using full-body interactions also highlight pointing 

(deictic) and walking (mimicking) movements as common preferred gestures (Connell et al. 2013). 

Nevertheless, elicitation studies with children usually detect great variability due to both individual 

preferences as well as to variations in the same type of gesture, as observed also in Connell et al. (2013). 

For example, a deictic gesture might be performed by different children in different ways: using one-

finger pointing, using the palm of the hand or even moving the whole arm. 

Several differences can be found when comparing the described gestural language in this manuscript with 

elicitation studies with adults for controlling robots. The observed differences could also be affected by 

the type of robot used in the study and the movements it could perform. In this regard, there have been 

elicitation studies with adults regarding full-body interactions for controlling a humanoid robot (Obaid et 

al. 2014), as well as a flying drone (Obaid et al. 2016). Regarding the gestures for controlling a flying 

drone, adults usually preferred two-hand interactions, which was the least preferred body movement 

performed by children (Obaid et al. 2016). In addition, adults barely performed mimicking gestures to 

control a flying drone, while this was one of the preferred type of gestures for children as can be observed 

in Fig. 11. In the case of humanoid robots, more mimicking and iconic gestures were observed but adults 

overall favored deictic gestures, which is the least preferred type of gesture for children. In this context, 

the gestures for the F, B, S, L and R actions seem quite similar in both studies, but overall children 

displayed a more varied set of gestures, with less preference towards two-hand gestures. 
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Fig. 11. Gestural language with most frequent gestures for each action and occurrence frequencies. 
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Table 5. Agreement level of gestures for the different actions proposed in T1 by participant group. 

Action G1 G2 G3 All groups 

F 0.176 0.142 0.111 0.125 

B 0.205 0.179 0.153 0.155 

L 0.057 0.089 0.042 0.070 

R 0.052 0.147 0.042 0.081 

ML 0.138 0.053 0.089 0.098 

MR 0.067 0.053 0.042 0.061 

SU 0.186 0.100 0.084 0.104 

SD 0.076 0.053 0.037 0.048 

J 0.390 0.337 0.195 0.309 

S 0.071 0.184 0.263 0.161 

SP 0.090 0.189 0.147 0.133 

Average 0.137 0.139 0.110 0.122 

3.4.5. Postquestionnaire results 

After the three tasks, children were asked to complete a postquestionnaire about their experience and 

thoughts. The questions are reported in Table 2, and this section outlines the main results. 

Regarding question Q1, all the children in G1 and G2 and almost all those in G3 reported that the activity 

with the robot was “Great”. Only three children in G3 did not select the highest option in the Likert scale, 

however they also reported a very positive experience. Overall, the activity seemed to be very amusing 

and enjoyable for the children (see Fig. 12), with no statistically significant differences between age 

groups nor gender. 

 

Fig. 12. Results for Q1 in the postquestionnaire by participant group and gender. 

The children were also asked about the perceived easiness of controlling the robot (Q2). Most of them 

reported that it was extremely easy (see Fig. 13), especially those in G1 (aged 6-7 years old). None of 

them found it difficult and only one child from G2 ranked this task as having a normal difficulty level. 

The Mann-Whitney U test only showed statistical significant differences by age groups between G1 and 

G2 (U = 113.5, p = 0.002) as well as between G1 and G3 (U = 103.0, p = 0.000). 
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Fig. 13. Results for Q2 in the postquestionnaire by participant group and gender. 

Another important aspect to consider was whether the children would like to play with the robot again 

and in which contexts. Fig. 14 and Fig. 15 show that they were very enthusiastic about playing with the 

robot again either in or outside the school, without significant differences. In addition, the robot used in 

the experiment had a camera that allows the user to observe on a screen what the robot is seeing in real 

time. This supports remote control of the robot: the user could give commands to the robot without 

having visual contact with it, but could guide it thanks to the built-in camera. This interactive scenario 

would be really useful for situations in which children cannot leave their physical location, as in the case 

of long-term hospitalized children. Hence, Q5 was aimed towards exploring the acceptance of children 

towards this kind of remote activity in order to design such a playful experience. The two interactive 

modalities with the robot, i.e. on-site vs. remote, were explained to all children in the questionnaire in 

order to ask them whether they would like to play with the robot again in the same room, control it 

remotely from a different room, or both (Q5). Fig. 16 and Fig. 17 show that most of the children were 

curious about exploring this kind of remote interaction, mentioning that in this way they could spy on 

their friends while they are in classroom, or they could use the robot to move things around and bring 

them to another person. The children in all the groups either preferred to play again only with the remote 

version, or marked both modalities, which opens a promising path towards the development of remote 

interactive systems for children based on NUIs. 

 

Fig. 14. Results for Q3 in the postquestionnaire by participant group. 
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Fig. 15. Results for Q4 in the postquestionnaire by participant group. 

 

Fig. 16. Results for Q5 in the postquestionnaire by participant group. 

 

Fig. 17. Results for Q5 in the postquestionnaire by gender and participant group. 

Another promising opportunity for gesture-based control of mini-robots would be to create collaborative 

activities that foster educational values such as collaboration, communication, trust, etc. For these 

reasons, the children were asked whether they would like to play alone or with other people, such as 

friends, family or others (Q6). They were able to choose several options in this question. Fig. 18 shows 

the histogram of each answer per participant group and gender. As can be observed, the shape of the 

distributions by age group and by gender are similar. Most of the children reported they would like to 

play with their friends, family and even others (instructor, teacher, etc.). The ones who preferred to play 

alone were mostly boys and only two girls preferred this option. However, only six out of these 10 

children chose the solo option only, while the remaining four indicated they would also like to play with 

their friends or family.  
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Fig. 18. Results for Q6 in the postquestionnaire by participant group and gender. 

At the end of the session, children could also propose any changes that they would like to incorporate to 

the game or the robot (Q7). Several children reported that they would love to have several robots and be 

able to play with their friends. Some children commented they would like the robot to have more actions, 

and others asked for bigger or more complicated paths as well as incorporating obstacles. 

4. Discussion and Future Recommendations 

The study explored the comprehensive set of research questions defined in Section 3 with the aim of 

advancing research and improve the development of future gestural languages for children depending that 

are suitable to their capabilities and preferences. This section will review the defined research questions 

in Section 3, providing recommendations for future designs. 

4.1. Evaluation of age and gender in gestural interactions 

The answer to RQ1 (whether there are time differences by gender) is negative. Although there were 

differences in G1 and G3, they were explained by either communicative issues in the Wizard-of-Oz 

approach or outlier participants. Moreover, considering the three age groups together, the time 

performance using gestural communicative interactions with robots was similar for all the participants, 

regardless of gender. This is a promising result as it allows us to define a gestural language that could be 

used by a large population. 

Regarding RQ2 in Section 3.4.1, significantly statistical differences regarding time were found in Task 1 

between all age groups. However, these results are still positive as no differences were found in Tasks 2 

and 3, which took place later. It seems that all the participant groups required different lengths of time to 

become familiar with the robot and the gesture signs they were defining, which can be explained by 

differences in cognitive skills relative to their age (Piaget 1973). However, once they got used to the 

device after Task 1, all the groups exhibited a comparable time spent in Tasks 2 and 3, which involved 

controlling the robot and giving it signs to move over a predefined path. In this regard, finding a suitable 

gestural language would mean that children of different ages in the 6-12 age range could perform equally 

well if provided with the appropriate communicative metaphors, in spite of their different cognitive and 

motor skills. 

The elicited gestures were analyzed according to the taxonomy in Table 4 in order to answer RQ3 

(whether age and gender influenced the kind of gestures according to the taxonomy). In this regard, 

several differences were found. For example, younger children preferred mimicking gestures while older 

children tended to produce iconic gestures instead. This is also related with the younger children’s 

preferences for full-body gestures, because these full-body gestures usually mimic the robot’s 

movements. In addition, the form and viewpoint of the elicited gestures was also affected by age. Overall, 

the children clearly preferred dynamic gestures and a user-centric viewpoint. However, as they get older 

there is an increase in the percentage of static gestures and they start adopting a robot-centric viewpoint 

more frequently. This latter effect has also been observed in other studies with children (Piaget 1956; 

Connell et al. 2013). Regarding gender differences, girls used fewer deictic gestures than boys, but 

adopted a user-centric viewpoint more frequently than their male counterparts. This could be due to 

gender differences in the abstraction of space and previous exposure to technological activities that entail 
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spatial representations, such as playing videogames or controlling a robot (Subrahmanyam and Greenfield 

1994; Voyer et al. 1995). In addition, boys preferred to use just one side of their body to interact, while 

girls tended to use their whole body. 

Despite the differences by age and gender, the set of gestures in Fig. 11 that emerged from the elicitation 

study can allow for all the aforementioned differences. In this respect, the answer to RQ4 is affirmative, 

as we proposed a gestural language that provides agreement across gender and age. Implementing the two 

or three most common gestures for each of the proposed actions would allow to account for the different 

communicative modalities found. For example, either mimicking or iconic movements could be 

performed for most actions. This could support progressive change from mimicking gestures to iconic 

ones due to age differences. Regarding body parts, we could implement each of the iconic gestures in our 

gestural language with two versions: one hand/arm or two hands/arms. In this way, each action would 

have a full-body gesture as well as gestures that can be performed with one or two sides of the body. This 

would cover a wide range of preferences depending on age and gender, as shown in RQ3. Considering the 

form, less than 20% of the elicited gestures were static, and most of those happened in the preferred 

gesture for the Stop (S) action, which has been included in the gestural language. Therefore, most of the 

gestures in the proposed language would be dynamic. The speed of the movement would also be 

considered in order to allow for actions such as SD, which consists of similar, but slower, gestures as F. 

Perhaps the most complicated decision would be whether to use a user-centric or a robot-centric 

viewpoint. Our findings are consistent with the results of (Piaget 1956; Connell et al. 2013), which 

described how children gradually change from egocentric to allocentric gestures over time. In the age 

range considered in this study, the majority of participants used a user-centric viewpoint even in the 

oldest age group. However, if we also want to adapt to the robot-centric viewpoint preference, a possible 

solution is to have an initial “analysis” phase before the real interaction starts. This phase would consist 

of simply asking the child to move the robot along a predefined path, as in Task 2. Automatic analysis of 

the child’s gestures during this initial test would allow classifying the user within the taxonomy. With this 

information on the user’s intuitive preferences, the system could give more weight to a specific set of 

gestures among the ones in the proposed language. For example, if we detect that the user prefers a user-

centric viewpoint with full body interactions in the analysis phase, the viewpoint would be set to user-

centric while gestures a) and d) would have more relevance than gestures b), e) and f) (see Fig. 11). It 

remains to be studied whether the increase in robot-centric viewpoint preferences continues to rise in 

children over 12 years old. 

In addition, children were not required to use the same gestures in all tasks, and instead they were given 

freedom to perform or change any gestures they wanted to at all times. As reported in section 3.4.2, some 

children were observed to change their elicited gestures from one task to another. This was not 

encouraged nor explicitly mentioned, but rather a spontaneous situation that emerged when they finished 

Task 1 and started controlling the robot for Tasks 2 or 3. One possible reason for this situation could be 

that children perceived Task 2 and 3 as a whole, as they had to move the robot over a path. Instead of 

considering the path as a set of discrete gestures they could give to the robot, they might have envisioned 

it as a continuous element. This could explain why, instead of using a gesture to indicate each separate 

action to the robot to follow the path, several children changed their gestures towards a deictic or 

mimicking approach. In this case, they started pointing the path to the robot as a continuous action, or 

walked over the path/near the robot to define the directions it should follow. 

A very interesting aspect to evaluate would be the relation of the cognitive load for each gesture style. 

Given the nature of the different gesture styles in terms of its execution process, we can observe these are 

completely different and hence very difficult to compare within the context of the current experimental 

design. For example, in some cases, the gesture style entails a continuous movement, while other times 

the gesture style comprises a very punctual and short movement. This prevents from comparing the 

different elicited individual gestures based on execution time, as the duration of the gesture would not be 

a suitable indicator of its difficulty for the participant. Besides, the gesture style, as can be seen in the 

different tasks of this study, changes due to the nature of the action or goal the participant wants to 

achieve. For these reasons, this study has rather focused on an evaluation that compares different kind of 

tasks, comparing the task as a whole, by using time as a comparative measure for age and gender. 

Nevertheless, it would be very interesting to design a more specific experiment in which different gesture 

styles could be compared between them in terms of the participants’ cognitive load using time as a 

comparative factor, as well as the participants’ perceptions using different kind of gesture styles for the 

same task. 

4.2. Children’s perceptions regarding the gestural language 
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Answering the research question that considered the impact of age and gender in the perceived enjoyment 

of the robot (RQ5), the results show that there are no differences and that overall enjoyment was rated 

very highly.  

Regarding differences in the perceived easiness of the elicitation task (RQ6), the results showed no 

differentiation by gender. In terms of age differences, although age group G1 rated this aspect slightly 

more positively than G2 and G3, the overall assessment was extremely positive. These positive results 

confirm that the Wizard-of-Oz approach provided the desired effect in the participants, allowing the 

children to perform the gestures that came most naturally to them. As the children were defining their 

own gestures, it was also expected that they found it easy to control the robot if the Wizard-of-Oz was 

correctly carried out. These results will be compared with future results of children using the gesture 

language, once it has been implemented in the robot. Using these results as a ground base will help to 

decide whether the implementation of the proposed gesture language suits children’s expectations. 

The motivation to play was also reported as very positive, without significant differences by gender or 

age (RQ7). Almost all the children reported they would like to play with the robot again, either at school 

or outside school. The fact that they would like to play with the robot again even outside school could 

indicate that they perceived this activity as a playful experience. Powerful interactive scenarios for 

learning could therefore be developed by making use of this intrinsically motivating technology. 

Regarding RQ8 (whether robots can be considered as a promising tool for remote playful activities), the 

answer is affirmative. The postquestionnaire answers to Q5 shown in Fig. 16 and Fig. 17 demonstrate that 

children are motivated to use the robot in a remotely controlled scenario. This triggered their curiosity 

towards exploring areas out of their sight, and imagining fun scenarios in which they could use the robot 

to spy on their classmates, etc. This aspect, in combination with the social component of collaborative 

playful scenarios with robots, could help to create highly motivating learning activities. 

In response to RQ9 (whether robots can be considered as a promising tool for collaborative playful 

activities), the results of the postquestionnaires showed very positive perceptions (Q6, see Fig. 18). This 

motivates the design and development of collaborative scenarios between children, or even between a 

child and his parents/teachers. Such scenarios could use the gesture-based control of a robot as a tool 

towards pursuing a collaborative goal that promotes educational and social values. 

4.3. Considerations for gestural language implementation 

An interesting aspect that emerged during the study was that the children were so immersed in the activity 

that they frequently forgot about the tracking technology. In other cases, even though they had been 

introduced to the tracking device at the beginning of the experiment, several children thought the tracking 

system was in the robot’s camera. Consequently, they sometimes placed themselves not facing the Kinect 

sensor in order to interact directly with the robot. There is thus a need for interactive spaces with several 

sensors capable of detecting and responding to variable and natural movements of the children who are 

not aware of where the tracking mechanisms are while they play. 

Comparing the children’s elicitation study for drone interaction in this manuscript to previous work in 

gesture elicitation for drone interaction with adults (Cauchard et al. 2015; Obaid et al. 2016), it can be 

observed that both children in this study and adults in previous works (Cauchard et al. 2015) tend to 

consider the drone as an animate being, sometimes even speaking to it as if it was a pet. In addition, 

children performed a more varied set of gestures to interact with drones than adults in previous studies 

(Cauchard et al. 2015; Obaid et al. 2016). While adults usually performed gestures using just one or two 

hands/arms (Cauchard et al. 2015; Obaid et al. 2016), children had a divided preference between those 

gestures and full body interactions. Adults do not usually move their whole body to mimic the robot’s 

movements, while when designing for children this should be an essential gestural communicative 

modality. 

Given the variability of the gestural language defined by the children, the detection of the elicited gestures 

stands as a non-trivial computer vision challenge that has to be properly addressed. The Kinect sensor 

used in our experiments has been discontinued from the market, hence these problems might be studied in 

a future deployment using different depth-based sensors or the new promised Kinect for Azure v4 sensor. 

The detection of fine motion interactions within the gestures should be addressed in a way that the system 

is able to differentiate between different gestures that a framework based on body joints such as Kinect 

might not be able to distinguish. Hence, the study of computer vision based approaches that combine 

information from both the color and depth streams for this task seems appropriate. Such information 
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could then be coupled with learning algorithms capable of capturing distinctive features in the gestures in 

order to learn how to classify them, such as by using the golden-section search for gesture recognition 

(Puranam 2005; Wobbrock et al. 2007; Wang and Zhang 2015). Based on the observational analysis of 

the elicited gestures, these seem to have distinctive features that the proposed heuristics should be able to 

use in order to differentiate between gestures. Nevertheless, this should be properly assessed in a follow 

up study that implements the proposed gestural language and the aforementioned heuristics, in order to 

calculate the precise classification accuracy of the system.  

The use of several depth sensors in the same area should also be carefully studied so that each sensor’s 

detection does not interfere with the rest of the devices. These scenarios have already been tackled by 

previous works (Jones et al. 2013, 2014; Fender et al. 2017), showing feasibility towards the deployment 

of several sensors in the same room without affecting the detection process. 

 

5. Threats to Validity 

Although this study obtained very interesting results, several precautions must be taken before 

generalizing these results to other contexts. 

Despite the fact that the elicitation study is intended to allow children to perform any kind of gesture that 

feels more natural to them, previous background may condition their responses. For example, children 

who already own a drone/robot or who have previous experience with videogames, robotics, etc. may 

have developed their own spatial representations and semiotics. However, this is hard to isolate in current 

elicitation studies, as children of this age range are now highly exposed to technology. In addition, the 

experiment involved only one interactive robot. In addition, the experimental Wizard-of-Oz setting, 

although common in gesture elicitation studies, poses several limitations. Such limitations have to deal 

with the role of the experimenter, which is very relevant for both in interpreting the gestures of the 

subjects. In this regard, it is important to assess the children’s perception towards the control of the robot, 

as has been reported in Section 3.4.5, showing no major issues in this regard. The physical attributes of 

the robot could also have played a role in the specific gestures the children performed. For example, some 

of the children commented that the robot resembled a pet, and the robot was fitted with a camera that 

clearly indicated its orientation. Hence, the performed gestures could also have been influenced by these 

attributes, so that using a different robot, e.g. a spherical one with no marked orientation, may produce a 

different set of gestures. We believe all these threats to validity could be addressed by performing a new 

set of experiments to validate the proposed gestural language with different types of ground robots. 

6. Conclusions and Future Work 

This paper describes the first gesture elicitation study with children using full body interactions to control 

tangible ground robots. The children’s preferred gestures and body language communication with robots 

in interactive spaces were identified. This has resulted in the definition of a gestural language that 

accounts for the outlined variabilities of such gestures by age group and gender, which also showed a 

good acceptance rate in the studied age range. The children were found to be highly motivated towards 

the activity and the easiness of the interaction was rated as very positive. The next step will be the 

validation of the proposed gestural language in terms of accuracy of the gesture tracking, usability and 

learning curves for children with a Kinect sensor. First, the elicited gestural language should be validated 

by proposing the defined gestures to a different population in order to assess how well this language is 

accepted by different participant groups. Secondly, the effect of the interactive robot in the elicitation 

process should also be evaluated by performing similar studies with different robotic devices of diverse 

characteristics (e.g. dimensions) and variations of their specifications (e.g. different speed, acceleration, 

interactive responses). 

The encouraging results obtained from the questionnaires revealed that interactive spaces with robots 

using body gestures could become promising collaborative scenarios. We have now started a study in 

which pairs of children collaborate in controlling a ground mini-robot to achieve a common goal. The 

results of this study are expected to provide further information on collaborative learning activities with 

robots using full-body interaction. Moreover, the children’s perceptions of the easiness and social aspects 

of the activity will also be evaluated. 

A further aspect that emerged from the postquestionnaires was the children’s curiosity about remote 

interaction. In this respect, we are designing an interactive space for hospitalized children who might not 

be able to leave their room, such as those in pediatric transplant or oncology wards. Communication and 
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socialization within the hospital environment are very important aspects to improve children’s mental 

wellbeing during their stay (Lambert et al. 2014), especially in the case of long-term hospitalizations. 

These long stays at the hospital can produce emotional issues in children, sometimes due to feelings of 

loneliness or isolation as a result of being separated from their friends or family (Tjaden et al. 2012; 

Garcia-Sanjuan et al. 2016). Remotely controlling a robot could help these children to explore spaces 

outside their room or even socialize with other children or adults, thus helping to generate positive 

emotions during their stay and foster relationships and communication with their 

teachers/parents/companions. In this regard, animal therapy is often used in hospitals to improve the 

patients’ wellbeing, however children in oncology wards cannot usually benefit from such an experience 

due to their condition. Several works have studied the combination of animal therapy and games in 

hospitalized patients, observing their positive effects on morale and stress reduction in kids (Kaminski et 

al. 2002), and remote interactive applications are being developed to allow children to remotely interact 

with animals by using tangible robots (Pons et al. 2018). For this reason, this will be an interdisciplinary 

study in which children could use the proposed gestural language to remotely control a robot to play with 

an animal located outside the hospital. We believe the intuitive nature of controlling the robot by gestures 

and the ability to play with an animal in real-time will greatly benefit the mental wellbeing of young 

patients in these difficult situations. 
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