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Resumen
El reconocimiento automático de documentos históricos impresos es actual-

mente un problema resuelto para muchas colecciones de datos. Sin embargo, los

sistemas de reconocimiento automático de documentos históricos impresos aún

deben resolver varios obstáculos inherentes al trabajo con documentos antiguos.

La degradación del papel o las manchas pueden aumentar la dificultad del co-

rrecto reconocimiento de los caracteres. No obstante, dichos problemas se pueden

paliar utilizando recursos lingüísticos para entrenar buenos modelos de lenguaje

que disminuyan la tasa de error de los caracteres. En cambio, hay muchas colec-

ciones como la que se presenta en este trabajo, compuestas por tablas que contie-

nen principalmente números y nombres propios, para las que no se dispone, ni

se necesita, de un modelo lingüístico. En este trabajo se muestra que el reconoci-

miento automático puede realizarse con éxito para una colección de documentos

sin utilizar ningún recurso lingüístico.

Este proyecto cubre la extracción de información y el proceso de OCR diri-

gido, especialmente diseñados para el reconocimiento automático de un censo

español del siglo XIX, registrado en documentos impresos. Muchos de los pro-

blemas relacionados con los documentos históricos se resuelven utilizando una

combinación de técnicas clásicas de visión por computador y aprendizaje neuro-

nal profundo. Los errores, como los caracteres mal reconocidos, son detectados

y corregidos gracias a la información redundante que contiene el censo. Dada la

importancia de este censo español para la realización de estudios demográficos,

este trabajo da un paso más e introduce un modelo demostrador que facilita la

investigación sobre este corpus mediante la indexación de los datos.

Key words: Reconocimiento Óptico de Caracteres, Visión por Computador, Do-

cumentos Históricos Impresos, Censo
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Abstract
Automatic recognition of typeset historical documents is currently a solved

problem for many collections of data. However, systems for automatic recogni-

tion of typeset historical documents still need to address several issues inherent to

working with this kind of documents. Degradation of the paper or smudges can

increase the difficulty of correctly recognizing characters, problems that can be

alleviated by using linguistic resources for training good language models which

decrease the character error rate. Nonetheless, there are many collections such as

the one presented in this paper, composed of tables that contain mainly numbers

and proper names, for which a language model is neither available nor useful.

This paper illustrates that automatic recognition can be done successfully for a

collection of documents without using any linguistic resources.

The paper covers the information extraction and the targeted OCR process,

specially designed for the automatic recognition of a Spanish census from the

XIX century, registered in printed documents. Many of the problems related to

historical documents are overcame by using a combination of classical computer

vision techniques and deep learning. Errors, such as miss-recognized characters,

are detected and corrected thanks to redundant information that the census con-

tains. Given the importance of this Spanish census for conducting demographic

studies, this paper goes a step forward and introduces a demonstrator model to

facilitate researching on this corpus by indexing the data.

Key words: Optical Character Recognition, Computer Vision, Historical Printed

Documents, Census
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CHAPTER 1

Introduction

The cuneiform alphabet that was first developed in the Mesopotamian era (3000

BC), along with Egyptian hieroglyphs, laid the foundation for what we all know

today as handwriting. The development of writing allowed cultures to record

events, history, laws; theories in mathematics, science, medicine, create literature

and much more.

Until the invention of the printing press, all documents have been handwrit-

ten on different types of physical media, e.g. papyrus, parchment, paper, etc.,

with copies of documents being made by hand. Printing, however, offered a fast

and inexpensive method of reproducing texts that drastically changed the world.

Over time, a vast amount of documents containing information on the history

of mankind have been amassed, information that is invaluable for researchers in-

vestigating social, political and cultural developments. That being said, this pa-

per covers the information extraction and the targeted Optical Character Recogni-

tion (OCR) process, specially designed for the automatic recognition of a Spanish

census from the XIX century, registered in printed documents. Once this corpus is

transcribed, this paper goes a step forward and introduces a demonstrator model

to facilitate researching on this corpus by indexing the data.

Figure 1.1 shows an overview of all the steps involved in the automatic recog-

nition of historical documents, steps which will be covered in detail throughout

this paper.

1



2 Introduction

Figure 1.1: The steps in a conventional Historical Document Processing workflow for

both handwritten and printed documents, source [1].

1.1 Motivation

Automatic recognition of historical printed texts pose some difficulties that are

not present in currently scanned printed text, namely, degraded and smeared

paper, paper and typewriters of poor quality, in addition to usual OCR prob-

lems. Current OCR problems move around a mixture of layout analysis prob-

lems and recognition problems of characters of different styles, fonts, sizes, res-

olutions, and overlapped characters, just to mention a few. It is important to re-

mark that if the printed characters can be easily isolated, many of these problems

are alleviated for recognition processes since the problem becomes a classifica-

tion problem. If the characters can not be easily isolated and/or the layout is

not adequately solved, then some problems arise. This is the case, for example,

for thousands of historical newspaper collections or historical forms and records

collections residing in archives and libraries, among many other documents.

For the layout analysis problem, robust techniques that are based on deep

and convolutional neural networks are being developed [3]. For the recogni-

tion of printed characters, the problem can be alleviated through linguistic re-

sources used in the recognition process, namely, language models and vocabu-

laries. However, linguistic resources are not always available for all languages

and all tasks. The automatic recognition results can be improved if the task at

hand has redundant information about the layout or the content of the docu-

ments, information that can help detect and correct errors. This is the situation

for the documents that are researched in this project.
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This paper introduces a typical collection of historical printed texts that are re-

lated to a Spanish census from 1887. This census is researched in the context of the

ESPAREL project,1 that studies the population evolution in the last two centuries

and intends to georeference all cities and towns of that period. Fig. 1.2 shows a

portion of one page of this collection. The collection is invaluable and could be

Figure 1.2: Example image of a page corresponding to the first page of the Toledo

province.

of interest to various parties as it contains information about demographic fac-

tors, economic evolution, geographical and reference information, and migration

movements.2

1https://www.fbbva.es/equipo/esparel-una-plataforma-digital-para-explorar-la-transicion-del-antiguo-regimen-al-estado-liberal/
2https://www.ine.es/inebaseweb/treeNavigation.do?tn=193862

https://www.fbbva.es/equipo/esparel-una-plataforma-digital-para-explorar-la-transicion-del-antiguo-regimen-al-estado-liberal/
https://www.ine.es/inebaseweb/treeNavigation.do?tn=193862
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This type of documents is quite common in all countries and for different situ-

ations: border registers, bank accounts, financial records, numerical data related

with a record of daily weather3, etc. In many collections of this type, the main

goal is to move the tabular information to a database to research a specific prob-

lem. Given these documents from the ESPAREL project, like the one that Fig. 1.2

shows, the very attractive goal is to retrieve the information without errors. How-

ever, this goal is hard to attain due to the fact that physical documents suffer from

the usual problems that afflict historical documents, that is: paper degradation,

smear, noise, layout problem, etc. This paper describes the data extraction process

for this collection and the techniques that were used to overcome the aforemen-

tioned problems and the methodology applied to get the information practically

without errors by making use of the redundant information present in these doc-

uments.

The automatic recognition of these images using conventional OCR systems

do not provide very good results and the extracted information ends up being

useless unless it is manually reviewed. Therefore specific OCR training can pro-

vide much better results. This opens a new problem which is to get ground truth

data for training the OCR system. A remarkable problem with these types of

documents (census, numerical tables, etc) is that linguistic resources are scarce

and/or out-of-date. Therefore, the restrictions that can provide a language model

or a vocabulary to improve recognition results can not be used. Consequently, to

mitigate the absence of linguistic resources, other types of restrictions have to be

used, like the redundant information that these tables could contain. This is the

solution that was adopted in this research.

Given the importance and interest of this Spanish census for conducting de-

mographic studies, this project also covers the indexing of the data concluding

with the construction of a demonstrator search engine model to facilitate the re-

search on this corpus of documents. In order to tackle the indexing and searching

of the data, a technique that uses Probabilistic Indexes (PI) will be used as in-

troduced in [4]. This technique has been demonstrated [5] to be highly efficient

3https://brohan.org/Google-Vision/OCR-weatherrescue/months.html

https://brohan.org/Google-Vision/OCR-weatherrescue/months.html
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for searching information in massive collections of documents, with numerous

demonstrator search engines4 that already employ it.

1.2 Objectives

The main objective of this project is the transcription of the Spanish census of 1887

from the ESPAREL collection, relying only on redundant information contained

in this collection without using any linguistic resources.

The partial objectives derived from this main objective, are as follows:

1. Separate the data into three categories: i) to be extracted; ii) redundant; iii)

and unnecessary data.

2. Preprocess the data, applying computer vision techniques for correcting the

document images as needed, in order to correctly extract the lines from the

tabular data to be transcribed.

3. Implement a targeted OCR system based on the current technology of com-

bining Convolutional Neural Networks with Bi-directional Long-Short Term

Memory networks, to be trained with and transcribe the data resulting from

the previous preprocessing phase.

4. Detect and correct the transcription errors.

As a secondary objective of this project, is the construction of a demonstrator

search engine model for retrieving information from the transcribed census by

means of queries. This secondary objective can be divided into partial objectives

as follows:

5. Extract probabilistic information for indexing the ESPAREL corpus.

6. Design and implement a probabilistic indexing-based search engine for the

retrieval of information from the corpus.

4http://carabela.prhlt.upv.es/en/demonstrators

http://carabela.prhlt.upv.es/en/demonstrators
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1.3 Paper Structure

In order to aid the evaluation of the objectives defined in this project and the

degree with which they have been achieved, this paper has been divided into

several chapters. This division can be used as a guide of the necessary steps for

replicating the experiments presented in this paper and also as an approach for

the automatic recognition of historical documents.

After an initial analysis of the motivation behind this project in chapter 1 and

the related work in chapter 2, this paper presents the ESPAREL corpus with the

characteristics and structure of the data set (chapter 3), detailing both the infor-

mation to be extracted, as well as the information that gives support to the detec-

tion and correction of errors.

In chapter 4 we detail the preprocessing of the ESPAREL data, with the nec-

essary steps in order to guarantee the correction of the line extraction process.

Once this process is explained, chapter 5 continues with the description of the

resulting data and the construction of a model for a targeted OCR system. In this

chapter, the neural model employed is presented, together with the steps needed

for training the system to transcribe the data.

In chapter 6, the results of the transcription process are analyzed and the pro-

cess of error detection and corrections is explained. This chapter concludes with

the information extraction of the relevant data. Chapter 7 introduces the theoret-

ical framework for indexing the data that gives support to building a demonstra-

tor search engine to conduct queries on the extracted information, also explained

in this chapter.

Finally, this paper concludes with chapter 8 with a summary of the key points

of this project. In addition, we detail the software requirements for replicating

the experiments presented in this paper (Appendix A).



CHAPTER 2

Related Work

Automatic recognition of historical documents is a very active field [6], [7], [8]

with many collections having been transcribed and made available to the public.

However, an enormous amount of documents, scanned and stored as image data,

still remain to be transcribed in libraries and archives all over the world. While

there are many OCR products that tackle the automatic recognition of modern

documents, when dealing with printed historical documents there are charac-

teristics of the documents, such as ink splodges, degradation of the pages and

out-of-use characters and fonts, etc..., that make the automatic recognition a very

challenging task for off the shelf OCR products. In order to address these prob-

lems, a layout analysis of the data under optimal conditions needs to be done.

As a result of this process, the lines to be transcribed are correctly extracted and

prepared for training a targeted OCR system, specially designed for the task at

hand. With this in mind, this section explores the state of the art of the:

1. document layout analysis process;

2. OCR systems for transcribing document images;

3. indexing of documents and Information Retrieval systems.

2.1 Document Layout Analysis

The document layout analysis process has the purpose of identifying regions of

interest in the document images. According to [9], there are three types of layout

7
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analysis methods: 1) block based; 2) pixel based; 3) and connected components

based classification of regions of the documents as text, images or tables. Given

that the ESPAREL data to be transcribed is organized in tables, as briefly men-

tioned in chapter 1 and more thoroughly explained in chapter 3, we focused only

on block based layout analysis techniques. For this task, Convolutional Neural

Networks (CNN) are widely adopted [10], [11], [12] considering their expressivity

and capacity for learning image features. However, neural network approaches

require labeled data to train the models. Other approaches make use of the ge-

ometric characteristics of the documents to segment the images into regions of

interests (lines) based on projection profile cuts [13], [14]. Considering that the

ESPAREL data is organized into tables with a highly regular layout, this latter

approach of geometric layout analysis was used to segment the tables into lines.

2.2 OCR Systems

With the layout analysis techniques explored, in the next step we’ll investigate

the state of the art for OCR models. The task of text recognition is split into two

categories: constrained or unconstrained recognition. The task of constrained

text recognition relies on having a fixed lexicon or dictionary which restricts the

possible words that can be recognized, greatly helping to improve the error rate

of the system. However, for corpora like the one presented in this paper, com-

posed of tables that contain mainly numbers and proper names, there are no lan-

guage models available. With this in mind, we focused only on unconstrained

text recognition systems.

A widely used approach to the unconstrained text recognition task is the

use of Hidden Markov Models (HMMs). HMMs have been successfully em-

ployed for modeling time-varying signals in both speech-recognition and hand-

writing recognition tasks. HMM based systems can either employ an implicit

segmentation of the word images by representing them as a sequence of obser-

vations [15], or an explicit segmentation to split words into letters or pseudolet-

ters [16], [17]. However, the HMM based systems assume the probability of each

observation depends only on the current state, with contextual dependencies dif-
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ficult to model as pointed out in [18]. Therefore, the authors of [18] propose a

recurrent neural network (RNN)-based approach for sequence modelling. In this

system, the recognition process takes into account both the previous context and

the future context through the use of Bidirectional Long Short Term Memory net-

works (BLSTM). To avoid the pre-segmentation of the data, the system employs

a Connectionist Temporal Classification (CTC) output layer, which produces a

probability distribution over the character transcriptions without having to align

the input time steps with their corresponding output transcription. Following

this approach, more recent papers explore the combination of deep convolutional

networks for image encoding and LSTMs for language modeling [19], [20], [21].

Given the very good results reported in these papers, with improvements over

the models that only employ LSTMs, the same approach of CNN + LSTMs based

OCR system was used for this project.

2.3 Indexing and Information Retrieval Systems

As stated before, a secondary objective set in this project is the creation of a

demonstrator search engine for retrieving information from the ESPAREL corpus.

In order to build an Information Retrieval system to search textual information in

images of the documents, these images need to be indexed based on their content.

In the field of handwritten text recognition (HTR), the Indexing and Searching

problem can be addressed using Probabilistic Indexes (PI) [4], a technology that

has been developed by the PRHLT research center. This approach is based on

techniques known as Key Word Spotting (KWS), which can be used to annotate

each image with information on words that have a probability to appear in it,

along with their corresponding probability and positions. This information is

generated for each image in the form of a heat map where each pixel indicates

the probability that it belongs to one or more word hypotheses.

The main advantage of using PI lies in the fact that they capture the uncer-

tainty inherent to handwritten text recognition, saving the n-best possible inter-

pretations of the words to be recognized. In this way, the search for information

in text images is much more robust than using only the automatic transcription of
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a document. This aspect, together with the fact that PI-based indexing solutions

allow a very efficient search process in massive collections of documents [5], pro-

viding control over the relevance of the results through the confidence levels of

the word-graphs interpretations [21], is what motivated the use of PI for building

a demonstrator search engine.

In [21], besides using PI for multiple keywords queries, employing a combi-

nation of AND, OR, NOT of the results supplied by the individual terms of the

query, the paper provides a solution for structured multi-word queries, for in-

formation retrieval of tabular data from text images. By allowing users to form

structured queries for retrieving information based on the columns of the tabular

data, the relevance of the results is greatly increased, facilitating the research on

this corpus of documents. This is a very attractive aspect which will be explored

for the search engine to be built in this project.



CHAPTER 3

Task Description

The ESPAREL collection is a Spanish census from 1887 that is printed in tabular

format and owned by Biblioteca Nacional de España.1 The collection is composed

of eight volumes and it comprises about 1 500 double page scanned images, that

is, more than 3 000 page images. The collection is organized in provinces (49

in Spain in that period) sorted in alphabetical order. The information in each

province is, in turn, organized in cities (or municipalities) and towns sorted in

alphabetical order as Fig. 1.2 shows.

The meaning of each column is written in the header of each page, and it is

consistent along all pages. Fig. 3.1 shows a detailed header. Column “AYUN-

TAMIENTO" (town-hall) refers to the whole city or town name. Second column

is the place name (suburbs or other place names). Column “CLASES" refers to

the type of place: farmer house, small village, mill, etc. Column “EDIFICIOS" is

the number of living buildings with one, two, or three or more floors. Column

“ALBERGUES" is the number of hostels. Column “POBLACION" is the amount of

people that were living in that place (“DE HECHO") or registered in that place (“DE

DERECHO").

Note that for each place, the total number of buildings is registered in the

“TOTAL" column. The last rows of each city or town includes the totals for the

previous rows. This row is remarked with a bold multicolumn line. A double

quote is used to denote a null value. These accumulated values can be used as an

error-correcting code to locate misrecognition in previous rows and columns.

1http://bdh.bne.es/bnesearch/detalle/bdh0000199638

11

http://bdh.bne.es/bnesearch/detalle/bdh0000199638
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Figure 3.1: Detailed view of the header of a page.

At the end of every province, there are several summaries: the total for the

province (see the left image of Fig. 3.2) and a sorted list of all places in each

province that indicate which town or city belongs to. The former information

was not used in the research because it was not necessary. Fig. 3.2 shows an exam-

ple of the latter information. This information was very useful to disambiguate

places with the same name that belonged to different cities or towns. Note that

this is the kind of restriction that can be very useful to restrict the search space

and to improve recognition results as we mentioned in the Introduction chapter.

Figure 3.2: Left side image shows an example of the summary page for a province. Right

side image shows an example of the index of places for a province.
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To facilitate the posterior preprocessing phase, we divided the data into three

categories: i) to be extracted; ii) redundant; iii) and unnecessary data.

The first category consists of the tabular data shown in Figure 1.2. The auto-

matic recognition of this data, as detailed in the beginning of this chapter, is the

main focus of this project.

The second category consists of sorted lists of all places in each province. Even

though this information is also captured in the nested structure of the tabular

data of the first category, as mentioned before this redundant data is very useful

disambiguate between places with the same name but different locations.

The last category consists of data such as summaries for each province, pages

of notices about the layout of the documents or certain cultural details such as

the manner in which some building were constructed, and the administrative

division of territories which are also compiled in the indices of places for each

province, as shown in the right side of Figure 3.2. This information was consid-

ered unnecessary and was removed from the set of images to be transcribed.

While the first two categories of data both need to be transcribed, with the

third category removed, in the end all the information needed for conducting

researches on the ESPAREL corpus is gathered in the first category. This data

was later indexed in order to construct a query based search mechanism for the

retrieval of information.





CHAPTER 4

Data Preprocessing

As stated before, the document layout analysis process was a necessary step for

identifying the regions of interest in the document images, prepare and extract

the data for the recognition process. Given that the images consist of tabular data

with the information of the rows independent from one another, the data was

split into lines as explained hereafter.

Even though the data was organized into tables that allowed for easy process-

ing, the line extraction process had to overcome several obstacles such as page

skew, extracting data while keeping the hierarchical divisions, stains on the pages

making line extraction more difficult, municipality data breaking across several

pages and so on. This section will explore all these obstacles along with the solu-

tions identified. In order to address these obstacles, this process has been divided

into the following steps:

1. Preprocessing the images to correct the skew.

2. Removing irrelevant data by detecting and isolating the layout of the tables.

3. Splitting the tables into smaller sections that could be processed indepen-

dently.

4. Detecting and extracting rows (lines) for the transcription process.

5. Dealing with nested groups of information.

15
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4.1 Skew correction

Considering that all eight volumes we processed were available in scanned for-

mat with each page corresponding to two consecutive pages, the first step was

to split the scanned images into two halves corresponding to the left and right

pages. Because the scanned images covered two pages, each half had a certain

degree of warping and skew towards the book-binding. Therefore, the skew cor-

rection process was a crucial step to enhance the quality of the results of the OCR

system.

Once each image was divided into halves we could address the skew by fol-

lowing an approach similar to the one presented in [22], that is, compute the Pro-

gressive Probabilistic Hough Transform (PPHT) to detect vertical and horizontal

image lines. Alternative methods were also used, where the document images

were rotated under multiple degrees, with projection profile techniques applied

for identifying the correct skew angle. This was done by maximizing the number

of vertical/horizontal pixels corresponding to the outer vertical/horizontal lines

of the tables, which indicated the optimum rotation degree. However, projection

profile based methods are very computational intensive given that the images

have to be analyzed under multiple degrees of rotation. For this reason, these

methods were discarded in favor of the PPHT technique.

Before applying PPHT to detect the vertical and horizontal lines of the ta-

bles, the document images had to be binarized. In OpenCV, which is the library

that was used throughout the data preprocessing phase, there are a number of

algorithms implemented for binarizing an image. In standard binarization tech-

niques, a global threshold is applied over the values of the pixels, with pixels that

fall below the threshold being converted to a value of 0, and those above to a

maximum value set by the user. Instead of manually selecting the global thresh-

old, we used Otsu’s binarization method which determines the optimal global

threshold value from the image histogram [23].

However, this technique is not sufficiently robust for historical document im-

ages given that the pages suffer from variable degrees of discoloration caused by

aging of the paper, which gives rise to loss of information. Therefore, an adap-
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tive thresholding technique is more appropriate when working with images with

varying illumination. This technique applies different thresholds to different re-

gions based on the values of the pixels of that region. Figure 4.1 illustrates the

difference between the results of applying global or adaptive thresholding tech-

niques for document images with varying degree of illumination. As it can be

seen, for the image documents of the ESPAREL corpus the Adaptive Threshold-

ing technique retains more information than Global Thresholding technique. This

makes the process of detection of lines more robust.

(a) Original page. (b) Adaptive Thresholding. (c) Global Thresholding.

Figure 4.1: Difference between global and local binarization techniques.

With the images binarized, the next step was to apply PPHT to detect vertical

and horizontal image lines. The PPHT method has a series of parameters that

need to be set: degree precision, minimum pixel length of the lines to be detected

and the gap between pixels forming a line, among others. In order to compute

the skew angle of the images, the skeleton lines forming the table layout were

considered to be more appropriate than detecting the lines formed by the words

present in the tables. For this reason, the gap between the line pixels was set

with a value that was half the average space between the rows of the table and

with a minimum line length sufficiently high in order to ignore possible lines

created by joining characters together. With the lines detected, the next step was

to calculate the slope of the vertical and horizontal line of maximum length. With

this approach we detected three possible cases of deviation:
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1. Similar horizontal and vertical slope.

2. Horizontal slope different from 0 and vertical slope close to 0.

3. Horizontal slope close to 0 and vertical slope different from 0.

While the first case indicated a classic skew of the image, possibly due to incor-

rect scanning alignment, the other two cases indicated a degree of warping of the

image besides a certain skew. Once this measurement had been done, we deter-

mined that the warping present only affected a small area on the interior of the

page. However, when correcting the skew by applying an inverse rotation based

on the average of the angles of the two slopes, the effects of the warping were

partly mitigated. Figure 4.2 shows the results of this skew correction method. It

(a) Original page. (b) Skew corrected page.

Figure 4.2: Results of the skew correction process for the page shown in Figure 4.1a, with

red guidelines to better illustrate the skew present.

is important to remark that the process of rotating an image incurs in a loss of in-

formation which was mitigated by using a bicubic interpolation over a 4x4 pixel

neighborhood 1.

1https://medium.com/hd-pro/bicubic-interpolation-techniques-for-digital-imaging-7c6d86dc35dc

https://medium.com/hd-pro/bicubic-interpolation-techniques-for-digital-imaging-7c6d86dc35dc


4.2 Layout Detection and Data Organization 19

4.2 Layout Detection and Data Organization

With the skew corrected, the next step of the process was to isolate the data that

needed to be transcribed. This implied both the detection of the outer layout of

the tables and the detection of the inner layout of the tables in order to capture

the hierarchical structure of the data. In all there are a maximum of four levels of

hierarchical data of which one was already addressed, with another being dealt

with in this section, and the last two addressed in section 4.4. These four levels

are shown in Figure 4.3.

Figure 4.3: The division of the ESPAREL data into four administrative levels, with the

fourth level not always present.

The first hierarchical level was covered in chapter 3, when the eight volumes

of the ESPAREL corpus had been organized into 49 provinces, where the images

of each province had been manually separated.

In order to address the next hierarchical level, that is divide the province ta-

bles into town-halls, the outer layout of the table had to be detected. This task

was done by applying morphology operations of dilation followed by erosion in

order to eliminate all the characters from the pages, leaving only the skeletal lay-

out of the table. In a following step, the outer layout of the table was detected by

applying projection profile methods both vertically and horizontally. This was

then used to crop the images, focusing only on the relevant information, thus
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removing unnecessary data such as titles, footnotes, or page numbers that indi-

cated how the pages were organized into provinces. The headers of the tables

were also removed as they were repeated at the top of each page and contained

the same structure, dimension and information, as shown in Fig. 3.1.

With the tables cropped, the next step was to divide the data according to

town-halls. This was done by making use of the fact that every town-hall ended

with a "TOTAL" row, separated from the previous rows by a horizontal line, and

from the next town-hall data by a thicker horizontal line. By using a combination

of Gaussian filters and projection profile techniques, these thicker horizontal lines

could be isolated from the rest of the data, and used as cutting points to divide

the tables into town-halls. The results of this process can be seen in Figure 4.4.

Figure 4.4: Cropped table from the page shown in Figure 4.2b, in which the town-halls

were split by the ending "TOTAL" line.

It is important to mention that as it can be seen in Figure 4.4, there are town-

halls that extend over more than one page. This case was easily solved by pro-

cessing the images in a sequential manner, where sub-tables that did not end with

a "TOTAL" line were concatenated to subtables from the following pages until a

"TOTAL" line was detected.
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Following this approach, the ESPAREL corpus was organized by provinces,

then by town-halls. This greatly helped the reconstruction of the hierarchical

order of the data, which was crucial for building a database with the transcribed

information.

4.3 Line Extraction

With the tables structured by provinces, and now also by town-halls, the next

step was to detect and extract individual rows (lines) to be used as input for the

transcription system. In order to facilitate the line extraction process, the first

column corresponding to the name of the town-hall was separated from the rest

of the columns, as its characters were usually not aligned with the rest of the

rows. The town-hall names were then cropped, with names split over more than

one row divided into lines with projection profile techniques that will be detailed

below.

To divide the rest of the columns into rows, the space between the lines was

detected by projecting the pixels of the images horizontally and setting a pixel

threshold to delimit the rows. As it can be seen in Fig. 4.5, splitting the rows in

a single step, covering the entire space from left to right could give rise to many

errors as the characters were not perfectly aligned. More so, the vertical lines

separating the columns would create interference by raising the threshold value

for detecting empty space and thus possibly clipping some characters.

Figure 4.5: Sub-table corresponding to the Barrundia city-hall, showing an incorrect sep-

aration of rows, clipping characters, caused by character misalignment.

In [14], a proposed solution to this problem would be to divide the image into

columns and process each column individually. By working with narrower rows,

this technique would avoid clipping characters due to the irregularities of the

typesetting process. Following this approach, one solution to this problem was
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to use the natural separation of the tables into the already defined columns after

which the detection of the space between lines was carried out, finalizing with

the concatenation of the resulting fragmented rows into a single line. However,

we noticed that the columns that were too narrow, due to the reduced pixel count

could not be split correctly if imperfections of the images such as stains were

present. Fig. 4.6 shows an example of the proposed fragmentation of the table into

columns and rows, which decreased the chance of clipping parts of the characters.

Figure 4.6: Sub-table corresponding to the Barrundia city-hall, showing a correct separa-

tion of rows, by previously dividing the table into four columns to be processed sepa-

rately.

This solution proposed and shown in Fig. 4.6, also gave us the opportunity

of detecting incorrect divisions of the tables into rows, given that any mismatch

in the number of fragmented rows of the four columns would indicate an error.

With this approach, the columns that were not completely split into rows due

to imperfections of the images, were passed trough a secondary projection pro-

file filter with a different threshold value for detecting white spaces. While this

worked for almost all tables, there were still a handful of conflicting tables that

were corrected manually.

4.4 Dealing with Nested Structures

An equally important task besides splitting the tables into rows was making sure

that the hierarchy of the population entities would not be lost and thus be able to

recreate the administrative divisions needed to build the database. With the first

two hierarchical levels already addressed in the previous sections, in this section

we’ll cover the division of places into entities forming nested structures as seen

in Figure 4.7.
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One problem caused by the nested structures present in the tables was the case

of population named entities that were split over two lines. Separating the table

into rows could pose problems for cases such as this because the link between

both parts of the named entities would be difficult to reconstruct once the tran-

scription process would be over. This would cause inaccuracies in the database,

by having entries with parts of named entities not linked to any numerical data.

The solution to this problem was obtained by having previously separated

the tables into columns. This allowed us to detect cases such as these that would

otherwise have been obviated with other approaches. It’s important to remark

that the main reason the named entities were split over two lines, was because

of the second level of nesting that reduced the designated space, as shown in

Fig. 4.7.

Figure 4.7: Population entities column showing name entities split over two lines in a

nested structure.

An aspect that has not been mentioned before and is of great relevance for

piecing together both parts of the split named entities, is that the population enti-

ties column had been processed with a low-value threshold that allowed detect-

ing curly brackets that signaled nested structures. This was done to remove the

left side of the brackets, leaving only the right side for splitting into rows. As it

can be seen in Fig. 4.7, a telltale mark of named entities split over two lines was

that the second line always had an indent that could be detected through projec-

tion techniques once the left part of the brackets had been removed. Following

this approach, the two lines corresponding to a named entity had been pieced

together and concatenated with the rows from the rest of the columns.

While removing the left part of curly brackets facilitated the division of the

table into rows and allowed detecting split named entities, it eliminated infor-

mation about the hierarchical order that would be necessary for creating the
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database. However, this information was duplicated in lists at the end of ev-

ery province, as shown in the right picture of Fig. 3.2. These lists were sorted in

alphabetical order, exactly in the same manner as the population entities column,

which after a similar line extraction and transcription process, allowed recovery

of the deleted information.



CHAPTER 5

Data Recognition

With the data preprocessed and organized by hierarchical levels, this chapter will

present an overview of the extracted data to be transcribed, in addition to de-

scribing the process of the construction of an OCR system specially designed for

transcribing the ESPAREL dataset.

5.1 ESPAREL dataset

The information required in the ESPAREL project was contained in lines such

as the ones that are shown in Fig. 1.2. The characteristics of this dataset, with

the distribution of the lines between the various cities, can be seen in Table 5.1.

Table 5.1 shows that there are 197 city-halls that do not have the "TOTAL" row,

Category Number No of lines

Provinces 49 -

City-halls 9 333 10 101

Places 118 455 118 453

City-hall "TOTAL" rows 9 136 9 136

Total lines - 137 690

Table 5.1: Characteristics of the ESPAREL dataset, corresponding to the relevant infor-

mation, with the number of lines that have been extracted.

implying that these city-halls contain a single place. Also, on average every city-

hall is formed from 12, 69 places, and every province is formed from an average

of 190, 47 cities. Besides the information illustrated in Table 5.1, we can extract

25
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some interesting statistics about the dataset Figure 5.1 illustrates the distribution

of the cities by provinces.

Figure 5.1: Number of cities governed by each of the 49 provinces.

Instead of plotting the number of cities by provinces, by plotting the number

of places by provinces, shown in Figure 5.2, we can get a better grasp of the

administrative load of each province.

Figure 5.2: Number of places governed by each of the 49 provinces.
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While many studies can be done just by analyzing the statistics of the ex-

tracted lines and the hierarchical structure of the data, the goal of this project is

the transcription of the lines detailed in Table 5.1 in order to make a database to

facilitate the research on this corpus. These lines and the index lines, that serve

as support and are shown in Fig. 3.2 right, were extracted as explained in the pre-

vious chapter. Table 5.2 shows the total number of lines extracted of each type,

which will be used in the transcription process. The relevant information about

the population necessary for the ESPAREL project was included in the "Place"

lines, while the relation between places and cities was included in the "Index"

lines.

No. of Place lines 137 690

No. of Index lines 110 294

Total 247 984

Table 5.2: Number of lines used in the experiments.

5.2 Designing and Training the OCR System

Text recognition systems have the task of transcribing handwritten text or, in our

case, printed text from images. Given that in text recognition sequences of vec-

tors (images) are converted to text, this task can be approached from the same

perspective as Automatic Speech Recognition (ASR). In the field of ASR, the fun-

damental problem of speech recognition consists of finding a sequence of words

Ŵ = ŵ1ŵ2 . . . ŵm pertaining to a vocabulary V = {v1, v2, . . . , vN}, given a set of

acoustic observations O = o1o2 . . . on. This problem can be approached by the

following manner:

Ŵ = arg max
W

P(O|W)P(W)

P(O)

= arg max
W

P(O|W)P(W) (5.1)

In 5.1, P(O) is the problem of preprocesing and parameterization of the signal,

which can be obviated due to the fact the P(O) plays no role in the maximization.
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Also, in this expression P(O|W) represents the acoustic model and P(W) is the

language model. This same approach can be used for text recognition, where the

acoustic model is changed for an optical model in which instead of working with

sequences of observations of cepstral coefficient vectors, the optical model works

with sequences of pixels that conform the images of the lines to be transcribed.

The combination of the optical model together with the language model form the

OCR system that needs to be built.

As explained in Chapter 2, a widely used approach to unconstrained text

recognition is the use of HMM based systems, for both optical and language mod-

elling. However, with the arrival of neural networks and deep learning, HMM

based systems fell into disuse in favor to much more expressive neural models.

For this reason, in this project we used an OCR system that is based on the current

technology of convolutional neural networks in combination with several layers

of bi-directional long-short term memory networks (CRNN), similar to the one

presented in [21].

The CRNN architecture consist of four stacked CNN layers followed by three

recurrent BLSTM layers. The CNN layers form the feature extraction component

of the model, and are used for the encoding of the extracted line images. These

four layers consist of 12, 24, 48 and 96 filters respectively, all with convolutional

kernels of 3x3 pixels. As for the activation function, for every CNN layer we

used Leaky ReLU, which as demonstrated in [24] improves the results of Neural

Network Acoustic Models. The convolutional layers are then passed to a Max

Pooling layer of 2x2 pixels, with the exception of the third layer that is directly

connected to the fourth. By reducing the size of the images with the Max Pooling

layer, the CNN is capable of learning higher level features while also being more

robust to the positional variance of the characters to be recognized. The summary

of the CNN architecture can be seen in Table 5.3.

The second component (RNN) of the optical model is comprised of three

BLSTM layers that process the output of the CNN component in left-to-right and

right-to-left order, consisting of 256 units in each of the directions. A dropout of

0.5 is introduced in order to improve generalization. While the CNN component

was used to extract feature from the images, the RNN component has the role
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Configuration L1 L2 L3 L4

Filters 12 24 48 96

Kernel 3x3 3x3 3x3 3x3

Activation LeakyReLU LeakyReLU LeakyReLU LeakyReLU

MaxPool 2x2 2x2 - 2x2

Table 5.3: Characteristics of the CNN feature extraction component formed by 4 convo-

lutional blocks.

of character recognition and classification based on the extracted features, taking

into account both the previous and future context. By employing LSTMs, this

context is memorized or forgotten depending on the importance of the context

for recognizing the characters in the text. In order to be able to classify, the RNN

component incorporates a linear layer, with a softmax activation function, that

maps the output of the BLSTMs to an output label with a dimension of the num-

ber of characters to be recognized (70 in total) plus one for the blank symbol used

by the Connectionist Temporal Classification (CTC). The purpose of CTC is to

provide a probability distribution over the character transcriptions without hav-

ing to align the input time steps with their corresponding output transcription,

as mentioned in chapter 2. This is done by marginalizing over all the possible

alignments in order to maximize the total probability of the label sequence [25].

One important aspect of this project, is that we did not use a language model

either any kind of vocabulary for the recognition process. The former was not

considered useful given that all words were proper names, while the latter was

not available or updated for that period. Having said that, the language model

distribution is set as uniform with P(W) equiprobable and constant, thus making

expression 5.1 and the OCR system be dependent of only the optical model.

With the architecture of the OCR system defined we proceeded to the training

phase, which was carried out with the PyLaia toolkit [26]. The PyLaia toolkit,

which was created for handwritten document analysis, provides an easy way

for defining and training deep learning models through the command line inter-

face. The optical model was trained from scratch by manually annotating 1 000

line images randomly selected. We guaranteed that all characters were included
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among these training images but diacritics were not considered necessary for this

research.

From these line images, 800 were used for training and 200 for validation. The

system was trained on batches of 16 line images with a learning rate of 0.0003 in

order to minimize the CTC loss. Data augmentation was also used in order to

artificially create more training samples through rotations, translations, scaling

and shearing of the line images, with the purpose of reducing overfitting. The

training ended once the character error rate (CER) on the validation set did not

improve after 20 consecutive epochs. After training the system, the following

246 984 lines were recognized.

Keeping in mind that only a small percentage of the extracted lines had been

annotated, the 1000 line images have been shuffled and split into training (80%)

and validation (20%) sets 40 times. With this approach, all the annotated data

had been used to train 40 optical models and obtain 40 transcript hypotheses for

each of the lines left to be recognized. The images where then sorted based on

the repetition of the most frequent transcript, with those images for which the

transcript was the same or nearly the same for all the models being incorporated

to the training and validation data. Note that this is an easy way for retaining the

best confident transcripts.

By systematically repeating this process of training the 40 models, decoding

the rest of the extracted lines and adding those lines with a perfect or nearly

perfect transcript frequency to the training sets, the shortage of annotated data

was greatly diminished. This process concluded once 18 120 training samples

have been obtained and the increase in the accuracy of the model by adding more

training data was negligible when compared to the required computational cost.

With this approach, the final OCR system was much more robust than the one

initially trained with just 1 000 samples.

Note that although a language model was not used in these experiments, the

BLSTM layers were able to capture some relations in sequences of characters and

therefore the absence of a language model is alleviated. In addition, the fact that

the ESPAREL corpus contained information that was replicated throughout the

documents, greatly helped to detect and correct recognition errors. This is a fea-
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ture that should be explored when working with documents such as the one pre-

sented in this paper.





CHAPTER 6

Results

The previous training strategy was simple and very effective and very low char-

acter errors were obtained. The errors were mainly due to noise in the images

or blurred images. The character error rate was 0.05% and these errors were eas-

ily detected by using redundant information contained in throughout the corpus.

That is, the use of the Index tables to detect inconsistencies in the transcriptions

and to disambiguate between places with the same name belonging to differ-

ent cities. In addition, the numerical data such as the number of buildings and

the population living or registered could be doubled checked by contrasting this

data with the information from the "TOTAL" rows, featured at the end of every

city-hall. All this information coupled with the confidence score of the various

transcription of the same lines gave us an easy way to detect errors that were

then manually corrected.

Fig. 6.1 shows two lines that were obtained after the transcription process de-

scribed in the previous chapter. In this example, there are two samples where the

first line corresponds to the image of the line extracted, followed by the corre-

sponding correct transcript, and the transcript that was obtained after the recog-

nition process is concluded. Both lines included an error in one of the numbers.

In the first example, 3 was confused with 4, and in the second example 1 was

confused with 5. But as noted previously these errors could be easily detected

thanks to the redundant information included in the documents. Following this

approach, every line that was extracted was transcribed and the errors detected

and corrected. The final results were then compiled, following the hierarchical

33
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Tejares ........................... Alqueria ............... 3 | " | " | " | 3 | 6 | 4

Tejares ........................... Alqueria ............... 3 | " | " | " | 4 | 6 | 4

———————————————————————————————————-

Servandez ....................... Alqueria ............... 1 | 1 | " | " | 2 | 11 | 6

Servandez ....................... Alqueria ............... 5 | 1 | " | " | 2 | 11 | 6

Figure 6.1: Example of two lines, the corresponding correct transcript, and the transcript

that was obtained for each lines after the recognition process.

structure of the data. Fig. 6.2 shows an example of the image of a town and the

obtained results that were moved to a spreadsheet.

81 494 86 11 672 3200 3221 Abaran Villa
3 3 0 0 6 0 0 Barranco de Molax Caserio
4 15 0 0 19 34 34 Boqueron El Caserio

11 2 0 0 13 56 57 Candelon Caserio
1 12 0 0 13 18 18 Casablanca Caserio

12 11 0 0 23 28 28 Hoya de don Garcia Caserio
0 19 0 0 19 20 20 Hoya del Campo Caserio
4 5 0 0 9 25 25 Pinar El Caserio

132 9 0 7 29 31 31 Rambla de Benito Caserio
6 2 0 0 8 26 26 Secanos Los Caserio
6 3 0 0 9 0 0 Solana La Caserio

10 6 0 0 16 14 14 Soto de Damian Caserio
1 7 0 0 8 8 4 Verjeles Los Caserio
3 1 0 0 4 0 0 Viñica La Casa de labranza

155 589 86 18 848 3460 3478 Total

Figure 6.2: Image with the information of the Abaran town and the data extracted and

moved to the spreadsheet.

With the information extracted and transcribed, we could calculate some very

interesting statistics that highlight the value of the documents in the ESPAREL

collection for conducting demographic studies. A very interesting finding is that

in 1887, Spain had a population of 17 565 632 people actively living in Spanish
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territories, compared to 47 431 256 people according to the census of 2020 1. Fig-

ure 6.3 shows the distribution of the population by province, as an example of

one of the many invaluable pieces of information that can be extracted from this

corpus.

Figure 6.3: Distribution of the population living in each of the 49 provinces (“DE HE-

CHO").

1https://en.wikipedia.org/wiki/Demographics_of_Spain

https://en.wikipedia.org/wiki/Demographics_of_Spain




CHAPTER 7

Demonstrator

The automatic transcription of historical documents, while being a very sought

after result of projects such as the one presented in this paper, a search engine

with queries more complex than simple words or character sequences would fur-

ther facilitate the research on this corpus. With this in mind, this chapter intro-

duces the theoretical framework and the steps needed for building a demonstra-

tor that captures the potential of such a search engine. This chapter will conclude

with the description of the future work required for completing the aforemen-

tioned search engine, which unfortunately due to the limited time available for

carrying out this project could not be included in its entirety in this paper.

7.1 Theoretical Framework

The purpose of a search engine is the retrieval of information, either through

textual (query-by-string) or image based queries (query-by-example), from a col-

lection of documents. In order to implement an Information Retrieval system the

contents of the documents have to have been previously indexed. This is usu-

ally done in an offline phase that otherwise would not be practical due to the

required computational cost, which guides the process of retrieving the searched

information that is done in real time in an online phase. One such indexing and

searching technique is known as Key Word Spotting (KWS), technique that ini-

tially had been researched in the field of speech processing [27], and which was

later adopted in the field of handwritten text recognition (HTR) [28], [29].
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In HTR and the automatic recognition of typed document images, the aim of

KWS is to to locate all the positions of a certain keyword in a document. This

technique has been developed as an alternative to the complete transcription of

documents, where transcription inaccuracies would affect the retrieval of infor-

mation. KWS can be used to annotate each image with word information that

are likely to appear in it, along with the corresponding probabilities and corre-

sponding positions. This technology, which has been developed by the PRHLT

research center, with information generated for each image in the form of a heat

map where each pixel indicates the probability that it belongs to one or more

word hypotheses, is known as Probabilistic Indices (PI) [4].

As mentioned in chapter 2, the advantage of using PI is that it stores informa-

tion about the n-best possible interpretations of the words to be recognized. For

words that are correctly transcribed, the number of hypothesis indexed is very

low, while in deteriorated regions of documents, this number is much higher.

With this approach, transcription inaccuracies caused by the automatic recog-

nition, are effectively mitigated by avoiding the loss of possible interpretations.

Figure 7.1, shows an example of the probabilistic KWS index that we aim to build

in this project.

Figure 7.1: An example that illustrates the information that forms a probabilistic index,

source [2].
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Even though PI methods are layout-agnostic, by previously having extracted

the lines from the documents the indexing process can be considerably acceler-

ated [4]. In order to generate PIs, as the one shown in Figure 7.1, we need to

model the posterior distribution P(W|O) where W are the transcripts given the

extracted lines O. This distribution can be efficiently modelled through the use

of weighted directed acyclic graphs as detailed in [2]. These graphs, known as

lattices, store the n-best transcript hypotheses of the lines as shown in Figure 7.2.

Figure 7.2: Lattice with the transcript hypotheses of an ambiguously written example

phrase, source [2].

In Figure 7.2, it can be seen that for every column alignment (frame), the lat-

tice graph models the posterior distribution of the words being explained by that

frame. It can also be seen that the nodes of the graph effectively represent the

segmentation of the transcription into words and the edges represent the proba-

bility of observing the word in the corresponding sequence of frames. With this

information, the extraction of PI is straight forward with algorithms that solve

this problem introduced in [2].

However, this still leaves the problem of building the lattices and estimating

the posterior probability distribution for every frame of the extracted lines. This

is done by combining the output of the optical model with a character language

model, as explained hereafter.
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The CRNN based optical model employed for transcribing the ESPAREL dataset,

directly models the posterior distribution of the transcription hypotheses by pro-

cessing a given a line image as a sequence of frames (P(W|O)). This implies that

the neural network is capable of learning an implicit language model through the

use of contextual information taken into account by the BLSTM layers. However,

the keyword spotting results can be improved by incorporating an additional lan-

guage model, explicitly trained from external data or from the already transcribed

data. Furthermore, by training the neural network to minimize the CTC loss, the

alignment of the characters/words with respect to the line image is obtained.

In order to combine the output of the optical model with the language model

(typically a n-gram model), they both are then converted and represented as

Weighted Finite State Transducers (WFST) which can then be combined through

composition operations as detailed in [2]. From this composition, lattices as the

one shown in Figure 7.2 are obtained by decoding with Viterbi algorithm with a

beam search that effectively limits the size of the generated lattices. In the last

step, the PI are extracted from the generated lattices, that contain the n-best se-

quence of characters that were decoded. The ideal output of the process is obtain-

ing real words with a high probability assigned. However, errors in transcription

frequently result in pseudo-words. These can either be these can either be strings

of characters with no real meaning or words that are incorrect for the given con-

text.

Thus, in summary, the steps needed to build the KWS based PI for indexing

the ESPAREL corpus are as follows:

1. Line extraction through document layout analysis (addressed in chapter 4).

2. Design and train an optical character model (addressed in chapter 5), in

order to extract the probability output for the extracted lines to be indexed

(pending).

3. Train an additional language model (pending).

4. Represent and combine both the output of the optical model and the lan-

guage model as a WFST (pending).
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5. Prune the WFST through Viterbi decoding with a beam search in order to

create the lattices (pending).

6. Extract the PI from the lattices (pending).

As it can be expected, the process of indexing a collection of documents through

PI can be very computationally expensive, as each step require a combination of

algorithms that have not been mentioned for the sake of simplicity. While PI are

highly efficient for searching information in massive collections of documents, as

demonstrated in [5], the process of extracting PI needs to be precomputed in an

offline phase.

7.2 Building the Demonstrator

With the steps required for extracting PI clearly defined, in this section we’ll

present the implementation process for building the search engine demonstrator,

with the tools needed to carry it out.

With the line extraction process and the training of the optical character model

already concluded in the previous steps of the project, the next step was to ob-

tain the posterior probability distribution of the transcription hypotheses for ev-

ery extracted line. While the architecture of the model and the training of the

model were carried out with the PyLaia commands pylaia-htr-create-model

and pylaia-htr-train-ctc, respectively, the PyLaia toolkit offers two decoding

commands for obtaining transcription hypotheses. One such command is the

pylaia-htr-decode-ctc command, which was previously used in order to tran-

scribe the entire ESPAREL corpus. By using this command, the toolkit enters

in inference mode and provides the most probable transcription for every line

of a given test collection. However, this is not sufficient for generating PI. For

this purpose the PyLaia toolkit offers the pylaia-htr-netout command, which

provides the output of the model as computed by the softmax layer, for a set of

text-line images. With this, the first two steps of the process of extracting PI are

now complete.
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For the 3rd step we trained an order 5 n-gram character language model with

the data contained in the 18 120 lines used for optimizing the optical model pa-

rameters. Next, both the output generated with the pylaia-htr-netout com-

mand and the language model were represented as WFST and then combined

using the OpenFST library [30].

In the next step, the character lattices were obtained by decoding with Viterbi

with a beam search dimension of 20. This was done with the latgen-faster-mapped

library of the Kaldi toolkit [31]. A part of one such lattice for a given extracted

line can be seen in Figure 7.3. The shape of the lattice helps visualize which re-

gions of the lines are more difficult to transcribe as they show an accumulation

of transcript hypotheses. In Figure 7.3, the path shown in red, that even though

Cachamui&a@ ...................@|@Prejigueiro@ ...........@|@Pereiro@de@Aguiar@.....

Figure 7.3: An example of the first part of a lattice containing the transcription hypotheses

of the line shown immediately below, up until the first column separator. The entire

lattice can be seen in greater detail in Appendix B.

is not shown in its entirety, corresponds to the best transcription obtained by the

model which also perfectly matches the reference transcription, shown last in the

figure. As mentioned before, an advantage of using multiple transcript hypothe-

ses is the fact that plausible transcriptions are not lost, and in the case of noise

ridden images, the correct transcript can be indexed even though its probability

is not the highest.

Finally, in the last step, from lattices like the one shown in Figure 7.3, the PI are

then extracted with information about the n-best (20 best) most probable pseudo-

words that appear in each line, together with the corresponding probability and
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position. This probability can then be used in order to rank the information re-

trieved by the PI, in order to limit the amount of information served to the user.

With the PI extracted, the demonstrator was then built following a client-

server architecture that has been previously developed and used for other projects

within the PRHLT investigation center. In order to make the retrieval of informa-

tion more efficient, the PI have been stored in a hierarchical manner. A series of

hash tables guide the searching process by first retrieving the provinces in which

the terms of the queries appear, which are then refined further by retrieving the

relevant document images. In addition, the hierarchical structure of the data al-

lows the user to limit the searching space by selecting certain collections of images

which could be of more interest to him/her.

In this system, the PI information generated from the lattices are linked with

the coordinates of the lines extracted from the document images. This way, the

pseudo-words alignments are then mapped to absolute coordinates in the image

coordinate system. Note that the PI, through the probability of each pseudo-word

contained, can provide the relevance score for a given word. This can be used to

filter and thus reduce the amount of information supplied to the user.

Due to the complexity of the algorithms involved in extracting the PI needed

for building this demonstrator, many of the implementation details have been

omitted. These algorithms have been developed by the PRHLT investigation cen-

ter for many years, and going into the implementation details of these algorithms

would require a paper of its own. However, many of these algorithms and the

steps needed for building PI are thoroughly explained in [2]. The aforementioned

theses paper has been used as a guide in building the demonstrator presented in

this paper.

The search engine demonstrator is accessible through a web interface 1 that

allows the user to type the query in a search bar. These queries allow the user to

search for individual terms, construct more complex queries through the use of

the Boolean operations AND, OR and NOT (represented by the double symbols

’&&’, ’||’ and symbol ’-’), or through the use of regular expressions.

1http://prhlt-carabela.prhlt.upv.es/esparel/

http://prhlt-carabela.prhlt.upv.es/esparel/
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For example, the user could type in the query "Maturana" which points to the

image that contains a place named Maturana pertaining to the Barrundia cityhall

of Alava province (example taken from Figure 4.5 and 4.6). In order to be sure

the user receives information relevant to this place, he/she could type the query

"Maturana && Alava" or "Maturana && Barrundia" or even the more complex

query "Maturana && (Alava || Barrundia)".

By including multiple terms into the queries without including any Boolean

operators in between, the system automatically performs the AND operation of

the results provided by each term individually. Thus, the previous query could

also be typed "Maturana Alava". However, by combining multiple operators or

through parenthesised queries the user has access to much richer and more rele-

vant results that can make researching on the corpus easier.

7.3 Future work

The implemented search engine demonstrator illustrates the research potential

of having a search engine available, with queries more complex than searching

for individual terms. This demonstrator was implemented as a proof of concept,

with only parts of the corpus being made available for searching (7 provinces).

Besides making the entirety of the corpus accessible, this demonstrator can be

further enriched with more features that will aid researching on the ESPAREL

corpus.

Some of these features would be to make the demonstrator sensible to the lay-

out of the tabular data and allow searching for information on certain columns.

Coupled with features that would allow the indexed information to be refined

based on numerical relations (e.g. ≤,<,>,≥), would allow users to form queries

for searching indexed information that satisfy a certain restriction. For example,

to search for towns with a "DE HECHO" population of minimum 2000 inhabi-

tants. From this a case is easily envisioned in which the data indexed in the IPs

are extracted in an Excel sheet for further processing.
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These kind of features would aid extract statistical conclusions from the cor-

pus, which would be very valuable and would greatly simplify the task of re-

searching on this corpus.





CHAPTER 8

Conclusions

This paper has introduced the problem of the automatic recognition of a historical

printed collection of the Spanish census from the XIX century. The goal of this

project was to get precise information by transcribing the collection of documents.

This would allow researchers to conduct demographic studies by georeferencing

the cities and towns and getting information about the amount and distribution

of the population of that era.

In order to achieve this objective, several challenges related to paper imperfec-

tions, hierarchical structure of the data and lack of linguistic resources had to be

overcome. All these challenges have been addressed by preprocessing the data,

employing computer vision techniques such as image binarization, affine and

morphological transformations, line detection algorithms and projection profile

techniques, among others.

Firstly, the corpus of documents had to be divided by identifying the data

that was necessary for building the ESPAREL dataset, the redundant data that

served as support, and the data that was of no use for this project which was then

removed.

Secondly, these computer vision techniques were used to mitigate the effects

of the color degradation and lighting variation that affected the documents, and

correct skew deviations of the pages caused by the scanning process. This helped

normalize the process of document layout analysis which included the line ex-

traction process.
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Thirdly, the hierarchical structure of the data was addressed, considering that

it was critical for the correct construction of the ESPAREL dataset. The images

were manually organized by provinces, and then by systematically applying pro-

jection profile techniques the layout of the documents was detected. With this

approach, the tabular data was segmented into subregions in order to preserve

the hierarchical levels of the data. The lines of these subregions were then ex-

tracted by dividing the data into several columns, thus effectively overcoming

the problem of character clipping due to the misalignment of characters.

Fourthly, out of the extracted lines 1000 were manually transcribed. These

1000 lines were then shuffled and used repeatedly for training multiple OCR

models in a cascade manner, in which new lines were transcribed and included

for training ensuing models. This training strategy proved to be very successful,

obtaining very low character error rate without needing a large amount of anno-

tated data. For the training of the OCR system no language model was used as

we considered it would not contribute to improving the results. That being said,

the use of current technology for text recognition based on CNN and BLSTM has

demonstrated to be sufficiently precise to get excellent results. The redundant

information that is included in these documents allowed us to easily detect and

correct the few errors obtained in the recognition process. As demonstrated in

this paper, this approach can be extended to deal with collections in which re-

strictions are present in the documents, which can be used to detect potential

errors.

Finally, in order to facilitate the research on the ESPAREL corpus a search

engine demonstrator was built, employing probabilistic index based technology

developed by the PRHLT research center. This technology has been thoroughly

tested on various projects within the PRHLT community, and was demonstrated

to be very efficient for the indexing and searching of information in vast collec-

tions of historical documents. In order to build a PI based demonstrator system,

we made use of many components already developed for the transcription of the

corpus. By implementing a system based on PI for the indexing and searching

of the data contained in the ESPAREL corpus, the loss of relevant information is

minimized. With this approach the potential transcript errors are mitigated by
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indexing more than the most probable hypothesis. With this system, researchers

interested in exploring the documents of the ESPAREL corpus are provided with

an easier and richer manner of extracting relevant information. In addition, in the

Future Work section of chapter 7 we mentioned several improvements that will

be implemented in future versions of the demonstrator, which would further aid

the research on the presented corpus.
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APPENDIX A

Software requirements

The software solution, for the transcription of the ESPAREL corpus, proposed in

this project consists of three main components: 1) line extraction module; 2) OCR

module; and 3) demonstrator module. In this appendix the software require-

ments will be covered, detailing all the necessary libraries and tool-kits for each

one of the aforementioned components in order to allow for the replication of the

experiments presented in this paper.

The line extraction module, with all the sub-components for skew correction,

document layout analysis and image preprocessing, was entirely programmed in

Python with the use of the computer vision library OpenCV 1. Even though this

component was written in Python 3.8 with OpenCV version 4.5.1, which features

newer and more efficient functions, the code needed to develop the component

can be written in any version of Python 3.6+ with all functions employed avail-

able in OpenCV version 3.0 or higher.

For the OCR module, various bash commands were used for the preparation

and partitioning of the data for training and testing. The training phase was car-

ried out with the PyLaia toolkit [26], which as defined by its authors is "a device

agnostic, PyTorch based, deep learning toolkit for handwritten document analysis". In

order to accelerate the training phase and provide GPU support, this toolkit re-

quires CUDA 2 and CuDNN 3. For this project we used a certain PyLaia version,

which was not affected by a bug in the extraction of the char/word segmentation

1http://opencv.org/
2https://developer.nvidia.com/cuda-toolkit
3https://developer.nvidia.com/cudnn
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boundaries. This was important for building the search engine demonstrator de-

tailed in Chapter 7. This PyLaia version required Python v3.6.12, Torch v1.0.1,

CUDA v10.0 and CuDNN v7.6.5, among other dependencies which were usually

satisfied by default or did not require such strict versions. The decoding process

was done using version 5.5 of the Kaldi Speech Recognition Toolkit [31].

For the demonstrator module, in addition to the PyLaia and Kaldi toolkit that

have been already mentioned, we used version 1.7.3 of the SRILM toolkit for

building a n-gram language model from the transcribed lines.

In summary, all the toolkits and libraries used in this project can be seen be-

low:

• Python v3.6 and 3.8, an interpreted programming language;

• OpenCV v4.5.1, an open source computer vision library;

• SRILM v1.7.3, a toolkit for building and applying statistical language mod-

els;

• Kaldi v5.5, a toolkit for speech recognition that can also be used for hand-

written text recognition tasks;

• OpenFST v1.7.2, as part of the Kaldi toolkit for building WFST.

• CUDA v10.0, a parallel computing platform and application programming

interface (API);

• CuDNN v7.6.5, a GPU-accelerated library of primitives for deep neural net-

works;

• PyLaia git 41d2cc41d742e7ab336393fde8f56585ff49ee52, a deep learning toolkit

for handwritten document analysis;

• Torch v1.0.1, an end-to-end open source platform for machine learning;

• Torchvision v0.2.2, a component of the PyTorch open source machine learn-

ing framework;

• Pillow>=5.2, an open source library that adds image processing capabilities

to Python;

• scipy, an open-source software for mathematics, science, and engineering.
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• editdistance, a library that implements the Levenshtein distance efficiently.





APPENDIX B

Lattice Example

Figure B.1: Lattice example Part 1/13 .
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Figure B.2: Lattice example Part 2/13 .

Figure B.3: Lattice example Part 3/13 .

Figure B.4: Lattice example Part 4/13 .

Figure B.5: Lattice example Part 5/13 .
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Figure B.6: Lattice example Part 6/13 .

Figure B.7: Lattice example Part 7/13 .

Figure B.8: Lattice example Part 8/13 .

Figure B.9: Lattice example Part 9/13 .

Figure B.10: Lattice example Part 10/13 .
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Figure B.11: Lattice example Part 11/13 .

Figure B.12: Lattice example Part 12/13 .
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Figure B.13: Lattice example Part 13/13.


	Contents
	List of Figures
	List of Tables
	Introduction
	Motivation
	Objectives
	Paper Structure

	Related Work
	Document Layout Analysis
	OCR Systems
	Indexing and Information Retrieval Systems

	Task Description
	Data Preprocessing
	Skew correction
	Layout Detection and Data Organization
	Line Extraction
	Dealing with Nested Structures

	Data Recognition
	ESPAREL dataset
	Designing and Training the OCR System

	Results
	Demonstrator
	Theoretical Framework
	Building the Demonstrator
	Future work

	Conclusions
	Bibliography
	Software requirements
	Lattice Example

