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Resumen

El creciente número de dispositivos intercambiando datos ha empujado a las empresas
del sector espacial a utilizar bandas de frecuencia cada vez más altas, como Ku, K y Ka,
ya que permiten emplear canales de frecuencia más anchos. A medida que disminuye la
longitud de onda, el tamaño de los filtros se reduce y, por tanto, son más sensibles a las
desviaciones de fabricación. Para compensar estos errores, es necesario emplear elementos
de sintonía en la etapa de diseño.

En este contexto presentamos una estrategia de diseño que permite incluir todos los
factores no ideales, como elementos de sintonía o esquinas redondeadas, en las simulaciones
finales de filtros y multiplexores.

Una vez se han fabricado los filtros es necesario ajustar manualmente los elementos
de sintonía hasta recuperar la respuesta objetivo. Sin embargo, para realizar esta tarea
con éxito es necesario tener mucha experiencia previa y, aún así, conlleva un tiempo
considerable. Por tanto, también proponemos un procedimiento de sintonización eficiente
y sistemático que permite a cualquier persona, independientemente de su experiencia
previa en sintonización, realizar esta tarea con éxito.

Además del aumento de las tasas de transmisión, otros desafíos del sector espacial
son reducir el tamaño y peso de sus componentes, así como dotarlos de capacidad de
reconfiguración. Emplear dispositivos multifunción como filtros multibanda o dispositivos
reconfigurables es una posible solución. En este contexto, proponemos una nueva familia
de filtros multibanda en guía de ondas que puede adaptarse a las futuras necesidades del
sector espacial. Con el mismo objetivo, también proponemos una familia de dispositivos
reconfigurables de varios estados discretos que pueden modificar su comportamiento de
forma remota.
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Resum

El creixent nombre de dispositius intercanviant dades ha empés a les empreses del sector
espacial a utilitzar bandes de freqüència cada vegada més altes, com Ku, K i Ka, ja que
permeten fer servir canals de freqüència més amples. A mesura que la longitud d’ona
disminueix, la mida dels filtres es redueix i, per tant, són més sensibles a les desviacions
de fabricació. Per compensar aquests errors, és necessari fer servir elements de sintonia
en l’etapa de disseny.

En aquest context presentem una estratègia de disseny que permet incloure tots els
factors no ideals, com a elements de sintonia o cantonades arrodonides, en les simulacions
finals de filtres i multiplexors.

Una vegada s’han fabricat els filtres és necessari ajustar manualment els elements de
sintonia fins a recuperar la resposta objectiu. Però, per realitzar aquesta tasca amb èxit
és necessari tenir molta experiència prèvia i, així i tot, comporta un temps considerable.
Per tant, també proposem un procediment de sintonització eficient i sistemàtic que per-
met a qualsevol persona, independentment de la seua experiència prèvia en sintonització,
realitzar aquesta tasca amb èxit.

A més de l’augment de les taxes de transmissió, altres desafiaments de el sector
espacial són reduir la mida i pes dels seus components, així com dotar-los de capacitat de
reconfiguració. Emprar dispositius multifunció com filtres multibanda o dispositius recon-
figurables és una possible solució. En aquest context, proposem una nova família de filtres
multibanda en guia d’ones que pot adaptar-se a les futures necessitats del sector espacial.
Amb el mateix objectiu, també proposem una família de dispositius reconfigurables de
diversos estats discrets que poden modificar el seu comportament de forma remota.
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Abstract

The need for ever increasing data rate of modern communication systems has motivated
companies in the space sector to exploit higher frequency bands, such as Ku, K and Ka, in
order to offer wider bandwidths to their customers. However, as the frequency increases,
the wavelength decreases, and all waveguide hardware becomes smaller and more sensitive
to deviations from the ideal dimensions that normally occur when manufacturing the
devices. In order to compensate for these deviations (or errors), tuning elements must
then be added to the hardware and included in the design process.

In this context, therefore, we focus on the investigation of novel design strategies
for filters and multiplexers with the objective of including all necessary non-ideal factors
in the design process.

It is important to note in this context that, once the filters are manufactured, the
tuning elements are usually adjusted manually until the desired target performance has
been achieved. However, successfully performing this task requires a considerable amount
of time and very significant previous experience in tuning microwave filters. Consequently,
an additional goal of our research work is to propose efficient and systematic tuning
procedures so that anyone, regardless of their previous tuning experience, can successfully
perform this difficult task.

In addition to the increasing data rates, another current challenge of advanced com-
munication systems is the ability to be reconfigured remotely to adjust to changes in
costumer demands. The use of multi-function or reconfigurable devices is then an at-
tractive possible solution. In this context, therefore, we also investigate new families of
multi-band waveguide filters that can be used to accommodate several pass bands in the
same filtering device. Furthermore, we also propose a new family of reconfigurable devices
with several discrete states that can be easily controlled remotely.
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Chapter 1

Introduction

1.1 Motivation

Waveguide technology is especially suitable for transmitting signals in communication
systems in which high power needs to be handled, and when low insertion losses are
required. Furthermore, past experience has shown that waveguide technology is indeed
the most appropriate for space applications, due to the extreme conditions that satellites
must endure both in the launch phase and in the operational phase in the intended orbit.

Besides, the increasing demand for more advanced communication systems with
wider channel bandwidths has recently motivated space companies to explore the use of
higher frequency bands (such as Ku, K, and Ka) that can easily accommodate higher
transmission rates [2].

However, the use of higher frequency bands poses a series of mechanical problems
when manufacturing waveguide devices, in particular with respect to waveguide filters. It
is, in fact, well known that as the frequency increases, the wavelength decreases, and the
physical size of the components becomes smaller. The two major implications are that
first, unwanted high power effects are more likely to appear [3, 4], and second, that the
devices become much more sensitive to errors in the manufacturing processes, since the
mechanical tolerances become significant with respect to the filters’ size.

Manufacturing errors are usually compensated using tuning elements in the filter
structure that need to be adjusted (or tuned) manually after the filter has been built.
In an industrial context, the filters are designed without tuning elements and then, a
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Chapter 1. Introduction

‘corrected’ version of the filters is manufactured. For example, in waveguide filters based
on resonators coupled with inductive irises, the resonators are pre-shortened and the
irises are pre-lengthened. This is an easy way to ensure that the target response can be
recovered by inserting the tuning screws a certain (and unknown) amount. Though this
is undeniably simple, this solution cannot always be used. It is therefore, necessary to
develop novel filter design and tuning strategies that include the presence of the tuning
elements from the very beginning of the filter design process.

Furthermore, manually tuning the filters after manufacturing is a time-consuming
task that generally requires extensive previous experience. Although many computer-
aided tools have indeed been developed to assist with the tuning process, tuning complex
filters remains today a very specialized skill. A simplification of this task would therefore
be very much appreciated.

A further consequence of the ever increasing demand for higher data rates is the
need for reconfigurable payloads. Reconfigurable payloads are, in fact, a must in order
to efficiently accommodate variable user needs. In this context, therefore, one possible
solution that is investigated in this thesis is the development of multi-function devices,
such multi-bandpass filters, or filters with a response that can be modified remotely.

1.2 Objectives

The main objective of this doctoral thesis is to provide solutions for the limitations des-
cribed in the previous section. In particular, we will discuss:

• A filter design and optimization strategy that includes all non-ideal factors (tuning
elements or round corners) in the final filter structure, so that we can obtain a high
yield and low cost manufacturing process. The optimization strategy is based on
the Space Mapping (SM) [1] and Aggressive Space Mapping (ASM) techniques [5].
The basis of SM is to use two simulation spaces: a fast but inaccurate model (coarse
model) and a slow and precise one (fine model), and to combine them efficiently in
order to get the best of these two worlds (or models). The benefit of the proposed
technique is that all non-ideal factors can be considered in the final electromagnetic
simulations without slowing down the whole design process.

The proposed optimization strategy has been applied to a variety of microwave filters
and devices, from in-line inductive waveguide filters to more complex structures like
filters based on dual-model coaxial resonators or multi-band filters. By using the
proposed design strategy, the whole design process has been sped up by a factor of
ten. The results of this part have been presented in [6].
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1.2 Objectives

• A novel systematic tuning procedure that can be successfully used also by inexpe-
rienced engineers. The proposed tuning procedure also exploits the computational
advantages of SM and ASM. It has been proved that is possible to establish a
mapping by simulation between a fast coarse model that does not include tuning
elements and a fine model that does. Furthermore, we have shown that such map-
ping can be effectively used later on when the real filter is being tuned.

In order to demonstrate the benefits of the proposed procedure, an in-line 6-pole
inductive filter has been tuned using several tuning methods. The results showed
that a filter with these characteristics can be tuned by anyone in less than five
minutes. The results of this part of the research have been presented in recognized
international conferences and journals [7], [8].

• Flexible filter topologies for the design of multi-band filters. We have also devel-
oped a folded manifold configuration that can be used to easily design multi-band
filters. The proposed filter topology is, in our opinion, the best approach to obtain
complex and scalable multi-band filters. Since the manifold is folded, we can easily
introduce cross-couplings in the filter channels we deem necessary. Furthermore,
since the filter is based on a manifold, the same well-known optimization strategy
discussed in [9] can be used in this case to obtain multi-band filters with as many
bands as necessary.

We have validated the proposed topology by designing and measuring a waveguide
tri-band filter with two transmission zeros (TZs) in each passband. The results have
been published in [10].

• Novel topologies for microwave filters with discrete reconfigurable states that can
can be easily controlled remotely. We will extend the use of the Modified Tuning
Pin (MTP) of the filter and switch shown in [11] to design a series of reconfigurable
devices.

Using these MTPs, we have successfully designed two reconfigurable filters with
three discrete states. Furthermore, we have also designed a novel diplexer with two
selectable states. We have manufactured and measured the first prototypes with
outstanding results.
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The remarkable feature of these reconfigurable devices is that, while other ap-
proaches require bulky and expensive mechanical switches, the MTPs can be used
to remotely select between the states with a few light-weight and low-cost servo-
motors.
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Chapter 2

State of the Art

After setting the general objectives of this doctoral thesis, it is important to examine what
has already been published in the technical literature in the subjects under investigation.
In this chapter, we will:

• Review the basic filter design process.
• Review two of the most powerful design techniques: Space Mapping (SM) and

Aggressive Space Mapping (ASM).
• Provide some general guidelines on how to manually tune a microwave filter and

review the Computer-Aided Design (CAD) techniques that have been used to facil-
itate this complex and time-consuming task.

• Examine the most commonly used techniques to design multi-band filters, and com-
pare their advantages and disadvantages.

• Finally, we will describe some of the currently available solutions for implementing
both continuously tunable and reconfigurable filters.

2.1 Basic filter design process

Microwave filters are normally designed in order to satisfy a list of specifications that
define the desired filter performance. The specifications can be generally classified as
follows:

• Performance: Central frequency of the filter, bandwidth, attenuation levels at
different frequencies, group delay variation, insertion loss, power handling, etc.

• Environment: Microwave filters must perform in a system that is designed to func-
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tion in a specific environment. For space applications, for instance, environmental
specifications may include temperature variations, maximum vibrations, outgassing,
high pressure conditions, etc.

• Footprint: A filter is normally a component of a more complex system. As a
consequence, there can be some specifications (or restrictions) regarding the filter’s
footprint, size, maximum weight, type of input and output connections, etc.

• Manufacturing: Each manufacturing process has a unique set of features. For
example, using milling will result in a filter structure with rounded concave cor-
ners because the cutting tool is cylindrical. This can have a major impact on the
performance of the filter and, therefore, the presence of rounded corners must be
included in the design of the filter. The final mechanical accuracy of the manufac-
turing process is also of key importance. If the mechanical accuracy is low, the filter
design will also need to include the presence of tuning elements that are needed to
compensate for the mechanical inaccuracy.

Table 2.1: Performance specifications for the given filter.

Central frequency (f0) 11 GHz
Bandwidth (BW ) 500 MHz

Return Loss 20 dB
Out-of-band Rejection at f0 ± 600 MHz 40 dB

Input/Output WR-75
Material Aluminum

TZs No
Topology Inline

Tuning Elements r = 1.6 mm

To continue our discussion, however, we now assume that the system engineer, con-
sidering the whole communication system, has already chosen the topology, the material,
and the input-output ports of the filter we need to design. Furthermore, the performance
specifications that this filter needs to satisfy are shown in Table 2.1 1. In this context,
therefore, a possible procedure that we can use to design this filter can be described as
follows [12], [13]:

1. Find a mathematical transfer function (Chebyshev, elliptic, etc.) that complies
with the specifications using the equivalent low-pass filter. In this particular case,
a Chebyshev transfer function of order N = 6 is enough to comply with the speci-
fications.

1This hypothetical filter has been chosen as a simple example so that we can describe the common
steps of any filter design procedure. The very same procedures are, in fact, valid and applicable also to
other arbitrarily complex filter structures.
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Figure 2.1: Low-pass prototype implemented with inverters.
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Figure 2.2: Band-pass filter implemented with inverters.

2. Obtain the lumped elements low-pass filter that provides the desired response using
the known formulas given in [14], [15], for instance. Fig. 2.1 shows a possible circuit
for the low-pass prototype using inverters and 1 H inductors.

3. Perform a frequency transformation to obtain the bandpass filter. Fig. 2.2 shows
the transformed circuit.

4. Obtain a distributed model of the filter based on transmission lines and inverters.
Fig. 2.3 shows the distributed model of the filter.

5. Optimize a fast, low precision waveguide model of the filter using, for instance, a
Multimode Equivalent Network (MEN) simulator [16] until the desired performance
is achieved. This model will not consider rounded corners or tuning elements in
order to minimize the computation time. The resulting filter is shown in Fig. 2.4.
This step can be performed using, for instance, the efficient procedure discussed
in [17].
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Figure 2.3: Distributed model with transmission lines and inverters.
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Figure 2.4: Low accuracy waveguide model.

Most CAD packages for designing microwave filters (such as Microwave Office
(MO), 3D Full-Wave EM Software Tool (FEST3D), CST Microwave Studio (CST)
or High-Frequency Structure Simulator (HFSS)) come with a built-in optimizer
where we can select several optimization algorithms to obtain the target per-
formance, like Gradient Descent, quasi-Newton algorithms like Broyden-Fletcher-
Goldfarb-Shanno (BFGS), other non-gradient based approaches like Simplex De-
scent, or even nature-inspired optimization algorithms such as Simulated Anneal-
ing, Genetic or Bat Algorithms [18–20]. Since the procedure described in [17] only
adjusts a few elements in each step, a gradient-based or a Simplex algorithm will
perform very well.

6. Finally, use successive direct electromagnetic optimizations of increasing accuracy
to obtain a high precision model that includes all the non-ideal manufacturing
details, such as rounded corners and tuning elements, as shown in Fig. 2.5.

Of the steps just described, the most time consuming is Step 6. This is because a
single Electromagnetic (EM) high precision simulation of a complex filter using a Finite
Element Method (FEM) solver can take hours. Even if the performance of the initial
model is relatively close to the desired one, the fine tuning of the filter via direct EM
optimization can take days (or even weeks) to be completed. Naturally, the situation can
be slightly better if we can use a more efficient high accuracy simulator like FEST3D. In
any case, the direct EM optimization of a microwave filter structure is always a very time
consuming task.

Fortunately, in 1994, Prof. John Bandler et al. proposed an elegant solution to
the problem of direct EM optimization of complex structures, namely, Space Mapping
(SM) [1].
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Figure 2.5: High accuracy waveguide filter that includes all the non-ideal manufacturing details.

2.2 Space Mapping

The basic idea behind SM is extremely simple. The method uses a fast, Low-Accuracy
(LA) software simulator or model, called the coarse model, and High-Accuracy (HA),
computationally time consuming software tool, which is called the fine model. In our
previous example, the model shown in Fig. 2.4, or the circuit shown in Fig. 2.3, could be
the coarse model and the one shown in Fig. 2.5 could be the fine model. The heart of
SM is to combine the best features of both domains, namely, the low computation time
of the coarse model and the precision of the fine model.

Suppose we are at the end of Step 5 of the filter design procedure we just described.
At this point, we already have the optimal dimensions of our coarse model, namely, the
N × 1 vector xcopt that contains the values of all the dimensions of the filter structure.
Suppose now that we call Rc(xcopt) the simulated response of our coarse model. Let us
also assume that the starting point for the fine model is the N×1 vector xf 1 and that the
performance of the fine model, given by Rf (xf 1), is far from the desired performance. In
mathematical terms we can write |Rf (xf 1)−Rc(xcopt)| > ε where ε is a prearranged small
number. Finally, and this is the power of SM, let us also assume that the dimensions of
both spaces can be linked with the following linear mapping:

xc = B · xf + C, (2.1)

where B is an N×N matrix and C is an N×1 vector. The question is: how do we obtain
the optimal dimensions of the fine model with the minimum number of evaluations of the
fine model? The answer to this question is what SM is all about. The SM procedure can
be described as follows:

27



Chapter 2. State of the Art

1. Optimize the coarse model until the initial (detuned) performance of the fine model
is matched, or equivalently, find xc1 so that |Rf (xf 1)−Rc(xc1)| << ε.

2. Slightly perturb the fine model around xf 1 to obtain a set of m points in the fine
domain (usually, m ≥ N). The set of fine model points can be written as:

Sf = {xf 1,xf 2, · · · ,xfm} (2.2)

3. Optimize the coarse model until the performance of the m points of fine model
are matched (|Rf (xf i) − Rc(xci)| << ε). The set of coarse model points can be
written as:

Sc = {xc1,xc2, · · · ,xcm} (2.3)

4. When we have m pairs of points, we can rewrite the system in eq. (2.1) as:

[xc1 xc2 · · · xcm] = [C(1) B(1)]

[
1 1 · · · 1

xf 1 xf 2 · · · xfm

]
(2.4)

5. Obtain the least-squares solution [21] for C(1) and B(1).
6. Obtain the next fine point as:

xfm+1 = B(1)−1(xcopt −C(1)) (2.5)

7. If the new fine model performance does not match the desired response, optimize
another instance of the coarse mode until the performance of the new fine model
is again recovered:

|Rf (xfm+1)−Rc(xcm+1)| << ε (2.6)

8. Add xcm+1 and xfm+1 to the system in eq. (2.4) and obtain the least-squares
solution for C(2) and B(2).

9. Obtain the next fine model point as:

xfm+2 = B(2)−1(xcopt −C(2)) (2.7)

10. Repeat the steps 7-9 until the desired performance is achieved for the fine model.

The beauty of SM is that the linear mapping between the domains is obtained with
a very low number of simulations in the time-consuming high precision model. As an
example, for an inductive waveguide filter of order 6, we may need to perform hundreds of
simulations in the coarse model, however we will only need to simulate the high precision
model 10 or 15 times. Fig. 2.6 shows a graphic view of the original SM method.

The SM procedure we just described assumes that there is a linear mapping between
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Figure 2.6: Original Space Mapping method [1].
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the coarse and the fine domains, however, that is not always the case. If the initial
performance of the fine model is highly detuned, SM may have problems in converging
to the desired solution.

An improved SM strategy, the so-called Aggressive Space Mapping (ASM), was
introduced in [22], [5]. ASM is, essentially, a reformulation of the original SM problem so
that a Quasi-Newton optimization method can be applied. The goal of ASM is to find xf

so that:

F(xf ) = P (xf )− xcopt = 0, (2.8)

where the mapping P (xf ) = xc is obtained optimizing the coarse model so that Rc(xc) =

Rf (xf ).

If we expand F(xf ) around the initial point (xf i) using a one-term Taylor expansion,
we obtain that:

F(xf i + ∆) ≈ F(xf i) + J(xf i)∆, (2.9)

where J(xf i) is the Jacobian of F evaluated at xf i. The goal is to find the value of ∆ so
that F(xf i + ∆) = 0:

0 = F(xf i) + J(xf i)∆ (2.10)

J(xf i)∆ = −F(xf i) (2.11)

∆ = −J(xf i)
−1F(xf i) (2.12)

And therefore, the next fine model evaluation must be:

xf i+1 = xf i + ∆ = xf i − J(xf i)
−1F(xf i) = xf i − J(xf i)

−1(xci − xcopt) (2.13)

Instead of estimating the Jacobian by finite differences, the method starts using the
identity matrix (I) as the initial point. The Jacobian is then updated after every iteration
using the well-known Broyden formula [23]. It is important to note that if the relation
between the spaces is linear:

P (xf ) = B · xf + C, (2.14)
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then the Jacobian of (2.8) is, indeed, equal to B.

J(xf ) =
∂F(xf )

∂xf

=
∂(P (xf )− xcopt)

∂xf

= B (2.15)

Due to the extreme simplicity, and the power clearly demonstrated in many cases,
the ASM has been extensively used by many engineers and researchers. There are indeed
countless filters in the literature that have been designed using an ASM-based procedure.
As an example, in [24] and [25], ASM was used to design inductive waveguide filters
manufactured with rounded corners. Furthermore, ASM has also been used to design
multiplexers based on dielectric resonators [26]. ASM has also been used to correct the
manufacturing deviations in circular-waveguide dual-mode filters [27, 28]. A great sum-
mary can be found in [29] and in [30], where the development of ASM has been tracked
in the last 20 years.

During the last few years, researchers have focused their attention on reducing the
number of iterations the original ASM method described in [22] requires. A significant
effort has been devoted to improve the parameter estimation to achieve a faster conver-
gence [31–33].

Recently, in [34] and [35], it was demonstrated that for resonant structures, an ASM
based design procedure may converge to the desired target performance in just one step,
independently of the number of variables involved in the optimization process (One-Step
ASM). Even though this last method has proved to be very effective for simple designs,
the efficiency of this approach decreases with the complexity of the filters. Specifically,
this method fails when the initial starting point is far from the target performance or when
the specifications of the filters are very demanding. In Chapter 3 of this thesis, we will
introduce a powerful and robust ASM-based design procedure that provides exceptional
results in these situations.

2.3 Filter tuning

As already mentioned in the introduction, every manufacturing process has specific limits
for the dimensional accuracy that it can deliver. A very high precision technique, such as
Electrical Discharge Machining (EDM), is able to manufacture pieces with an accuracy
of a few microns (0.5 - 10 µm). Standard milling, on the other hand, may produce errors
between 10 and 200 µm. Without a specific analysis, it is difficult to decide what level
of error can be tolerated by a given filter. For instance, a 15 µm deviation in any of the
filters that are discussed in this thesis would have a massive impact on their performance.
So, how should we proceed? There are two options:
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1. Use the most accurate, and normally, most expensive manufacturing technique
available [36].

2. Use a less accurate technique and add tuning elements to the filter, so that manu-
facturing errors can be compensated by manually tuning the filter.

Minimizing the costs is usually a must in the industrial production of microwave
filters, and thus, using a medium precision manufacturing technique along with tuning
elements is the most commonly used strategy to reduce the manufacturing cost of a
filter [12], [37].

However, it is important to remember that manually tuning a filter after it has been
manufactured is a complex task that, in most cases, requires a significant amount of time
and expertise [38]. There are, indeed, some guidelines in the technical literature on how
to perform this task [39,40], namely:

1. Adjust the tuning elements of the resonators. After this step, all cavities should
be resonating at the central frequency of the filter.

2. Adjust the in-line couplings and try to balance the S11 response of the filter.
3. Finally, adjust the cross-couplings.
4. Repeat these steps until convergence.

Despite these guidelines, the filter tuning process still remains a cumbersome task
for a novice tuner. For that reason, there are many computer-aided tools that have been
designed to help us with this task. Fuzzy logic was used in [41–43] to tune microwave
filters. Machine Learning (ML) techniques have also been developed to automatize the
tuning stage [44–47]. Other CAD techniques, like pattern search optimization [48] or
particle swarm optimization [49] have also been used for tuning purposes.

In the last decade, Space Mapping (SM) and its aggressive variant (ASM) have also
been successfully used for tuning microwave filters. For example, ASM was applied in [50]
to tune a varactor-based combline microstrip filter. Another example is [51], where ASM
was used to tune a four-pole inductive waveguide filter. Even though these ASM-based
approaches are very promising, they all have the same problem: either the mapping matrix
is estimated by finite differences at a very detuned initial point or not estimated at all,
which means that many ASM iterations are needed to tune the filter.

In Chapter 4, we will show how we can take advantage of different simulation mo-
dels to obtain a high quality mapping matrix that does not need to be updated, hence
considerably speeding up the whole tuning process.
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Figure 2.7: Circulator channel-dropping method. Fig. 1 (a) from [54].

2.4 Multi-band filters

The next technical subject discussed in this thesis is the design of filters that exhibit more
than one pass-band (multi-band) with a single waveguide structure. Multi-band filters are
an attractive approach to the implementation of complex satellite payloads [52, 53]. A
number of non-contiguous channels may be amplified at once and sent through the same
satellite beam to cover a specific area. Consequently, multi-band filters are required to
reject the interleaving channels.

The most common approaches to design multi-band filters are described in [54]. The
first possible solution is to use circulators to add or drop the channels as shown in Fig. 2.7.
Thanks to the circulators, the filters are completely isolated, which makes their design
extremely simple and modular. The disadvantages are the cost, insertion loss (IL) and
weight of the filter.

Another common approach is to cascade a bandpass filter and one (ore more) band-
stop filter(s) [55]. The advantages are the same as in the previous case, the design is
simple and modular. However, this approach requires a large footprint.

We can also use in-band transmission zeros (TZs) to divide a high order bandpass
filter in several lower order channels [56–58]. The footprint of this approach is not as
large as the ones from the previous solutions. However, if a wide separation between the
channels is required, this solution is not an option because the coupling levels usually
tend to be too large to be realized physically.

One of the most attractive approaches is to use resonators with multiple modes.
This approach provides the most compact solution. There are many examples in the
literature of dual and triple-mode resonators that have been used to implement multi-
band filters. Fig. 2.8 shows the equivalent circuit of the triple-mode resonator used in [54]
and [59] to design tri-band filters. In [60] and [61], for instance, a triple-conductor combline
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Figure 2.8: Equivalent circuit for a triple-mode resonator. TR stands for triple-mode resonator
(Fig. 2 from [54]).

Figure 2.9: A tri-band HTS filter employing the triplexer concept (Fig. 2 of [65]).

resonator was used to implement dual-band filters. A dual-mode filter structure was also
used to generate a dual-band filter in [62]. In [63], a new class of dual-band filters and
diplexers, based on dual-band resonators was also discussed. Finally, a novel configuration
of dual-band filters using side-coupled elliptical cavity resonators was reported in [64].
Although this approach seems very appealing, there is a major drawback: the difficulty
of implementing transmission zeros (TZs). Even though TZs have been introduced in
standard dual-mode filters with simple cross couplings [64], the same procedure has not
been demonstrated for multiple-mode resonator implementations of multi-band filters [54].

The last approach consists on using ordinary filters and to combine their inputs
and outputs to generate multi-band filters. There are, indeed, many multi-band filters
in planar technology that have been designed with this approach [65]. Fig. 2.9 shows a
tri-band HTS filter that was designed with this approach.

Even though this last approach provides the best behavior in terms of insertion
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Figure 2.10: Topology of the tri-band filter designed in [66].

loss and group delay, it is specially challenging for waveguide filters (since waveguides
are not as malleable as microstrip transmission lines). Recently in [66], it was shown
that the well-known multiplexer design technique described in [9] could be used to design
multi-band filters in a manifold configuration. It was demonstrated how three indepen-
dent filters could be combined using a double manifold to implement multi-band filters
(see Fig. 2.10). The disadvantages of this approach are that it is not possible to pro-
duce in-band transmission zeros and that the sizes of each of the filter channels must be
comparable.

In Chapter 5, we will show a novel topology based on a double manifold and folded
filters that overcomes all of the limitations mentioned above: it is possible to easily
produce in-band transmission zeros, and the order of the filter channels can be as different
as necessary. We believe that the topology we propose provides the best performance in
terms of flexibility and scalability.
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Figure 2.11: Cavitiy with two movable end walls (Fig. 1 of [69]).

2.5 Reconfigurable filters

Modern communication payloads are currently evolving toward systems that can provide
reconfigurable channels to adapt to variable customer demand. New tunable or reconfig-
urable filter structures are therefore of great interest and have been extensively researched.

One possibility to obtain continuously tunable filters is by changing the size of the
cavities. This has, in fact, been demonstrated in [67, 68], where they used two movable
cavity end walls to change the effective width of a resonant cavity as shown in Fig. 2.11.
In [69], the same approach was used to obtain a reconfigurable output multiplexer.

Another popular approach to design reconfigurable filers is to use metallic or di-
electric screws (or perturbations) to modify the electric field of a fixed resonator. In [70],
for instance, the maximum tuning range of filters in circular and rectangular waveguide
technology was explored using metallic screws. Furthermore, the tuning range of a waveg-
uide inductive filter was also studied using teflon rods [71]. Both [70] and [71] use tuning
elements both in the cavities and in the coupling apertures to change both the filter center
frequency, and the coupling levels (as shown in Fig. 2.12).

Instead of using classic coupling windows, a possible alternative is to use non-
resonating cavities [72], [73] (see Fig. 2.13). The resonant frequencies of these cavities are
outside of the filter range and thus, they act as impedance inverters. In this context, an
extensive review of tuning techniques has been recently discussed in [74].

The last common implementation of flexible input/output networks in communica-
tion payloads is to combine mechanical switches with microwave filters [12]. The switches
are mostly based on rotary systems [75] or use semiconductor technology or MEMS (mi-
croelectromechanical systems) [76]. In [77], RF-MEMS cantilever switches were used to
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Figure 2.12: Using teflon rods to modify the performance of a waveguide filter (Figs. 1 and 11
from [71]).
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Figure 2.13: Using non-resonanting cavities as coupling windows (Fig. 5 from [72]).

connect printed line sections placed over the side wall of a TE101 mode cavity to realize
an equivalent movable inner wall (see Fig. 2.14). The design of a four-channel switched
filter bank in the S- and C-band using p-i-n-diode switches was also described in [78].

Recently in [11], a new device that integrates the functions of a microwave filter and
a waveguide switch (F&S) was proposed. Fig. 2.15 shows an implementation of the F&S.
It simultaneously behaves as a three-pole filter and as a 1P3T (one-pole triple-throw)
switch. By inserting and removing the modified tuning pins (MTPs), the signal can be
remotely re-routed with simple servo-motors.

In Chapter 6, we will demonstrate how the same concept used in the F&S can be
applied to design complex reconfigurable filters and diplexers with discrete states. In
order to validate this approach, we have manufactured and measured several prototypes,
obtaining excellent results.

After this broad review of the state-of-the-art in different technical areas, we are now
ready to discuss in detail the novel contributions that are the result of the work carried
out in the context of this doctoral research activity.
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Figure 2.14: The MEMS-based tuning concept proposed in [77].

Figure 2.15: Topology of the F&S presented in [11]. Left: F&S. Right: Modified tuning pins
(MTPs).
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Chapter 3

Efficient Microwave Filter Design
Procedures Based on Aggressive Space

Mapping

In this chapter, we will discuss the results obtained during our investigation in the area
of advanced design procedures for microwave filters. It is important to note that some
of the results that we discuss have already been presented at the European Microwave
Conference in 2020:

• J.C. Melgarejo, M. Guglielmi, S. Cogollos and V. Boria, "An efficient microwave
filter design procedure based on space mapping", in 2020 50th European Microwave
Conference (EuMC), Jan. 2021, pp. 743-746.

Ever since Space Mapping (SM) and Aggressive Space Mapping (ASM) were in-
troduced by Prof. Bandler, they have indeed been very widely used for the design of
microwave filters [1, 5, 21, 22, 24, 30, 79–82]. As it was explained in Chapter 2, the key of
SM is to use two simulation models (or spaces): a coarse and a fine model. The coarse
model is inaccurate but fast and the fine model is precise but slow. SM combines the best
features of both spaces, so that most simulations are carried out in the computationally
inexpensive model, and the precise model is exclusively used for validation purposes.

Recently, in [34] and [35] it was shown that for resonant structures, an ASM based
optimization procedure can converge to the desired target performance in just one step,
independently of the number of variables involved in the optimization process. This
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Figure 3.1: Three-pole filter structure.

approach is referred to as One-Step ASM (OS-ASM). Due to the importance of these
results in the context of this thesis, we find it appropriate to give further details about
the OS-ASM technique.

3.1 Efficient Implementation of OS ASM: the Step-by-Step ASM

3.1.1 One-Step ASM

In the special case where the coarse and fine models belong to the same physical domain
(for example, if they both are waveguide models), the matrix B can be very well approx-
imated by the identity matrix. An explanation of this remarkable finding was provided
in [35] in terms of cavity perturbation theory [83]. In this section, we will verify that same
finding by finite differences for the simple three-pole inductive filter shown in Fig. 3.1 (see
Table 3.1 for the dimensions of the filter).

Let us now simulate the performance of this filter with a MEN simulator (FEST3D)
using two different accuracy setups. The first one will be a low accuracy (LA) setup,
using the following set of computational parameters:

• Accessible modes = 4
• Number of basis functions = 12
• Green’s function terms = 120
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Table 3.1: Dimensions of the three-pole symmetric filter. All apertures have a length of 3 mm
and all cavities have a width of 19.05 mm. The dimensions that are given are the lengths
of the cavities and the widths of the irises.

Element Dimension (mm)
Iris 1 10.9849

Cavity 1 15.1736
Iris 2 7.8713

Cavity 2 16.8996

Table 3.2: Dimensions of the three-pole symmetric filter for the HA model. All apertures have
a thickness of 3 mm. All cavities have a width of 19.05 mm. The dimensions given are the
lengths of the cavities and the widths of the irises.

Element Dimension (mm)
Iris 1 10.9778

Cavity 1 15.1718
Iris 2 7.8647

Cavity 2 16.9001

A detailed explanation of the meaning of these parameters can be found in [16].
Using this setup, the simulation takes less than 0.08 s. The second setup will be a high
accuracy (HA) setup, with the following computational parameters:

• Accessible modes = 50
• Number of basis functions = 150
• Green’s function terms = 1500

The HA model will still be relatively fast, it runs in less than 1.05 s. Naturally, since
the models use different setups, their performances will not be identical. To continue, we
will now optimize the dimensions of the HA model to recover the performance of the LA
model. Table 3.2 shows the dimensions of the HA model and Fig. 3.2 shows their two
identical (aligned) responses.

According to [35], the mapping matrix between the domains could be very well
approximated by I. Let xca and xf a indicate the aligned waveguide dimensions of the
coarse and fine model, respectively. The relation between the spaces in the vicinity of
xca and xf a can be approximated by:

xf a = B · xca + C, (3.1)

Let us simulate 4 points (xf i) that are close to xf a. By optimization of the coarse
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Figure 3.2: Aligned responses of the LA and HA models.

model, we can find the equivalent points (xci) so that Rc(xci) = Rf (xf i). Then, it is also
true that:

xf i = B · xci + C, ∀i = 1, 2, 3, 4 (3.2)

Computing the differences between eq. (3.1) and eq. (3.2) we obtain:

∆f i = B ·∆ci, ∀i = 1, 2, 3, 4 (3.3)

where ∆f i and ∆ci are, respectively, xf a − xf i and xca − xci. The previous matrix
system can be easily solved for B, thereby obtaining:

B =


0.9442 −0.0614 0 0

0.048 1.0513 −0.0097 0

0 −0.0078 0.9898 0.0072

0 0 −0.014 0.9851

 ≈ I (3.4)

As we can clearly see from the result given above, it is indeed true that the matrix
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Figure 3.3: Three-pole filter structure with rounded corners.

B can be approximated by the identity matrix. This is not a surprise since the models
are geometrically identical. However, it turns out that the previous approximation is still
valid even if the fine model is slightly different from the coarse model. To prove this, let
us take now the dimensions given in Table 3.1, and round the corners of all the cavities
(see Fig. 3.3).

If we simulate the structure shown in Fig. 3.3 in a high precision simulator, we will
mainly see a frequency shift due reduction of the volume of each cavity. We will then use
the LA model from Fig. 3.1 to match the performance of the fine model. Fig. 3.4 shows
the two aligned responses.

If we now repeat the same process as in Eq. (3.1)-(3.3), we can obtain the B matrix
that relates the two domains, namely:

B =


1.0348 0 0 0

0 1.0192 0.0016 0

0 −0.0036 0.9944 0

0 0 0.012 1.0157

 ≈ I (3.5)

As we can see, even if the coarse and fine models have small differences (in this
case the fine model includes rounded corners) the matrix that links the spaces can still be
very well approximated by the identity matrix. This result has a massive impact in the
overall time required to perform ASM. As an illustration, let us now consider a simple
example: the design of a filter as the one shown in Fig. 3.3. The design procedure will
be as follows:
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Figure 3.4: Aligned responses of the LA (Fig. 3.1) and HA models (Fig. 3.3).

1. Obtain the optimal solution (xcopt) using the coarse model shown in Fig. 3.1.
2. Take those dimensions, add the non-ideal factors (round corners) and simulate the

structure with a high precision simulator (the fine model). Let us refer to the fine
dimensions as xf 1.

3. Optimize the coarse model until the performance of the fine model has been
matched (as in Fig. 3.4). We will refer to these dimensions as xc1.

4. Set the next fine model dimensions to:

xf 2 = xf 1 + B · (xcopt − xc1) ≈ xf 1 + (xcopt − xc1) (3.6)

5. After only one iteration, we obtain the desired performance in the fine domain. As
we can see from Fig. 3.5, using only two fine model evaluations, the response of
the fine model is indistinguishable from the desired target.
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Figure 3.5: OS-ASM process to design the filter shown in Fig. 3.3

3.1.2 Step-by-Step ASM

OS-ASM has proved to be extremely powerful for situations where the initial performance
of the fine model is relatively close the desired one. However, for more complex filters,
the initial performance of the fine model can be very far from the desired target. In this
case, the optimizer can very easily get lost during the optimization process.

As a very effective remedy, in this chapter we propose a novel and robust ASM-based
technique, namely, the Step-by-Step ASM procedure. The Step-by-Step method that we
propose combines the segmentation strategy described in [17] with the power of OS-ASM.
The basic idea is to optimize a reduced number of elements at a time, thereby reducing
the optimization space from N to two or three parameters at most. The procedure goes
as follows:

1. Optimize the dimensions of the coarse model until the target performance has been
obtained.

2. Simulate the first three elements of the optimized coarse model (Fig. 3.6, left).
The simulation of this reduced structure will provide the target response that the
reduced fine model (Fig. 3.6, right) needs to match. Instead of optimizing the fine
model until the response matches the performance of the coarse model (which is
what was originally proposed in [17]), we will now exploit the power of OS-ASM.
To do that, we will now optimize the reduced coarse model until the performance
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Figure 3.6: Left: First three elements of the coarse model. Right: First three elements of the
fine model.
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Figure 3.7: Performance of the reduced fine and coarse models after only one ASM iteration.

of the reduced fine model is matched:

Rc(xc1) = Rf (xf 1), (3.7)

and then we will modify the dimensions of the reduced fine model according to:

xf 2 = xf 1 + (xcopt − xc1) (3.8)

Due to the small number of parameters involved (three elements), the reduced fine
model will provide the same target response in one iteration. Fig. 3.7 shows the
performances of the fine and coarse models after one ASM iteration.

3. Add the next tuple of elements, that is, the next resonator and aperture to the
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Figure 3.8: Left: Second reduced fine model. Right: Second reduced coarse model.
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Figure 3.9: Performance of the reduced fine and coarse models after only one ASM iteration.

fine model and repeat the previous process (see Fig. 3.8). Since the first three
elements have already been optimized in the previous step, in most cases, it will
not be necessary to readjust them. For the same reason as before, we will recover
the target performance in one ASM iteration as shown in Fig. 3.9

4. Finally, duplicate the last reduced fine model to obtain the filter1. In this simple
example, the response of the filter after this step matches exactly the target per-
formance. However, in general, we will have to repeat another OS-ASM iteration
considering all design parameters.

The advantages of Step-by-Step ASM are not yet visible. If anything, it seems
that there are unnecessary steps that slow down the design process. However, it is very

1This is due to the geometrical symmetry of the filter.
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Table 3.3: Accuracy settings used for the 6-pole inductive filter.

Coarse Model
Simulator FEST3D

Accessible modes 10
Number of basis functions 30
Green’s function terms 300

Fine Model
Simulator CST Microwave Studio
Solver Frequency Domain Solver

Frequency Sweep General Purpose
Mesh refinement 11 GHz
Error Threshold 0.005

Maximum number of iterations 20

important to note that this is an unrealistically simple filter. In the remainder of this
chapter, we will compare the performance of One-Step ASM and Step-by-Step ASM for
four different filters, and we will see that the technique that we propose can achieve the
desired target performance significantly faster, especially in the most complex cases.

3.2 Design of a 6-pole inductive filter

We will start the comparison with one simple case: the 6-pole inductive waveguide filter
shown in Fig. 3.10. The filter is centered at 11 GHz and has a bandwidth of 500 MHz.

A commonly used strategy to reduce the overall cost of a filter is to use a medium
precision manufacturing technique (like H-plane milling) along with tuning elements that
can be adjusted to compensate for the manufacturing errors. The final simulations must
then include a 2 mm curvature radius in all concave corners. The final model must also
consider tuning elements (in this case, with a radius of 1.6 mm) set at a fixed depth of
1 mm. This depth is chosen to allow for bidirectional adjustments after manufacturing
the prototype.

We will use two simulation tools: FEST3D and CST Microwave Studio. For the
coarse model(s) we will use FESTD using a low accuracy setting. For the fine model(s)
we will use CST. Table 3.3 shows the settings for each EM simulator.
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3.2 Design of a 6-pole inductive filter

Figure 3.10: Final model used for the 6-pole inductive filter that includes all the non-ideal
manufacturing details (fine model).

Figure 3.11: Coarse model used for the 6-pole inductive filter.

3.2.1 One-Step ASM

The coarse and fine models used in the One-Step ASM technique are shown in Figs. 3.11
and 3.10, respectively. The design process for this filter using One-Step ASM is as follows:

1. Optimize the dimensions of the coarse model (xcopt) until the desired performance
is obtained. The parameters that are optimized are the widths of the apertures
and the lengths of the cavities.

2. Use the dimensions of the coarse model as a starting point for the fine model, that
is:

xf 1 = xcopt (3.9)

Fig. 3.12 shows the performance of the fine model compared to its target. It is
important to note that the fine model includes also rounded corners and tuning

51



Chapter 3. Efficient Microwave Filter Design Procedures Based on Aggressive Space Mapping

10.5 10.6 10.7 10.8 10.9 11 11.1 11.2 11.3 11.4 11.5
−60

−40

−20

0

Frequency (GHz)

S
-P
ar
am

et
er
s
(d
B
)

S11 - Opt. LA (xcopt) S21 - Opt. LA (xcopt)

S11 - Initial HA (xf 1) S21 - Initial HA (xf 1)

Figure 3.12: Optimized performance of the coarse model and initial fine model’s response.

elements.
3. Optimize a new instance of the coarse model until the response of the fine model

is recovered:
Rc(xc1) = Rf (xf 1) (3.10)

4. Set the fine model’s dimensions to:

xf 2 = xf 1 + B · (xcopt − xc1) ≈ xf 1 + (xcopt − xc1) (3.11)

It is important to note than even if the fine model includes rounded corners and
tuning elements, we can still approximate B with the identity matrix. The per-
formance of the fine model as compared to its target is shown in Fig. 3.13. Even
though the response is objectively much closer to the target than before, the filter
is still detuned.

5. Repeat the previous steps as many times as necessary. In this case, three iterations
are needed to obtain the desired response. Fig. 3.14 shows the performance of the
fine model in each iteration.

For the 6-pole inductive filter, four ASM iterations were needed to achieve the desired
performance. The computation time required can be obtained with the following formula:
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Figure 3.13: Performance of the fine model after one iteration compared to the target response.
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Figure 3.14: One-Step ASM process to fine tune the filter.

53



Chapter 3. Efficient Microwave Filter Design Procedures Based on Aggressive Space Mapping

Figure 3.15: Left: First three elements of the coarse model. Right: First three elements of the
fine model.

Time = TF · (NI + 1) + TC · AI ·NI = 11 min. 35 s. (3.12)

where TF and TC are, respectively, the computation time of the fine and coarse
model, NI is the number of ASM iterations, and AI is the average number of simulations
performed by the Simplex algorithm to recover each of the fine model responses.

3.2.2 Step-by-Step ASM

The Step-by-Step procedure for the 6-pole inductive filter is as follows:

1. Optimize the dimensions of the coarse model (xcopt) until the desired performance
is obtained. The parameters that are optimized are the widths of the apertures and
the lengths of the cavities. This step is the same as the first step of the previous
procedure.

2. Simulate the first three elements of the optimized coarse model (Fig. 3.15, left).
The result obtained will provide the target response that the same three elements
of the fine model (Fig. 3.15, right) need to match. Optimize the reduced coarse
model until the performance of the reduced fine model is matched:

Rc(xc1) = Rf (xf 1), (3.13)

and then, modify the dimensions of the reduced fine model according to:

xf 2 = xf 1 + (xcopt − xc1) (3.14)

After only one ASM iteration, the reduced fine model provides exactly the target
performance (see Fig. 3.16). It is important to note that there are only three
parameters that are being optimized in the coarse model: the widths of the first
two apertures and the length of the first cavity.
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Figure 3.16: Performance of the reduced fine and coarse models after only one ASM iteration.

Figure 3.17: Left: Second reduced fine model. Right: Second reduced coarse model.

3. Add the next two elements (the next cavity and iris) to the reduced fine model (see
Fig. 3.17, left). We will use the reduced coarse model shown in Fig. 3.17, right, to
recover the performance of the fine model. It is important to note that the variables
we optimized in the previous step are now fixed. The only parameters we have to
optimize in this stage are the newly added cavity and iris. As it happened in the
previous case, one ASM iteration is enough to achieve the desired performance for
the high precision model (see Fig. 3.18).

4. We will repeat the last step until we have obtained the dimensions of half of the
filter. Then, we will simply apply symmetry to obtaining the structure shown in
Fig. 3.10. At this point, we will use the original coarse model to recover the fine
model’s response. Since the non-ideal factors have been considered in the previous
steps, the first high accuracy simulation of the filter will already be very close to
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Figure 3.18: Performance of the second reduced fine and coarse models of Fig. 3.17 after only
one ASM iteration.

the target (see Fig. 3.19). One OS-ASM iteration will be enough to obtain the
desired performance.

The filter was manufactured and measured (see Fig. 3.20) with excellent results.
The key feature of the procedure we have just described is that the non-ideal factors are
introduced step by step in the different stages, and each optimization stage involves only
a reduced number of variables. This technique has two advantages as compared to the
previous one:

• Since there are, at most, only three parameters to optimize, the number of simula-
tions needed to recover each fine model’s response is greatly reduced.

• The reduced optimization space also makes this method very robust against local
minima.

The overall time required to design the 6-pole inductive filter using this approach
can be computed as:

Time =

Stages∑
i=1

TCi · Ii + 2 · TFi = 6 min. 20 s. (3.15)

where TFi and TCi represent, respectively, the computation time of the fine and
coarse models in each stage of the procedure, and Ii indicates the number of simulations
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Figure 3.19: Performance of the fine model after duplicating half of the structure.
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Figure 3.20: Measured performance of the 6-pole inductive filter compared to the target per-
formance.
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Table 3.4: Performance of both design methods for the in-line 6-pole waveguide filter.

One-Step ASM Step-by-Step ASM
TC 0,23 s. TC1 0,1 s. TF1 19 s. I1 56
TF 61 s. TC2 0,11 s. TF2 33 s. I2 71
NI 4 TC3 0,13 s. TF3 41 s. I3 78
AI 424 TC4 0.26 s. TF4 61 s. I4 212
Time 11 min. 35 s. Time 6 min. 20 s.

Figure 3.21: Final model used for the 6-pole waveguide filter with one cross-coupling that
includes all the non-ideal manufacturing details (fine model).

performed by a Simplex algorithm to recover each of the fine model’s responses. The
same result has been obtained 1,83 times faster than with the One-Step ASM approach.
Table 3.4 shows the detailed performance of each procedure.

3.3 Design of a folded 6-pole filter with a cross-coupling

The next case study is shown in Fig. 3.21. It is a more complex folded 6-pole filter
with a capacitive cross-coupling. The capacitive coupling between resonators two and five
introduces two transmission zeros, one below and one above the pass-band. This filter is
centered at 11 GHz and has bandwidth of 200 MHz.

This filter will also be manufactured by H-plane milling in three pieces (a body and
two covers). The fine model must, therefore, include rounded corners (2 mm radius) in
all concave corners. It must also include tuners (0.9 mm radius) set at a fixed depth of
1 mm.
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Table 3.5: Accuracy settings used for the folded 6-pole filter.

Coarse Model
Simulator FEST3D

Accessible modes 10
Number of basis functions 30
Green’s function terms 300

Fine Model
Simulator CST Microwave Studio
Solver Frequency Domain Solver

Frequency Sweep General Purpose
Mesh refinement 11 GHz
Error Threshold 0.005

Maximum number of iterations 20

3.3.1 One-Step ASM

The coarse model used in the One-Step ASM procedure is an ideal waveguide model of
the filter with sharp 90o corners, and without tuning elements, as shown in Fig. 3.22.
The simulator used for the coarse model is FEST3D with the setup shown in Table 3.5.

The coarse model only considers 10 accessible modes. However, in the capacitive
cross-coupling, many higher order modes are excited and thus, there is a significant dif-
ference between the performance of the coarse model and the response that the same
structure would provide if simulated in CST with a high precision setup (see Table 3.5 for
the details). As a consequence, if we tried to consider all non-ideal elements at once in the
fine model, recovering its performance with the coarse model would be rather difficult. It
is, therefore, necessary to divide the One-Step ASM procedure into three different steps.

1. The first step consists in obtaining a high precision model with sharp 90o corners
and without tuning elements. Three ASM iterations are required to recover the tar-
get performance, as shown in Fig. 3.23. The parameters that are being optimized
are the lengths of the resonators, and the widths of the apertures.

2. We then can add the tuning elements to the fine model (see Fig. 3.24) and repeat
the same ASM process. After three ASM iterations, both models provide the same
performance (see Fig. 3.25).

3. Finally, we can add the rounded corners to the fine model obtaining the final
model shown in Fig. 3.21. At this stage, 2 ASM iterations are needed to obtain
the desired performance as indicated in Fig. 3.26.
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Figure 3.22: Coarse model used for the 6-pole waveguide filter with one cross-coupling. This
model includes neither rounded corners nor tuning elements.
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Figure 3.23: One-Step ASM process to obtain the desired performance in the high precision
model with sharp 90o corners without tuning elements.
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3.3 Design of a folded 6-pole filter with a cross-coupling

Figure 3.24: Fine model used for the second One-Step ASM stage. This model includes tuning
elements and it is simulated with CST Microwave Studio.
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Figure 3.25: One-Step ASM process to obtain the desired performance in the high precision
model with sharp 90o corners and tuning elements.

61



Chapter 3. Efficient Microwave Filter Design Procedures Based on Aggressive Space Mapping

10.75 10.8 10.85 10.9 10.95 11 11.05 11.1 11.15 11.2 11.25
−100

−80

−60

−40

−20

0

Frequency (GHz)

S
-P
ar
am

et
er
s
(d
B
)

S11 - Iter. 0 (Fine) S21 - Iter. 0 (Fine)

S11 - Iter. 2 (Fine) S21 - Iter. 2 (Fine)

S11 - Target (Coarse) S21 - Target (Coarse)

Figure 3.26: One-Step ASM process to obtain the desired performance in the high precision
model with rounded corners and tuning elements.
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3.3 Design of a folded 6-pole filter with a cross-coupling

Figure 3.27: First three elements of the first reduced model for the 6-pole folded filter. Left:
Coarse. Right: Fine.

The overall time required to design the 6-pole folded filter using this approach can
be computed as:

Time =

Stages∑
i=1

TCi · AIi ·NIi + (NIi + 1) · TFi = 1 h. 51 min. (3.16)

3.3.2 Step-by-Step ASM

We will now use the Step-by-Step procedure. The steps are as follows:

1. Start with reduced fine and coarse models (see Fig. 3.27) that only include the
first three elements of the filter. After only one ASM iteration, both models will
provide the same performance, as shown in Fig. 3.28.

2. Add a the next resonator and aperture and repeat the process. Fig. 3.29 shows
the performance of the fine and coarse models after one ASM iteration.

3. Add the next resonator and aperture to the reduced fine model (see Fig. 3.30, left)
and repeat the ASM process with the reduced coarse model shown in Fig. 3.30,
right, to obtain the target response. As in the previous cases, one ASM iteration
is enough to achieve the target performance, as shown in Fig. 3.31.

4. At this point, we must duplicate the fine model and add the capacitive cross-
coupling, obtaining the model shown in Fig. 3.21. We will then perform one ASM
iteration to recover the desired performance (see Fig. 3.32). It is important to
note that even if the initial performance is far from the desired one, we are only
optimizing two variables: the width of the capacitive aperture and the length of
the resonators it is connected to. After this step, the performance of the filter is
already very close to the target performance.

5. After only four ASM iterations with, at most, 3 variables, the performance of the
fine model is extremely close to the target response. The performance is so close
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Figure 3.28: Performance of the first reduced fine and coarse models after only one ASM
iteration.
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Figure 3.29: Performance of the second reduced fine and coarse models after only one ASM
iteration.
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3.3 Design of a folded 6-pole filter with a cross-coupling

Figure 3.30: Third reduced model for the 6-pole folded filter. Left: Fine. Right: Coarse.
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Figure 3.31: Performance of the reduced fine and coarse models after only one ASM iteration.
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Figure 3.32: Performance of the fine model after one ASM iteration.

to the target that we could actually manufacture the filter as is. However, we will
perform an additional ASM iteration considering all the parameters so that the
performance of the fine model matches exactly our target (see Fig. 3.33).

The filter has then been manufactured and measured (see Fig. 3.34) with excellent
results.

The overall time required to design the 6-pole folded filter using this approach can
be computed as:

Time =

Stages∑
i=1

TCi · Ii + 2 · TFi = 17 min. 30 s. (3.17)

The same result has been obtained 6.3 times faster than with the One-Step ASM
approach. Table 3.6 shows the time parameters of each procedure.

66



3.3 Design of a folded 6-pole filter with a cross-coupling

10.75 10.8 10.85 10.9 10.95 11 11.05 11.1 11.15 11.2 11.25
−100

−80

−60

−40

−20

0

Frequency (GHz)

S
-P
ar
am

et
er
s
(d
B
)

S11 (dB) - Target S21 (dB) - Target

S11 (dB) - Fine model S21 (dB) - Fine model

Figure 3.33: Last ASM iteration considering all design parameters.
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Figure 3.34: Measured performance of the 6-pole folded filter compared to its target perfor-
mance.
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Table 3.6: Performance of both design methods for the folded 6-pole waveguide filter with a
capacitive cross-coupling.

One-Step ASM Step-by-Step ASM
TC1 0,26 s. TF1 173 s. AI1 2314 NI1 3 TC1 0,1 s. TF1 19 s. I1 66
TC2 0,26 s. TF2 181 s. AI1 2273 NI1 3 TC2 0,11 s. TF2 47 s. I2 82
TC3 0,26 s. TF3 194 s. AI1 2082 NI1 2 TC3 0,12 s. TF3 91 s. I3 127

TC4 0.26 s. TF4 194 s. I4 91
TC5 0,26 s. TF5 194 s. I5 384

Total 1 h. 51 min. Total 17 min. 30 s.

3.4 Design of a folded 4-pole filter with a cross-coupling

We will now demonstrate the same procedure for a different filter of a similar complexity
as the on shown in Fig. 3.35. This is a 4-pole single-mode quadruplet filter of the same
kind that the ones used to design the diplexer described in [84]. It is centered at 19.8 GHz
and it has a bandwidth of 200 MHz. Since the filter will be manufactured by standard
milling, the high precision model must include rounded corners (2 mm. radius). This
filter, however, does not include tuning elements. Fig. 3.36 shows the target performance
for the filter.

The settings we will use for each of the coarse and fine models are similar to the
ones we used for the previous cases (see Table 3.7 for more details). The variables to be
optimized are:

• The lengths of the resonators.
• The widths of the inductive apertures.
• The position of the capacitive cross-coupling.

We could have kept the cross-coupling at the center of the first resonator and opti-
mized its width. However, that would have led to an unrealizable narrow window. Instead,
we fixed its width to 2 mm and optimized its location (or offset) to change the coupling
level.

3.4.1 One-Step ASM

The coarse model that we used for the OS-ASM procedure is shown in Fig. 3.37. Following
the same strategy we used for the folded 6-pole filter, we will perform the OS-ASM in two
steps:

1. The first step consist in obtaining the desired performance using a high precision
model with sharp 90o corners. After two ASM iterations, the first high precision
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Figure 3.35: Final model used for the 4-pole single-mode quadruplet filter.
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Figure 3.36: Target performance for the 4-pole single-mode quadruplet filter.
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Table 3.7: Accuracy settings used for the 4-pole single-mode quadruplet filter.

Coarse Model
Simulator FEST3D

Accessible modes 10
Number of basis functions 30
Green’s function terms 300

Fine Model
Simulator CST Microwave Studio
Solver Frequency Domain Solver

Frequency Sweep General Purpose
Mesh refinement 19.8 GHz
Error Threshold 0.005

Maximum number of iterations 20

Figure 3.37: Coarse model used for the 4-pole single-mode quadruplet filter.
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Figure 3.38: Performance of the high precision model with sharp 90o corners after two ASM
iterations.

model provides the desired performance (see Fig. 3.38).
2. We can now add the round corners to the fine model, obtaining the structure shown

in Fig. 3.35. Since the initial performance of the model is very far from the desired
target, we now need to perform five ASM iterations in order to recover the desired
performance (see Fig. 3.39).

The overall time required to design the 4-pole single-mode quadruplet filter using
this approach can be computed as:

Time =

Stages∑
i=1

TCi · AIi ·NIi + (NIi + 1) · TFi = 8 h. 33 min. 16s. (3.18)
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Figure 3.39: Performance of the high precision model with round corners after five ASM
iterations.

3.4.2 Step-by-Step ASM

The design process for the quadruplet using the Step-by-Step approach is as follows:

1. Start with the reduced fine and coarse models shown in Fig. 3.40 that only include
the first three elements of the filter. After only one ASM iteration, both models
will provide the same performance, as shown in Fig. 3.41.

2. Add then the next two elements of the filter: the second cavity and the third
aperture. Fig. 3.42 shows the fine and coarse models used at this stage. After
one ASM iteration with two parameters, both models provide essentially same
performance (see Fig. 3.43).

3. At this point we can duplicate the fine model and add the capacitive coupling
obtaining the structure shown in Fig. 3.35. After one ASM iteration with two
parameters (the position (or offset) of the capacitive coupling and the length of
the resonators connected to it), the performance of the model is very close to the
target.

4. A final ASM iteration using the models shown in Figs. 3.37 (coarse) and 3.35
(fine) is then performed to obtain the desired target performance. Fig. 3.44 shows
the final response of the filter.
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Figure 3.40: First three elements of the first reduced model of the quadruplet. Left: Fine.
Right: Coarse.
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Figure 3.41: Performance of the reduced fine and coarse models after only one ASM iteration.
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Figure 3.42: Second reduced model for the quadruplet. Left: Fine. Right: Coarse.
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Figure 3.43: Performance of the second reduced fine and coarse models after only one ASM
iteration.
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Figure 3.44: Performance of the high precision model compared to its target.

Table 3.8: Performance of both design methods for the quadruplet.

One-Step ASM Step-by-Step ASM
TC1 6.1 s. TF1 65 s. AI1 675 NI1 2 TC1 3.09 s. TF1 25 s. I1 63
TC2 6.1 s. TF2 83 s. AI1 717 NI1 5 TC2 4.57 s. TF2 63 s. I2 87

TC3 5.4 s. TF3 75 s. I3 91
TC4 6.1 s. TF4 83 s. I4 215

Total 8 h. 33 min. 16 s. Total 48 min. 7 s.

The overall time required to design the 4-pole quadruplet is computed as:

Time =

Stages∑
i=1

TCi · Ii + 2 · TFi = 48 min. 7 s. (3.19)

The Step-by-Step ASM has reached the target performance 10.6 times faster than
OS-ASM. Table 3.8 shows the detailed performance of each procedure.
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Figure 3.45: Initial model of the 5-pole filter with sharp 90o corners and without tuning
elements (Fig. 1 from [85]). Note that the cylinder orthogonal to the post is used to
couple the modes of the dual-mode resonator.

3.5 Design of a 5-pole filter based on dual-mode coaxial resonators

The last case study is a symmetric 5-pole band-pass filter based on dual-mode coaxial
resonators [85]. Fig 3.45 shows the topology of the filter. There are two modes resonat-
ing in the first and last cavity: the second resonance of the re-entrant post and the first
resonance of the rectangular cavity (the metallic enclosure). The filter has been manufac-
tured using milling. The final model must therefore include round corners with a radius of
2 mm. It must also include tuning elements (0.9 mm radius) that are set at a fixed depth
of 1 mm. Fig. 3.46 shows the the final (fine) model of the filter. The filter is centered at
10 GHz and has a bandwidth of 300 MHz. Fig. 3.47 shows the desired target response.

The variables that are optimized are (see Fig. 3.48):

• Lengths of the cavities.
• Widths of the irises (their thickness is fixed to 2 mm).
• Height of the re-entrant post (hs).
• Height and offset of the cylinder that couples the modes (ha and la).
• Offset of the coaxial input/output (lc).
• Length of the probe from the coaxial connector to the post (lp).

The coarse model is simulated with FEST3D with a precision setting similar to the
one of the previous examples. The high precision model is again simulated with CST.
Table 3.9 shows the simulation setups used for each case.
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Figure 3.46: Final model of the 5-pole filter with round corners and tuning elements (Fig. 26
from [85]).
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Figure 3.47: Target performance for the 5-pole filter based on dual-mode coaxial resonators.
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Figure 3.48: Dimensions that are optimized in the design process (Fig. 15 from [85]).

Table 3.9: Accuracy settings used for the 5-pole filter based on dual-mode coaxial resonators.

Coarse Model
Simulator FEST3D

Accessible modes 10
Number of basis functions 30
Green’s function terms 300
General Cavity’s Solver: BI-RME 3D RWG
Maximum Frequency: 60 GHz

Fine Model
Simulator CST Microwave Studio
Solver Frequency Domain Solver

Frequency Sweep General Purpose
Mesh refinement 19.8 GHz
Error Threshold 0.005

Maximum number of iterations 20
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Figure 3.49: Fine model of the filter using tuning elements.

3.5.1 One-Step ASM

The One-Step ASM procedure for this particular filter is as follows:

1. Since the coarse model simulation in this case is relatively accurate, we can try
directly to introduce the tuning elements in the fine model (see Fig. 3.49). After
three ASM iterations, both models provide a very similar response (see Fig. 3.50).

2. We can now add the rounded corners to the fine model (obtaining the structure
shown in Fig. 3.46) and repeat the OS-ASM process. After three ASM iterations,
the desired performance is recovered (see Fig. 3.51).

The overall time required to design the 5-pole filter based on dual-mode coaxial
resonators using this approach can be computed as:

Time =

Stages∑
i=1

TCi · AIi ·NIi + (NIi + 1) · TFi = 19 h. 22 min. 28s. (3.20)

It is important to note that the coarse model is particularly slow due to the presence
of the re-entrant posts in the first and last cavity and thus, each ASM recovery takes a
long time.

3.5.2 Step-by-Step ASM

In this case, the segmentation of the problem into smaller optimization spaces is more
challenging. This is because the first cavity already includes six out of the eight design
variables. One possibility to further simplify the design process could be to follow the
procedure that was used originally in [85], namely:

1. Obtain first the correct input coupling (optimizing lc) and the appropriate reso-
nances for the rectangular cavity and post (optimizing l and hs). To do this, we
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Figure 3.50: ASM process to recover the desired performance in the fine model that uses tuning
elements.
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Figure 3.51: ASM process to recover the desired performance in the fine model that includes
tuning elements and rounded corners.
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Figure 3.52: Second coarse model of the filter.

Figure 3.53: Second fine model of the filter.

can use the structure shown in Fig. 3.48 for the coarse model and a similar one,
but including rounded corners and tuning elements, for the fine model.

2. Obtain then the correct coupling between the two modes (optimizing ha, la and
lp). To do this we can use the same coarse and fine models from the previous step.

3. Optimize the coupling from the dual-mode cavity to the central rectangular re-
sonator (optimizing the length of the new cavity and the width of the iris). Figs. 3.52
and 3.53 shows the coarse and fine models used for this stage.

4. Finally, apply symmetry to the reduced fine model to obtain the first high precision
model of the filter.

This approach, however, is complicated by the fact that the first 6 variables are not
independent. As a consequence, in each stage we would have to re-optimize all design
dimensions. The approach that resulted in a much faster design is as follows:

1. Generate a first fine fine model of the filter that includes the coaxial input, first
cavity (with all its elements) and the first iris (see Fig. 3.54, right). Use the coarse
model shown in Fig. 3.54, left, and apply the OS-ASM method. After two ASM
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Figure 3.54: First reduced model of the filter. Left: Coarse. Right: Fine.
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Figure 3.55: ASM process to recover the desired performance in the first reduced fine model.

iterations, both models provide the same result (see Fig. 3.55). It is important
to note that even if we are optimizing seven parameters (all the dimensions from
Fig. 3.54), the reduced coarse model is twice as fast as the original coarse model.

2. Add then the next resonator and iris to the fine model, obtaining the second fine
model shown in Fig. 3.53. Perform one ASM iteration optimizing, primarily but
not exclusively, the newly added elements. Fig. 3.56 shows the performances of
the fine and coarse models after the ASM process.

3. Finally, duplicate the fine model to obtain the complete structure (as shown in
Fig. 3.46). After only one ASM iteration with all the design parameters, the high
precision model gives the desired performance (see Fig. 3.57).
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Figure 3.56: ASM process to recover the desired performance in the second reduced fine model.
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Figure 3.57: Final performance of the fine model compared to the design target.
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Table 3.10: Performance of both design methods for the 5-pole filter based on dual-mode
coaxial resonators.

One-Step ASM
TC1 15.74 s. TF1 371 s. AI1 729 NI1 3
TC2 15.74 s. TF2 386 s. AI1 684 NI1 3
Total 19 h. 22 min. 28 s.

Step-by-Step ASM
TC1 8.07 s. TF1 123 s. AI1 251 NI1 2
TC2 8.23 s. TF2 176 s. AI2 204 NI2 1
TC3 15.74 s. TF3 386 s. AI3 372 NI3 1
Total 3 h. 37min. 58 s.

The overall time required to design the 5-pole band-pass filter is computed as:

Time =

Stages∑
i=1

TCi · AIi ·NIi + (NIi + 1) · TFi = 3 h. 37 min. 58s. (3.21)

The same result obtained with One-Step ASM approach has now been obtained 5.3
times faster. Table 3.10 shows the time performance of each procedure.

Even though we could not use a reduced optimization space in each stage of the
procedure, we have been able to use smaller circuits (reduced models). As we can clearly
see, using partial models does have a massive impact in the overall time required to design
the filter.

3.6 Conclusions

In this chapter, we have presented a procedure (Step-by-Step ASM) that allows us to
go from the simplest low precision model to the final high precision structure of a filter
exploiting the power of both ASM and segmentation techniques.

We have provided four different examples. Two of them have been also validated
with experimental measurements. In each case, the new procedure has proved to be
significantly faster than the direct OS-ASM method.

Finally, it is important to note is that we have taken advantage of the fact that B

can be approximated by the identity matrix, since the coarse and fine models belong to
the same physical space. However, the segmentation strategy that we have discussed can
also be used in situations where the models do not belong to the same space. In that case,
after each ASM iteration, it would be necessary to update the required mapping matrix.
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Chapter 4

On Aggressive Space Mapping
Techniques for Filter Tuning

Minimizing the cost of filters is usually a must in any industrial context. As discussed in
Chapter 2, a common solution is to use a low accuracy manufacturing technique together
with tuning elements to be adjusted manually once the filter is fabricated. However,
the manual tuning of microwave filters is a complex task that remains difficult without
significant previous experience [39]. For that reason, many CAD procedures have been
developed to assist us with the cumbersome filter tuning process.

One of the most promising filter tuning approaches is to use SM and ASM. There are
many SM-based tuning procedures in the recent literature. To name a few, ASM was used
in [27] to correct the manufacturing errors in a circular-waveguide dual-mode (CWDM)
filter. Instead of using tuning screws, rectangular-shaped metal inserts were employed,
together with a few SM iterations, to obtain a compliant filter response. In [86], ASM
was also used for the fast tuning of a 3D-printed lossy waveguide filter.

Even though these solutions are effective, they all have a common drawback: the
mapping matrix between the coarse model and the real filter is estimated around a highly
detuned point, and thus, the convergence of these methods is slow.

In this chapter, we will show how we can exploit different simulation models to
obtain the optimal mapping matrix between a fast coarse model and the physical filter,
even before the latter is manufactured. In order to do so, we will estimate the mapping
matrix between the dimensions of a fast coarse model and the tuners’ penetrations of a
simplified fine model. We have proved that this mapping can later be used to tune the
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actual filter very efficiently. In the following sections, we will compare five ASM-based
tuning procedures by tuning the same six-pole filter, and we will discuss which method is
more appropriate for each situation.

The results of our investigation in automated and ASM-based tuning procedures
have already been published in the following journals:

• J. C. Melgarejo, M. Guglielmi, S. Cogollos and V. E. Boria, "Space mapping for
tuning microwave waveguide filters," in 2019 IEEE MTT-S International Microwave
Symposium Digest, Boston, MA, USA, 2019, pp. 353-356.

• J. C. Melgarejo, J. Ossorio, S. Cogollos, M. Guglielmi, V. E. Boria and J. W. Ban-
dler, "On space mapping techniques for microwave filter tuning," in IEEE Trans-
actions on Microwave Theory and Techniques, vol. 67, no. 12, pp. 4860-4870, Dec.
2019.

4.1 Experimental Setup

In order to compare the five different tuning procedures, we will tune the same 6-pole
inductive waveguide filter with all of them. Fig. 4.1 shows the body and the assembled
filter. The specifications are as follows:

• f0 = 11 GHz.
• Bandwidth (BW) = 500 MHz.
• Return Loss (RL) = 25 dB.
• Tuning elements: Cylindrical tuners with a radius of 1.6 mm. The filter has 13

tuning elements placed at the center of each cavity and aperture.
• Corners rounded with a 2 mm radius.

To implement an automatic tuning procedure, we first need to develop a system that
allows us to modify the penetration of the various tuning elements very accurately. To
this end, we have built the precision robotic arm shown in Fig. 4.2. The robotic arm has
three parts: a movable X-Y table to which the filter is attached, a high precision rotating
actuator that can be coupled to the tuning elements, and a computer driven controller to
operate the whole machine.

The X-Y table is used to position each tuner under the robotic arm. For the time
being, coupling the precision rotating actuator to each tuner is done manually. The
theoretical backlash of the tuners is around 2-3o. However, in practice, we have observed
that the angular accuracy of the system is around 10o. Since the tuning elements we use
have a pitch of 0.397 mm, the uncertainty of the whole system can be obtained with the
following expression:
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4.1 Experimental Setup

Figure 4.1: 6-Pole inductive filter with tuning elements.
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Figure 4.2: Precision robotic arm that is used to modify the penetration of the tuning screws.

hmin =
10o · 0.397 mm

360o = 0.011 mm (4.1)

That means that the maximum tuning accuracy for the penetration depth of each
tuner is around 10 µm. This is, indeed, enough to successfully tune our filter.

4.2 Tuning procedures

In this section, we are going to compare five tuning techniques. The first technique is
based on the procedure described in [27] and [35]. It is an ASM-based technique where the
coarse model includes tuning elements. The penetrations of the tuning elements in the
coarse model are optimized until the measured performance is recovered, and then, the
tuners of the real filter are then modified in the opposite direction. This technique is the
simplest and the most time consuming ASM-based procedure we can use. We will only use
this technique as a reference to compare the performances of the other four procedures.
The methods that we propose (procedures II-V), use a pre-computed estimation of the
mapping matrix that can speed the filter tuning process up to 22 times. The key features
of these methods are the following:

• The coarse model does not include tuning elements and thus, each recovery of the
measured performance is significantly faster.

• The estimation of the optimal mapping matrix (around the tuned response) can be
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Figure 4.3: Performance of the filter when all tuning elements are set to the design depth.

easily obtained by simulation.

For the starting point of each tuning procedure, we will set all tuning elements to
the design depth of 2 mm. The resulting initial performance of the real filter is highly
detuned, as we can see in Fig. 4.3.

4.2.1 Procedure I

As it was mentioned above, the coarse model of the first tuning procedure is a low precision
model that includes tuning elements (see Fig. 4.4). The fine model in this case is the
measured filter. The coarse model is simulated with FEST3D with the following set of
parameters:

• Accessible modes = 10
• Number of basis functions = 30
• Green’s function terms = 300

The filter tuning procedure is very straightforward: we optimize the penetrations of
the tuning elements in the coarse model to recover the measured (fine) response. We then
modify the penetrations of the tuning elements of the real filter in the opposite direction,
namely:
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Figure 4.4: Low precision model that includes tuning elements.

Table 4.1: Performance of Procedure I.

TC NI AI Total
7.3 s 4 762 6 h 10 min 50 s

∆ = −B(xcr − xcopt) ≈ −(xcr − xcopt), (4.2)

where xcopt is the vector with the design depths (2 mm) and xcr are the recovered
penetrations of the tuners. Note that since both models (coarse and fine) belong to the
same space (tuning penetrations), the mapping matrix B can be approximated by the
identity matrix. After only four ASM iterations, the filter is properly tuned, as shown in
Fig. 4.5.

The filter was indeed tuned in only four iterations. However, each iteration took
a considerable amount of time. This is because, since the coarse model includes tuning
elements, the relevant FEST3D element must be simulated using BI-RME 3D, which in-
creases the simulation time considerably. Table 4.1 shows the performance of this method.
The total time is computed as:

Total = TC · AI ·NI, (4.3)

where TC is the computation time of the coarse model, NI is the number of ASM
iterations and AI is the average number of simulations performed by a Simplex algorithm
in order to recover each measured response.
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Figure 4.5: Procedure I: Filter performance after every ASM iteration.

4.2.2 Procedure II

A more efficient approach is to use a faster coarse model, like the one shown in Fig. 4.6.
This model, however, does not include tuning elements, and therefore, we need to estimate
the mapping matrix (B) that relates the penetrations of the screws in the real filter with
the waveguide dimensions of the coarse model.

Luckily, we can estimate the B matrix by simulation. The final model of the filter
(the one that was manufactured) includes both rounded corners and tuning elements (see
Fig. 4.7). We have a fine (Fig. 4.7) and a coarse model (Fig. 4.6) that were already
aligned during the design procedure (see Fig. 4.8). In this case, the coarse model is
simulated with FEST3D and the fine model is simulated with CST Microwave Studio
(see Table 4.2 for more details regarding the simulation setups).

In the vicinity of the aligned responses (xf opt and xcopt) we can assume that the
mapping between the spaces is linear, so that:

xf = B · xc + C, (4.4)

where xf is the N × 1 vector with the penetrations of the N tuning elements in the fine
model, xc is the N × 1 vector with the waveguide dimensions of the coarse model and B

and C are the N×N matrix and N×1 vector that define the linear mapping, respectively.
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Figure 4.6: Fast low precision model that does not include tuning elements.

Table 4.2: Accuracy settings used for the 6-pole inductive filter.

Coarse Model
Simulator FEST3D

Accessible modes 10
Number of basis functions 30
Green’s function terms 300

Fine Model
Simulator CST Microwave Studio
Solver Frequency Domain Solver

Frequency Sweep General Purpose
Mesh refinement 11 GHz
Error Threshold 0.005

Maximum number of iterations 20

Figure 4.7: High precision model that includes tuning elements and rounded corners.
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Figure 4.8: Aligned performances of the coarse and fine models (Rc(xcopt) = Rf (xf opt)).

In order to compute B, we will now perturb slightly the fine model, one tuning
element at a time. Each time we will modify a penetration depth by +0.1 mm. We will
then optimize the coarse model until each fine response has been recovered:

Rc(xci) = Rf (xf i) ∀i = 1, 2, ..., N (4.5)

We can now establish differences between the alignment point xf opt, and xf i:

xf opt = B · xcopt + C (4.6)

xf i = B · xci + C

xf opt − xf i = B ·
(
xcopt − xci

)

If we rename xf opt − xf i as ∆xf i and xcopt − xci as ∆xci, we obtain that:
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∆xf 1 = B ·∆xc1

...

∆xfN = B ·∆xcN (4.7)

Finally, we can now solve the system for B. After having computed the mapping
matrix between the domains by simulation, we can now easily tune the real filter with the
following procedure:

1. Set the tuning elements to the design penetration (in this case, 2 mm), and measure
the initial performance (see Fig. 4.3). In the remainder of this section, we will refer
to this response as to Rm(xm), where xm is the vector with the penetrations of the
tuning elements in the real filter.

2. We will now optimize the coarse model (see Fig. 4.6) until we have recovered the
same performance:

Rc(xcm) = Rm(xm) (4.8)

3. We will then set the tuners of the physical filter to the following penetrations:

xmopt = xm + B · (xcopt − xcm) (4.9)

4. Go back to Step 2 and repeat the process until the filter is tuned.

After four iterations, the filter is correctly tuned (see Fig. 4.9). Despite the fact
that it takes the same number of iteration as in the previous procedure, this approach
is considerable faster. The coarse model used in this procedure does not include tuning
elements, and thus, it is 50 times faster than the coarse model used in the previous
approach.

Another benefit compared to other ASM-based tuning techniques is that the map-
ping is estimated around the optimal tuned performance (Fig. 4.8), and, therefore, it is
not necessary to update the mapping matrix using the Broyden formula [22].

Table 4.3 shows the performance of this procedure. Three extra parameters are
considered in this case: the computation time of the fine model (TF ), the average number
of simulations performed by a Simplex algorithm to recover each one of the disturbed
performances (AD), and the overall time required to estimate the Broyden matrix (TB).
The overall time necessary to tune the filter is given by the following expression:

Total = TB + TC · AI ·NI, (4.10)
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Figure 4.9: Procedure II: Filter performance after every ASM iteration.

Table 4.3: Performance of Procedure II.

TC TF AD TB NI AI Total
0.147 s 420 s 245 53 min 12 s 4 703 1 h 5 s

where TB is computed as
TB = (TF + AD · TC) ·N, (4.11)

and where N is the number of disturbances necessary to compute B. Note that, since the
filter is symmetrical, N = 7.

The optimal performance is obtained 6 times faster than with procedure I. It is also
interesting to note that the most time consuming task is the estimation of the Broyden
matrix (TB), which takes almost 90% of the time required to tune the filter.

4.2.3 Procedure III

In the previous procedure, we used a computationally expensive fine model (simulated
with CST) that included tuning elements and rounded corners. The fine model had to be
simulated N times in order to estimate the mapping matrix between the penetrations of
the tuning elements and the waveguide dimensions of the fast, low accuracy coarse model.
However, we can prove that it is not strictly necessary to use a computationally expensive
fine model.
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To do that, we will now establish a number of equivalences between the low precision
model simulated with FEST3D that includes tuning elements (see Fig. 4.4), and the high
precision model simulated with CST (shown in Fig. 4.7). The dimensions of the models
can be related using:

xf = B · xf LP + C1, (4.12)

where xf is a vector with the screw penetrations of the model shown in Fig. 4.7,
and xf LP is a vector with the screw penetration of the low precision model shown in Fig.
4.4. As it has been shown before (in Procedure I and Chapter 3), the mapping matrix in
this case can be approximated by the identity:

xf ≈ xf LP + C1, (4.13)

From eq. (4.4) we know how xf is related to the waveguide dimensions of the
fast coarse model shown in Fig. 4.6, and thus, we can write that:

xf = B · xc + C (4.14a)

xf LP + C1 ≈ B · xc + C (4.14b)

xf LP ≈ B · xc + (C−C1) (4.14c)

This result is extremely powerful. It means that the matrix that links the penetra-
tions of the tuning elements of the low precision model simulated in FEST3D of Fig. 4.4 to
the waveguide dimensions of the coarse model of Fig. 4.6 is identical to the one obtained
in the previous procedure. As a consequence, instead of estimating the mapping matrix
by perturbing a computationally expensive model, we can now use a low accuracy model
that runs in a few seconds.

We next compare the mapping matrices obtained with procedures II and III. Eq. (4.15)
shows half of the matrix B obtained in Procedure II using the high precision model sim-
ulated with CST for the fine model. Eq. (4.16) shows the matrix obtained with the new
approach.
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B =



0.910 0.187 0.061 0.004 −0.002 −0.001 −0.010

0.034 0.471 0.157 −0.004 −0.004 −0.002 0.006

−0.013 0.008 1.749 −0.007 −0.003 0.001 −0.003

−0.003 −0.003 0.139 0.512 0.144 0.003 0

−0.006 0.002 −0.010 −0.065 1.985 −0.052 0.006

0.001 −0.001 0.002 0.008 0.135 0.502 0.147

0.009 0.013 0.008 0.002 −0.002 −0.062 2.134

0.001 −0.003 0 0 −0.002 0 0.13

0 −0.016 −0.001 0.015 −0.001 0.001 0.005

0 −0.005 −0.002 0 0 0 −0.002

−0.002 −0.002 −0.006 0 −0.007 0 −0.021

0.003 −0.003 0 0.001 −0.003 0.002 0.005

0 −0.003 0.014 −0.001 0 −0.003 −0.031



(4.15)

B =



0.945 0.179 0.059 0.026 −0.001 0.014 0.010

0.028 0.524 0.173 −0.006 0.008 −0.002 0.011

−0.005 0.001 1.850 0.024 0.021 0.028 −0.017

−0.008 0.007 0.139 0.537 0.147 0 0

−0.032 0.082 0.029 −0.069 2.122 −0.054 0.009

0.003 0 0.001 0.0103 0.142 0.532 0.150

0.004 0.013 0.006 0.030 0.007 −0.080 2.177

0.002 −0.002 0.002 0.002 0.002 0.006 0.138

0.002 −0.017 −0.003 0.013 −0.014 0.002 0.004

0 −0.005 0 0.002 0.004 −0.001 −0.001

0.025 0 0.012 −0.007 −0.021 0.024 0.021

0.004 −0.012 0.001 0.004 0.012 −0.002 0.004

0.019 0.006 0.014 −0.002 −0.005 0.0135 0.001



(4.16)

If we compare the most significant terms (basically the main diagonal, the super
diagonal and the sub diagonal), we can verify that the matrices are indeed almost identical.

Another experimental test we can do to assess the validity of the approximation is
to disturb the same tuning element in both models (Fig. 4.4 and Fig. 4.7) and plot their
performances. Before perturbing the tuning elements, we have to make sure that the two
models are aligned (see Fig. 4.10).

Fig. 4.11 and Fig. 4.12 show, respectively, the result of modifying the tuning element
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Figure 4.10: Aligned performances of the models (Rc(xcopt) = Rf (xf opt).).

Table 4.4: Performance of Procedure III.

TC TF AD TB NI AI Total
0.147 s 7.3 s 271 5 min 29 s 5 659 13 min 34 s

of the first aperture and cavity by 0.1 mm from the design depth in both models. As we
can see, the performance in both cases is almost identical, thereby validating our initial
approximation.

After five ASM iterations, the filter is successfully tuned (see Fig. 4.13). Even
though it takes one more iteration to obtain the desired performance, this approach is
four times faster than the previous one. The speed-up in this case is accomplished in
the computation of B (TB). In order to compute B, we need to disturb 7 tuning elements
and, obviously, this is much faster if we use a low precision model. Table 4.4 shows the
performance of this tuning procedure.
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Figure 4.11: Performance of the high and low precision models after perturbing the first
aperture by 0.1 mm.
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Figure 4.12: Performance of the high and low precision models after perturbing the first cavity
by 0.1 mm.
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Figure 4.13: Procedure III: Filter’s performance after every ASM iteration.

4.2.4 Procedure IV

By using a low precision model with tuning elements to compute B (see Fig. 4.4), we
have drastically reduced the time needed for the tuning process. The N perturbations of
the tuning elements are computed in:

TBestimate = TF ·N = 7.3 · 7 = 51.1 s. (4.17)

However, the computation of B takes up to 5 min. 29 s. The difference is the
computational effort required to recover each of the perturbations, which is computed as
follows:

TBrecover = TB − TBestimate = N · TC · AD, (4.18)

where AD is the average number of simulations performed by a Simplex algorithm in order
to recover each of the disturbances. This average depends on the number of parameters
that are optimized in the recovery process. Until now, we have optimized all 13 design
variables (2N + 1), and thus, it takes an average of 271 simulations to recover each
disturbance. However, If we take a closer look to eq. (4.15) and eq. (4.16), we can see
that the significant terms are in the main diagonal, the super diagonal and sub diagonal.

That actually makes a lot of sense. Imagine we exclusively perturb the tuning
element of the first cavity. By doing that, we are modifying the frequency of resonance of
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Table 4.5: Performance of Procedure IV.

TC TF AD TB NI AI Total
0.147 s 7.3 s 76 2 min 9 s 4 483 8 min 52 s

that cavity. In order to recover the same performance in the coarse model, we mainly have
to modify the length of the first cavity, and maybe slightly adjust the adjacent coupling
windows. There is no need to optimize, for example, the fourth cavity. We can therefore
reduce the optimization space to three variables. As a consequence, we will reduce AD,
and thus, we will also reduce TB.

B =



0.931 0 0 0 0 0 0

0.052 0.553 0.18 0 0 0 0

0 0 1.864 0 0 0 0

0 0 0.141 0.538 0.144 0 0

0 0 0 0 2.112 −0.055 −0.01

0 0 0 0 0.142 0.530 0.153

0 0 0 0 −0.01 −0.041 2.192

0 0 0 0 0 0 0.132

0 0 0 0 0 0 0.01

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0



(4.19)

Eq. (4.19) shows the Broyden matrix obtained using a reduced optimization space.
As we can see, it is almost identical to the matrix obtained with the full optimization space
(shown in eq. (4.16)). As shown in Fig. 4.14, after only four ASM iterations, the filter
is perfectly tuned, thereby validating this approach. Table 4.5 shows the performance of
this procedure.

Another advantage of this approach is that it can be scaled. Even if the order of
the filter increases, the optimization space will remain fixed to three variables. Therefore,
the computational effort to estimate the mapping matrix will not increase as much as if
we considered the full optimization space.
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Figure 4.14: Procedure IV: Filter’s performance after every ASM iteration.

4.2.5 Procedure V

The last tuning procedure is meant to be used when no advanced simulation tools are
available. This case is important to consider because, in most cases, the engineer respon-
sible for tuning the filter is not the same who designed it. In practice, the engineer in
charge of tuning is only given the set of S11 and S21 masks that the filter needs to satisfy.
The following tuning process can be of real help in this particular situation. The steps
involved are as follows:

1. Even though the engineer in charge of tuning the filter might not have the original
sophisticated EM simulation models, it is reasonable to assume that they can have
at their disposal a coarse model of the filter as the one shown in Fig. 4.15. The
reason for this change is explained hereunder.

2. The next step is then to optimize the coarse model until the measured performance
from the Vector Network Analyzer (VNA) is matched, as shown in Fig. 4.16.

3. The tuning engineer must then perturb half of the tuning elements in order to
estimate the mapping matrix.

4. Finally, tune the filter using the same approach already discussed in procedures
II-IV.

After only three ASM iterations, the filter has been perfectly tuned (see Fig. 4.17).
It is important to note that the starting point for this procedure is slightly better than
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Figure 4.15: Fast low-precision model that does not include tuning elements. Originally in
Fig. 4.6 and repeated here for convenience.
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Figure 4.16: Aligned performances of the coarse model and measured response.
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Figure 4.17: Procedure V: Filter performance after every ASM iteration.

the one we have used for the previous tuning methods (see Fig. 4.18).

It is important to recall that the mapping matrix establishes a linear mapping
between the parameters of two different spaces, and similarly to when we approximate
any 2-D f(x) function by f(a+∆x) ≈ f(a)+f ′(a) ·∆x, that is only a valid approximation
in the vicinity of the point where the mapping is established (the alignment point shown
in Fig. 4.16 or a in the analogous 2-D case). There are, in fact, two different ways in
which we could have proceeded:

1. We could have estimated the mapping matrix around the initial starting point for
Procedures II-IV. However, that mapping would have only been a good approx-
imation in the vicinity of that point, which is very far from the tuned response.
Therefore, we would have needed to update the mapping matrix after each iteration
(like it was done in [50], [27] and [86]) or the tuning would have diverged.

2. Another alternative would be to improve manually the starting point and estimate
the mapping matrix around this enhanced point.

This last procedure is meant to be used in an industrial contest, and so, we can
assume than the engineer in charge of the tuning process could improve the initial starting
point with very little effort and thus, the second option is the most pragmatical approach.

Table 4.6 shows the performance of this approach. Since the estimation of the
Broyden matrix is done with measurements, we have assumed that TF in this case is
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Figure 4.18: Starting point for all procedures.

Table 4.6: Performance of Procedure V.

TC TF AD TB NI AI Total
0.147 s 0 67 1 min 9 s 3 604 5 min 35 s

equal to 0 s.

4.3 Comparison between the different tuning methods

In this chapter, we have shown five different tuning techniques based on ASM. In each case
we have considered the computation time required to tune the filter with each procedure,
but we have not included the time it takes to modify the tuning screws with the robotic
arm. Based on our experience, the time we need to modify all tuners is around three
minutes, and thus, to each method we have to add an extra amount:

Extra = NI · 180 s. (4.20)

Finally, we also want to evaluate if the procedures described require of significant
tuning experience. Anybody could tune a filter following Procedures I-IV, regardless of
their previous experience. However, they might not be able to manually improve the
initial point as required for Procedure V. Table 4.7 compares the performance of the
different procedures based on these metrics.
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Table 4.7: Comparison of the different tuning methods.

Procedure I II III IV V
Time 6 h 10 min 50 s 1 h 5 s 13 min 34 s 8 min 52 s 5 min 35 s
Extra 12 min 12 min 15 min 12 min 12 min
Total 6 h 22 min 50 s 1 h 12 min 5 s 28 min 34 s 20 min 52 s 17 min 35 s

Experience No No No No Yes

Figure 4.19: The ideal penetration of the tuning element placed in the first cavity is 2 mm. At
the moment is set at 2.1 mm. The dimensions have been exaggerated in the drawing for
clarity.

From Table 4.7 we can see that Procedure I is clearly the worst one. Procedure II
is a great improvement over Procedure I. We would always recommend this procedure
over the previous one. Procedures III and IV are further enhancements of Procedure
II. Generally, the initial adjustment required in Procedure V will take longer than three
minutes and therefore, Procedure IV is the overall best tuning method.

4.4 Recovery of the measured performance

Throughout this chapter, we have repeated several times that, in order to recover each
of the measured performances, we have to optimize the coarse model until the perfor-
mance of the measured response is matched. Until now, we have shown in several figures
(for example, Fig. 4.16) that the models are aligned when their |S11(dB)| are identical.
However, it is important to note that recovering the same phase is just as important.

Let us consider the following simplified case: imagine that the filter is perfectly
tuned except for the first cavity (see Fig. 4.19). The optimum penetration for that tuner
should be 2 mm, however, as we can see in Fig. 4.19, it is placed at 2.1 mm. Let us apply
Procedure IV but in this case disregarding the phase information.

Following Procedure IV, we would optimize the coarse model until the same per-
formance is recovered (see Fig. 4.20). Fig. 4.21 shows the elements in the coarse model
that are modified in order to match the measured performance.

We would then modify the tuning elements according to:
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Figure 4.20: Recovered performance with the coarse model.

Figure 4.21: Elements in the coarse model that are optimized in the process of recovering the
measured performance (darker color).
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Figure 4.22: After one ASM iteration the filter is perfectly tuned.

Figure 4.23: Elements in the coarse model that are optimized in the process of recovering the
measured performance (darker color).

∆ = B ·∆c, (4.21)

where ∆c = xcopt − xcrecovered.

After only one iteration, the tuning element of the first cavity is set to the correct
depth as shown in Fig. 4.22 and the filter is perfectly tuned.

However, since the filter structure considered is ideal (reciprocal and without losses),
the optimizer could have found an alternative solution for the coarse model, namely, the
one shown in Fig. 4.23. The response in magnitude of the coarse model is identical to
the one obtained in the previous case (see Fig. 4.24). If we then applied eq. 4.21 to
obtain the new penetration of the screws, it would result in the screw penetration shown
in Fig. 4.25. As the coarse model did not understand which side of the filter it should
have optimized, the method modified the wrong tuner, and thus, two tuning elements are
now set to the wrong penetration.

A solution that is effective in avoiding this ambiguity is to evaluate the phase of the
response in addition to the insertion loss. Fig. 4.26 shows how the phase of the two coarse
models (Figs. 4.21 and 4.23) is completely different. Since the phase is discontinuous,
enforcing any optimizer to also recover the same phase will slow down the recovery process.
If the phase is included in the recovery as an additional goal, we would also be creating
unnecessary local minima for the optimizer to get stagnated in. The best practice, which
is the one that we have used, is as follows:

1. Let the coarse model recover the magnitude of the measured performance.
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Figure 4.24: Recovered performance with both possible coarse models.

Figure 4.25: After the ASM iteration, two tuning elements are set at the wrong penetration.
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Figure 4.26: Phase of the S11 parameter for both coarse models.

2. Once the same magnitude has been recovered, check the phases of the S11 parame-
ter in both models. If they differ, that means we just obtained the wrong solution.
In order to compensate it, we only have to invert the input and the output of the
coarse filter, and then proceed as before.

4.5 Other possible coarse models

Even though in the past sections we have used waveguide-based coarse models, the same
procedures can be applied using any other type of coarse model. In this section, we
will tune a 4-pole inductive waveguide filter, like the one shown in Fig. 4.27, using two
different coarse models and then we will compare the results.

The filter is centered at 12 GHz. It has a bandwidth of 200 MHz and a return loss
of 25 dB. It will also be manufactured using milling and thus, it should include rounded
corners (2 mm radius). The tuners in this case have a radius of 1 mm, and their design
penetration is 2 mm. In the following subsections, we will compare the results obtained
with two different coarse models, a waveguide model and one based on transmission lines
and inverters.

Since all tuning procedures have already been validated with measured hardware,
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Figure 4.27: Waveguide 4-pole filter to be tuned.

Table 4.8: Performance of Procedure IV.

TC TF AD TB NI AI Total Total + Extra
0.117 s 6.1 s 73 1 min 13 s 3 414 3 min. 38 s. 9 min. 38 s.

we will not manufacture this specific filter. Instead, we will apply random deviations
to the nominal dimensions to simulate the manufacturing errors. The deviations have
been obtained from a normal distribution of mean µ = 0 and standard deviation σ =

100µm. Fig. 4.28 shows the initial performance of the filter after applying the deviations,
and setting all tuning elements to the design penetration depth. As we can see, the
performance is severely detuned.

4.5.1 Using a waveguide coarse model

We will now apply Procedure IV (see Section 4.2.4 for additional details) to tune the filter
using a waveguide-based coarse model. The procedure is as follows:

1. Estimate the mapping matrix between the waveguide dimensions of the coarse
model shown in Fig. 4.29 and the penetrations of the tuning elements of the low
precision model that includes regular tuners, as shown in Fig. 4.30.

2. Tune the filter following the procedure described in Section 4.2.4.

Fig. 4.31 shows how the filter is tuned in three ASM iterations. Table 4.8 shows the
performance of this procedure. In this case, we have assumed that the time necessary to
‘modify’ all tuning elements is around 2 minutes 1.

1The time required to modify all tuners in the 6-pole was around 3 minutes. We estimate that if this
filter was indeed manufactured, it would take us around 2 minutes to change all tuners.
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Figure 4.28: Initial state of the filter. As we can see, it is very detuned.

Figure 4.29: Waveguide coarse model of the filter.
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Figure 4.30: Low precision model of the filter that considers tuning elements.
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Figure 4.31: Procedure IV: Filter’s performance after every ASM iteration. The coarse model
used is a waveguide-based model.
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Figure 4.32: Coarse model based on transmission lines and inverters.

Table 4.9: Performance of Procedure IV using a coarse model based on transmission lines and
inverters.

TC TF AD TB NI AI Total Total + Extra
0.06 s 6.1 s 213 1 min 34 s 5 856 5 min. 50 s. 15 min. 50 s.

4.5.2 Using a coarse model based on transmission lines and inverters

We will now apply Procedure IV using a coarse model based on transmission lines and
inverters as the one shown shown in Fig. 4.32. The model in this case is simulated in
Microwave Office. The procedure is the same as before:

1. Estimate the mapping matrix that links the parameters of the coarse model (the
distributed model) with the penetrations of the tuning elements of the low precision
model shown in Fig. 4.30.

2. Tune the filter following the procedure described in Section 4.2.4.

Fig. 4.33 shows the tuning process for this case. Five iterations are needed in this
case to tune the filter. Table 4.9 shows the performance of the method. There are several
details that are worth noting:

• The coarse model based on transmission lines and inverters is almost twice as fast
as the waveguide-based model.

• Recovering the measured (in this case, simulated) performance takes more simula-
tions in the distributed model.

• The waveguide-based model is able to tune the filter in fewer iterations.
• The most time consuming task in this example is to actually modify the tuners.

Due to the previous points, the procedure that uses the waveguide-based coarse
allows for a faster filter tuning. However, the main reason why we prefer to use low
precision waveguide models without tuners as coarse models is that a waveguide-based
coarse model will always be able to recover exactly the measured performance. The only
difference between our coarse and measured (or fine model) is that the latter includes
tuning elements (and/or rounded corners). Apart from that, both models are identical.
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Figure 4.33: Procedure IV: Filter’s performance after every ASM iteration. The coarse model
used is based on transmission lines and inverters.

On the other hand, the distributed model considers ideal impedance inverters. We
can indeed implement the impedance inverters with apertures, but we can only match
their magnitude and phase at one single frequency [13]. When we try to recover the
‘measured’2 performance using a distributed model, it is not usually possible to recover
exactly the same performance as it is shown in Fig. 4.34. The performances are similar,
but not identical. However, when we use a waveguide-based coarse model, we can recover
exactly the same performance (see Fig. 4.35).

Even though this is not critical for simple in-line filters, this issue may cause con-
vergence issues for more complex filters. In that case, another variant of SM should be
used with these distributed models, like implicit space mapping [30]. However, if we
use a waveguide coarse model, we can always apply the procedure as is, without further
changes.

2Note that in this particular case, we have not manufactured the filter. The ‘measured’ performance
is, in fact, obtained by simulation.
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Figure 4.34: Recovering the ‘measured’ performance with a distributed model.
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Figure 4.35: Recovering the ‘measured’ performance with a waveguide-based coarse model.
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4.6 Conclusions

4.6 Conclusions

We have shown how Space Mapping techniques can effectively be used to facilitate, and
essentially automatize, the cumbersome tuning stage of a microwave filter. Furthermore,
the techniques discussed have been fully validated by tuning a 6-pole inductive filter.

Five different ASM-based procedures have been compared. In the first one (Pro-
cedure I), which is only used as a reference, the tuning elements of the coarse model
are optimized until the measured performance is matched and then, the real tuners are
modified according to the One-Step ASM equations. In the rest of the procedures, the
coarse model does not include tuning elements and, therefore, it is necessary to estimate
the mapping matrix that relates the penetration of the tuners of the real filter with the
waveguide dimensions of the coarse model. We have proved that this estimation can be
performed by simulation with different models. In Procedure II we used a computation-
ally expensive model to perform this task while, in Procedure III, we proved that the
same result can also be achieved if we used a low precision model that includes tuning
elements. In Procedure IV we showed that we can use a reduced optimization space in
order to estimate the mapping matrix. Finally, in Procedure V, we showed that the map-
ping matrix can be estimated directly, measuring the performance of the filter with the
VNA.

Furthermore, we have discussed the important role that the phase of the response
plays in the process, and we have provided an efficient approach to recover each of the
measured responses without being affected by local minima.

Finally, we have shown how other coarse models can also be used. We have tuned
a waveguide 4-pole filter using both a waveguide model and a coarse model based on
transmission lines and inverters. We have discussed the limitations of using distributed
models, and we have seen how the waveguide-based coarse models are not affected by the
same limitations.
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Chapter 5

Novel Folded Multi-Band Filters

Multi-band filters have recently become an attractive approach to implement complex
satellite payloads [52, 53]. A number of non-contiguous channels may, in fact, be ampli-
fied together and sent through the same satellite beam to cover a particular area, while
rejecting specific interleaved channels. The most common approaches to design multi-
band filters are:

• Using circulators to add or drop the various channels.
• Cascading a bandpass filter and one (ore more) band-stop filter(s).
• Using transmission zeros to separate a higher order bandpass filter into lower order

channels.
• Using resonators with multiple modes.
• Using a manifold-based approach to combine the filter channels.

Recently in [66], it was shown that the well-known multiplexer design technique
described in [9] could be used to design multi-band filters in a manifold configuration.
Due to the importance of this paper in the rest of the chapter, we will now discuss this
contribution in more detail.
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Figure 5.1: Manifold-based multiplexer.

5.1 Multi-band filters in a manifold configuration

According to [66], in order to design an N-band filter we can proceed as follows:

1. First design an N channel multiplexer following the well-known multiplexer design
procedure in [9], [12]:
(a) Design the independent filter channels.
(b) Optimize exclusively the interjunction spacings (L1, L2 and L3 of Fig. 5.1).
(c) Optimize exclusively L1 and LS1.
(d) Repeat the previous step for all channels.
(e) If the multiplexer does not converge to the desired response, go back to

step (c) and optimize an additional parameter per filter.
With this approach, the design parameters of each channel are optimized progres-
sively, starting from the ones that are closer to the manifold. If instead of this
strategy we tried to optimize all design variables at the same time, the optimizer
would most likely get stagnated near a local minimum.

2. After designing the multiplexer, the N -band filter is simply obtained by mirroring
the complete structure in the center of the filter channels, as shown in Fig. 5.2.

3. A final optimization of all design parameters is generally required. This step,
however, is not computationally expensive because the performance of the N-band
filter is, normally, very close to the target.

This technique was used in [66] to design a tri-band filter in WR-75. The channels
were centered, respectively, at 11, 11.5 and 12 GHz and they all had a bandwidth of
100 MHz. Fig. 5.3 shows the topology of the filter that was manufactured and Fig. 5.4
shows its response.
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Figure 5.2: Manifold-based N-band filter.

Figure 5.3: Topology of the tri-band filter designed in [66].
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Figure 5.4: Performance of the tri-band filter designed in [66].

This is inded a simple and effective design procedure. There are, however, some
limitations regarding the physical realization of the filters:

• All channels must be of the same length. This requirement was guaranteed in [66]
by enforcing the following condition:

Ls
(i) = Lhalf − L1

(i) − L2
(i)

2
− t1(i) − t2(i) ∀i = 1, 2, 3 (5.1)

where Ls
(i) is the length of the stub of the i-th channel, L1

(i) and L2
(i) are the

lengths of the first and second cavity, and t1(i) y t2(i) are the thicknesses of the first
and second aperture.
The stubs also increase the weight of the filter. In addition, enforcing the length
constraint is especially challenging if the filter channels do not have similar char-
acteristics. For example, it would not be possible to have filter channels with a
different order.

• Finally, it is not possible to introduce cross-couplings between non-adjacent res-
onators, and thus, we cannot design channels with transmission zeros.

In this chapter we propose a novel topology that overcomes these limitations, and
that still maintains the benefits of the original method regarding the flexibility in the
number of channels, the frequency spacing and IL behavior. To validate the new topology
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5.2 Proposed topology

that we propose, we have also designed and manufactured a tri-band waveguide filter
obtaining excellent agreement between measurements and simulations. The results of our
investigation have been published in the following journal:

• J. C. Melgarejo, S. Cogollos, M. Guglielmi and V. E. Boria, "A New Family of
Multiband Waveguide Filters Based on a Folded Topology," in IEEE Transactions
on Microwave Theory and Techniques, vol. 68, no. 7, pp. 2590-2600, July 2020.

5.2 Proposed topology

The solution that we propose to overcome the limitations of [66], is simply to fold each
filter channel in the center, as shown in Fig. 5.5:

• Folding each individual filter in the center removes the equal-length constraint, and
eliminates the need for additional waveguide stubs. This is because the input and
output ports of each channel are in the same plane (see Fig. 5.5). The filters can
then be added to a double manifold to easily implement N -band filters. Fig. 5.6
shows the topology for a tri-band filter. Additionally, the channel filters can have
different orders.

• Cross-coupling windows can also be easily implemented between non-adjacent res-
onators to introduce transmission zeros.

5.3 Specifications

The specifications that we have used for our tri-band filter design are as follows:

• Input and output: WR-75.
• Central frequency for the channels: 11, 12 and 13 GHz.
• Bandwidth of each channel: 200, 300 and 400 MHz.
• Order of the filter channels: N = 6.
• Every channel has two TZs, one below and one above its pass band.
• Rounded corners (2 mm radius, to account for the milling process).
• Commercial tuners with a radius of 0.9 mm in every cavity and inductive aperture.

It is important to note that, with our approach, there are no frequency or bandwidth
restrictions. We could have chosen different values for the bandwidths, frequency spacing
and order of the channels1. The complete filter assembly has been manufactured by

1Furthermore, by choosing odd order channels we could have introduced additional transmission zeros
between adjacent bands due to the phase difference of the signal going through the filters. This is not
used in this example to test the limitations (signal rejection) between adjacent bands in the worst-case
scenario.
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Figure 5.5: Proposed topology for the filter channels. Top: Perspective view of the filter.
Bottom: Lateral view of the filter.
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5.4 Design of the independent channels

Figure 5.6: Proposed topology for the tri-band filter.

H-plane milling in three pieces: a body, a top and a bottom cover.

In the next section, we will describe in detail the complete design procedure, which
basically consists of only two steps:

1. Design a low precision model of the complete filter that does not include rounded
corners or tuning elements.

2. Then use the Step-by-Step ASM procedure described in Chapter 3 to obtain the
final high-precision model of the filter that includes all non-ideal factors (tuners
and rounded corners).

The low precision model has been obtained with FEST3D. For the final high-
precision model we have used CST Microwave Studio. Table 5.1 contains the simulation
settings used for both models.

5.4 Design of the independent channels

5.4.1 Folded filters without TZs

As in [66], the design of an N -band filter starts with the design of the independent
channels. We begin our design with models based on transmission lines and inverters that
provide the desired Chebyshev responses. We will then follow the procedure described
in [17] to obtain the in-line waveguide models (see Fig. 5.7). Fig. 5.8 shows the response
of each independent filter channel.
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Table 5.1: Accuracy settings used for tri-band filter.

Coarse Model
Simulator FEST3D

Accessible modes 10
Number of basis functions 30
Green’s function terms 300

Fine Model
Simulator CST Microwave Studio
Solver Frequency Domain Solver

Frequency Sweep General Purpose
Mesh refinement 11, 12 and 13 GHz
Error Threshold 0.005

Maximum number of iterations 20

Figure 5.7: In-line 6-pole filter.
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Figure 5.8: Performance of the independent in-line filters.
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Figure 5.9: Left: Central aperture of the in-line filter. Right: Central aperture of the folded
filter.

Figure 5.10: Folded filter without TZs.

Once the in-line filters have been designed, they need to be folded along their center.
Fig. 5.9, left, shows the central iris of the in-line filter and Fig. 5.9, right, shows the central
iris for the folded structure. It is necessary to optimize the latter until the performance
(in module and phase) of the in-line aperture is recovered. To do this we need to optimize
three parameters, namely, the height, the width and the thickness of the aperture.

The thickness of the aperture will determine the separation between the two halves
of the filter, and it will also have an impact on the coupling level of the cross-couplings.
If we use a low value (for example, 1 mm), both sides of the filter will be too close, and
that will force us to use very narrow cross-coupling windows that may be difficult to
manufacture with standard milling. Setting the thickness to 3 mm will ensure that the
cross-coupling windows can be easily manufactured. Since to control the coupling level
we only need one parameter, we decided to fix the height of the window to 9.525 mm.

After a short optimization of the two relevant parameters (the width of the central
aperture and the length of the resonators to which it is attached) the folded filter (shown
in Fig. 5.10) provides, essentially, the same performance as the in-line filter.
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5.4 Design of the independent channels

Figure 5.11: Multipath coupling diagram for a 2-5 cross-coupling.

5.4.2 Folded filters with TZs

In order to introduce the transmission zeros, we now need to open a cross-coupling between
non-adjacent resonators. The transmission zeros appear when multiple paths of the signal
are combined in a destructive way, or equivalently, when there is a 180o difference in the
phase of the signals. If the cross-coupling is added between the second and fifth resonator
(as shown in Fig. 5.11), we will introduce two transmission zeros, one below and one
above the pass band. A more detailed explanation regarding phase shifts in the coupling
windows and resonators can be found in [87].

Fig. 5.5 shows the filter with the cross-coupling between resonators two and five.
The thickness of the window is the separation between the sides of the filter (3 mm) and
the coupling level is controlled by the height of the window. A simple procedure to find
the optimum height of the window is as follows:

1. Start with a short window of, for example, 1 mm high. The TZs at this point will
be very far from the passband.

2. Optimize the length of the resonators connected to the capacitive coupling, and
the widths of the apertures that are closest to the cross-coupling to recover the
desired in-band performance.

3. After the previous step, the performance of the filter will be very close to the target
response. However, if necessary, optimize the rest of the parameters to recover an
equiripple response.

4. Finally, increase the height of the capacitive cross-coupling to change the position
of the TZs and, if necessary, go back to step 2.
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Figure 5.12: Performance of one of the channels for different cross-couplings.

These steps are repeated until the transmission zeros are located at the desired
frequencies. In our case, the target performance is obtained for a height of 4.5 mm.
Fig. 5.12 shows the performance of one the channels for different heights of the capacitive
window.

This process is repeated for all channels of the tri-band filter. Fig. 5.13 shows
the performance of the independent channels. Fig. 5.14 shows that the filter are more
selective due to the presence of the TZs. Now that the independent channels have been
designed, we can proceed with the design of the tri-band filter.

5.5 Design of the tri-band filter

At this point, we could apply the design procedure described in [66], namely:

1. Obtain the three-channel multiplexer following the well-known procedure described
in [9], [12].

2. Obtain the tri-band filter mirroring the multiplexer (along the center of the filter
channels).

3. Finally, optimize all design parameters slightly.
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10,5 11 11,5 12 12,5 13 13,5

0

−20

−40

−60

−80

Frequency (GHz)

S
-P
ar
am

et
er
s
(d
B
)

S11 (dB) S21 (dB)

Figure 5.13: Performance the independent channels.
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Figure 5.14: Performance the independent channels with and without TZs.
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Figure 5.15: First channel connected to a double manifold terminated in short circuits.

However, it is not strictly necessary to follow these steps. As an alternative, we can
design the tri-band filter assembly at once. In this case, the design procedure is as follows:

1. Add the narrowest filter to two manifolds terminated in short circuits as shown
in Fig. 5.15 and optimize, exclusively, the distance to the short circuits and the
width of the first aperture of the filter. Fig. 5.16 shows the performance of the
filter after this step. As it is stated in [9], a good starting point for the length of
the stub is λg/4.

2. After that, add the next filter to the manifold (as shown in Fig. 5.17) and optimize
the separation between the channels and the first aperture of the newly added
filter. A good starting point for the channel separation is λg/2. Finally, optimize
simultaneously the four parameters we have considered so far: the widths of the
first apertures and the stubs of the manifold. Fig. 5.18 shows the performance of
the filter after this step.

3. Finally, add the third channel to the manifold (as in Fig. 5.19) and repeat the
previous step. After an optimization process using only six parameters, the per-
formance of the filter is shown in Fig. 5.20.

4. Finally, follow the well-known multiplexer design strategy of [9] to fine tune the
filter performance. Fig. 5.21 shows the optimized performance of the low precision
model.
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Figure 5.16: Performance of the filter after connecting it to a double manifold.

Figure 5.17: Structure after adding the second filter channel.
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Figure 5.18: Performance of the filter after connecting the second channel to the double ma-
nifold.

Figure 5.19: Structure after adding the third filter channel.
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Figure 5.20: Performance of the filter after connecting the third channel to the double manifold.
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Figure 5.21: Optimized performance of the low-precision model.
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Figure 5.22: Closing M4 scews and pressure well.

5.6 Practical considerations

5.6.1 Closing screws

As already discussed, the filter will be manufactured in three parts: a body and two
covers. A solid block of aluminum will be machined from two directions (top and bottom)
in order to obtain the body of the filter. We will then need to assemble the body and
covers using M4 screws.

In order to ensure a good electric contact between the pieces, we need to include a
pressure well (go to Appendix A for additional details) around the closing M4 screws, as
shown in Fig. 5.22. However, in the design process we noticed that the channels were too
close to each other, and therefore, we decided to move the central channel to the other
side of the manifold as shown in Fig. 5.23.

This barely affects the performance of the filter, as shown in Fig. 5.24. The central
channel can be easily optimized in order to recover the equiripple performance shown in
Fig. 5.21.

Up to this point, we have not provided any details concerning the actual manu-
facturing of the filters. Appendix A provides a detailed description on how to draw the
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5.6 Practical considerations

Figure 5.23: Final structure after changing the central channel to the opposite side.
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Figure 5.24: Performance of the filter after flipping the central channel.
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Figure 5.25: Flanges for WR-75. All annotations are in mm.

Figure 5.26: Lateral view of the filter. The ports are marked in red.

manufacturing plans with Solid Works for the folded 6-pole folded filter shown in Chap-
ter 3, which is actually the first channel of the tri-band filter.

5.6.2 Flanges

The filter will be fed by two WR-75 waveguides, as mentioned in Section 5.3. Fig. 5.25
shows the standard dimensions for a WR-75 waveguide. However, both sides of the filter
are only separated by 3 mm (as shown in Fig. 5.26). In order to feed the filter with
standard WR-75 flanges, we have added two H-plane bends as shown in Fig. 5.27.

It is important to note that we can design these bends separately, minimizing the
return loss at the frequency of interest (10.5-13.7 GHz). In this case, the optimum di-
mensions for the inner and outer radius are 5.45 and 24.51 mm, respectively.
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Figure 5.27: Two H-plane bends have been added to the filter, so that it can be fed with
standard WR-75 flanges.

5.7 High-precision simulations

After the low precision model is designed we can perform a yield analysis to determine
whether the filter requires tuning elements or not. From a normal distribution of mean
µ = 0 and standard deviation of σ = 10 µm, we obtain a data set of N× 1 vectors (N
being the total number of design parameters of the filter) that represent the manufacturing
deviations. Out of the 300 vectors, only 6 comply with the design specifications. Fig 5.28
shows the the performance of the first channel after applying the first 10 deviations (out
of 300).

It is therefore obvious that the tri-band filter needs tuning elements. A commercial
tuner with 0.9 mm radius has been added to the center of each cavity, and inductive
aperture. However, no tuning elements have been added to the capacitive couplings. In
order to allow for future bidirectional adjustments, all tuners have been set to a fixed
penetration of 1 mm. At this point, the rounded corners have also been included in the
hardware. Fig. 5.29 shows the final high precision model of the filter.

For this stage of the design, we will use CST Microwave Studio with the settings
shown in Table 5.1. The transition from the low-precision model in FEST3D to the
high-precision model can be effectively performed using the Step-by-Step ASM procedure
described in Chapter 3. The procedure is as follows:
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Figure 5.28: Yield analysis.

Figure 5.29: Final high-precision model of the tri-band filter.
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5.8 Experimental validation

Figure 5.30: Left:Coarse model of one of the filter channels. Right: Fine model.

1. We will first extract each filter channel from the manifold to treat them sepa-
rately. Fig. 5.30 (left) shows one of the filter channels. This structure will provide
the reference performance that the high-precision model of the filter [shown in
Fig. 5.30 (right)] should match.

2. For each of the channels, perform the Step-by-Step ASM procedure described in
Section 3.3.2. After an optimization process in which several coarse and fine models
are used, the fine structure of Fig. 5.30 will provide the target performance.
Fig. 5.31 shows the performance obtained for the second filter channel.

3. Add the filters to the manifold obtaining the structure of Fig. 5.29. Since each
filter channel has already been optimized, the performance of the filter will be very
close to the desired response, as shown in Fig. 5.32.

4. Finally, perform an ASM iteration using the coarse model shown in Fig. 5.23 and
the fine model shown in Fig. 5.29. Note that the coarse model does not include
the flanges, as they do not change the response of the filter. Fig. 5.33 shows the
final performance of the high-precision model.

5.8 Experimental validation

The tri-band filter was finally manufactured in three parts by milling a block of aluminum.
A 10 µm silver-plating finish was added to reduce the effect of ohmic losses. This in turn
will decrease the manufacturing accuracy. However, this is not a problem because we are
using tuning elements. Fig. 5.34 shows both the body and covers of the filter.
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Figure 5.31: Performance of the low and high-precision models for the second filter channel.
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Figure 5.32: Performance of the high-precision model after adding the filter channels to the
manifold.
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Figure 5.33: Final performance of the high-precision model.

Table 5.2: Parameters of the combined analysis.

max(|error|) min(|error|) Average Error Standard Deviation
38 µm 10 µm 12.7 µm 27 µm

5.8.1 CMM measurements of the filter

After the filter was manufactured, we measured the actual filter dimensions using a
coordinate-measuring machine (CMM). This was done in order to evaluate the errors
introduced in the manufacturing process.

The manufacturer provided us with a csv spreadsheet with the optical measurements
of the filter. For each side of every filter channel we were given the following measurements:
a1, l1, a2, l2, a3, l3, a4, l4, a5 and l5 (see Fig. 5.35). In total, that makes it 60 X-Y
plane measurements (20 per channel). We also had 10 measurements in Z (depths) at
different points. We could obtain an estimation of the manufacturing errors subtracting
these CMM measures from the nominal dimensions of the filter.

5.8.1.1 Combined analysis

Table 5.2 shows the key parameters of the manufacturing errors. Specifically, it shows
the maximum and minimum absolute error, the average error and the standard deviation.
Looking at these parameters we can conclude that:
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Figure 5.34: Top: Body of filter. Bottom: Top and bottom covers of the filter.

144



5.8 Experimental validation

Figure 5.35: CMM measurements of each filter channel.

• The maximum error is smaller than the 50 µm, which is the precision we agreed at
with the manufacturer. We will be able to compensate these errors with the tuning
elements.

• The standard deviation is very large and the average error is not near 0 µm.

The results do not follow a normal distribution centered at 0 mm, which is what we
expected. Fig. 5.36 shows the histogram of the errors. In the 70 error samples, there is
not a single entry with absolute value below 10 µm. We can also see that positive errors
(48 out of 70) are more frequent than the negative errors (22 out of 70).

5.8.1.2 Separate analysis

In the previous section we analyzed all the errors at the same time. We had, in fact,
assumed that the X-Y errors and the Z errors behaved in a similar way. This, however,
appears not to be the case. If we think about the process to machine the filter, we can
assume that:

• The X and Y errors must be related because the mechanics of both movements is
the same. It is safe to assume that the CNC (computer numerical control) machine
will behave similarly along the X and Y axis.

• The movement in the Z axis may follow a different distribution.
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Figure 5.36: Histogram of the errors.

Table 5.3: Key parameters of the Z errors.

max(|error|) min(|error|) Average Error Standard Deviation
28 µm 10 µm -17.6µm 4.8 µm

The manufacturer confirmed that this assumption is in fact, true. The physical
components of the CNC machine involved in moving the arm in the X and Y axis have
similar mechanisms. However, the movement in the Z axis involves a different set of
components. We will, therefore, separate the original dataset into two separate ones: an
X-Y dataset of 60 samples and a Z dataset of 10 samples.

We will first analyze the errors in Z. It is important to note that we only have
10 samples and therefore, the results are not very representative. Table 5.3 shows the
key parameters. Specifically, it shows the absolute maximum and minimum values, the
average error and the standard deviation.

Fig. 5.37 shows the histogram for the Z deviations. In this case, the values are
more evenly distributed between −28µm y −10µm. There is a resemblance between the
histogram of the data and a normal distribution of mean -17.6 µm and standard deviation
of 4.8 µm. Even though we do not have enough data points to make a proper inference, we
can clearly see that all Z errors are negative, and centered around -18 µm. This suggests
that there is a bias in the Z axis, and the cutting tool did not remove as much aluminum
as it should have.
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Figure 5.37: Histogram for the Z errors.

Table 5.4: Key parameters of the X-Y errors

max(|error|) min(|error|) Average Error Standard Deviation
38 µm 24 µm 17.8 µm 25.8 µm

We will now analyze the X-Y errors. The dataset in this case is larger, so we will be
able to draw better conclusions. Table 5.4 shows the key parameters. The key parameters
alone do not provide much insight, but when we visualize the data (Fig. 5.38) we can
clearly see that:

• There are no errors smaller than 24 µm (in absolute value). This clearly shows that,
again, there is a bias in the errors.

• We can see an cluster of errors around +30 and -30 µm. There must be a reason
for this.

• Out of the 60 samples, there are 48 positive errors (the dimensions were wider or
longer that they were supposed to) and 12 negative errors.

Since there are fewer negative than positive errors, we will first focus on these values.
Fig. 5.39 shows the X-Y errors for one of the channels (for both sides). Out of all the
errors, the four negative ones belong to l2 and l4 (in both sides), which correspond to the
lengths of the apertures that have been measured. This behavior is repeated for the other
two channels.

If we analyze the errors considering the type of each element (width and length of

147



Chapter 5. Novel Folded Multi-Band Filters

Figure 5.38: Histogram for the X-Y errors.

apertures or resonators) we conclude that:

• The errors of the widths ai i = 1, ..., 5 are all positive. This happens for all
filters: the widths of all cavities and apertures are slightly wider than they should.
The errors are always positive.

• If we check the lengths of the resonators (l1, l3 y l5), the same thing happens. The
errors are always positive.

• Finally, we can observe that the errors of the lengths of the coupling windows (l2 y
l4) are always negative.

These results strongly suggest that there is a bias in the errors of 30 µm: the
cutting tool removes more metal than it should. The reason why some of the errors are
positive and some are negative is straightforward. Let us consider the milling process
itself, starting from the first cavity (whose length and width are given respectively by l5
and a5):

1. The cutting tool removes more metal than it should and, therefore, the first re-
sonator results slightly longer and wider than it should have been (positive errors).
Fig. 5.40 (left) shows the directions in which the cutting tool moves.

2. The next aperture is then milled. The width(a4) is slightly wider than it should.
Since the aperture is opened from the ends (it is connected to the cavities), the
cutting tool cannot alter the thickness. Fig. 5.40 (center) shows the directions in
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Figure 5.39: Top: Manufacturing errors in the top side of the first filter channel. Bottom:
Manufacturing errors in the bottom side.
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Figure 5.40: Cutting tool directions for the first cavity, first aperture and second cavity.

which the cutting tool moves.
3. For the second resonator (a3, l3) the same thing happens. It is longer and wider

than it should have been (positive errors). Fig. 5.40, right, shows the machining
directions.

4. The errors in the thicknesses of the apertures are 100 % correlated to the errors in
the cavities that are connected to them (the correlation is -1). If the cutting tool
makes l5 y l3 longer than they should have been, it is indirectly shortening l4.

We can eliminate the negative X-Y errors from the analysis, since now we know
that these errors are completely determined by the dimensions of the adjacent cavities.
Fig. 5.41 shows the histogram of the positive errors. It seems reasonable to say that we
now have a gaussian distribution of mean 30.5 µm, and standard deviation of 3 µm.

It is interesting to note that, if we did have this data before manufacturing the filter,
we could easily have pre-compensated the nominal dimensions:

• We would have made all apertures and cavities 30.5 µm narrower.
• We would have made all cavities 30.5 µm shorter.

With these corrections, we would have been able to reduce the maximum error by
5 times without any cost. Fig. 5.42 shows the histogram of the corrected errors. From
this point on, therefore, it is strongly advisable to discuss with the manufacturers possible
modifications to the dimensions of the filter to correct possible biases in manufacturing
errors.
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Figure 5.41: Histogram of the positive X-Y errors.
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Figure 5.42: Histogram of the positive X-Y errors (compensated).
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Figure 5.43: Assembled filter fed with WR-75 waveguides.

5.8.2 Measurements

Fig. 5.43 shows the assembled filter, already fed by two WR-75 waveguides. Fig. 5.44
shows the measured broadband performance of the filter after the tuning process. As we
can see, there is an excellent match between the simulated and measured performance: all
lobes have been properly recovered, and the transmission zeros have not moved despite the
fact that we did not include tuners in the capacitive cross-couplings. Two spurious signals
appear at 14.48 and 14.88 GHz, however, they are well above the working frequency and
in any case, their attenuation is greater than 30 dB.

Fig. 5.44 shows a zoom of the transmission parameter so that we can compare the
simulated and measured insertion losses. The simulations were performed in CST using a
lossy material with the conductivity of silver. The measured insertion losses at the center
of each channel are 0.49, 0.21 and 0.17 dB, respectively.
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Figure 5.44: Measured performance of the tri-band filter compared to the CST simulation.

10.5 11 11.5 12 12.5 13 13.5
−2

−1.5

−1

−0.5

0

Frequency (GHz)

In
se
rt
io
n
L
os
s
(d
B
)

S21 (dB) - Measured S21 (dB) - Simulated

Figure 5.45: Insertion loss of the filter compared to the simulated losses in CST.
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5.9 Conclusion

In this chapter, we have proposed a new folded topology for N -band filters based on a
manifold approach. The folded topology overcomes the limitations of previous imple-
mentations, while maintaining all the typical advantages of the manifold approach: low
insertion loss, flexibility in the frequency spacing, number of channels, etc.

The key feature of this approach is that the filters are folded along their center, thus
removing all length constraints. Each filter channel can be completely different (different
order, BW, TZs) depending on the specific application requirements.

Another key feature of the approach that we propose is the inherent flexibility in
terms of number of channels. This is because the optimization strategy that we have used
in our design has been widely employed for manifold multiplexers with a high number of
channels (up to 20 channels).
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Chapter 6

Reconfigurable Waveguide Components

The current evolution trend of modern communication systems is toward higher data
rates, higher channel frequencies, and dynamic adaptability to customer demands. In this
context, therefore, tunable and (or) reconfigurable microwave components, and filters in
particular, are currently of great research interest.

As already discussed in Chapter 2, the most common approaches to design tunable
and reconfigurable filters are:

• Modifying the physical dimensions of the filters, using, for example, movable walls
[67–69].

• Using metallic (or dielectric) screws to modify the electric field inside a resonator
or an aperture [70,71].

• Combining mechanical switches and microwave filters [12].

If the tuning range of a filter with movable end walls or metallic (or dielectric)
screws is wide enough, we can change the filter’s bandwidth and/or its center frequency.
However, we cannot alter its order or shape. Therefore, the most flexible solution is to
combine different filters using switches.

Most switches are based on mechanical rotatory systems [75], or use semiconduc-
tor technology [78] and MEMS [76, 88]. Recently, in [89–91], a new approach to design
waveguide switches was proposed. The switches were based on alternating short and open
circuits in the signal path of a waveguide. A similar unconventional approach was used
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Figure 6.1: Possible implementation of the Filter & Switch. It behaves at the same time as a
3-pole filter and as a 1P3T switch.

in [11], where a new device that integrates the functions of microwave filter and waveguide
switch (F&S) was proposed. Due to the importance of this device, we will discuss this
contribution in more detail.

6.1 Filter & Switch based on MTPs

Fig. 6.1 shows an implementation of the F&S. It simultaneously behaves as a three-
pole filter and as a 1P3T (one-pole triple-throw) switch. The F&S has one input branch
(labeled P1 in Fig. 6.1) and three output branches (P2, P3 and P4). They all are
connected to a central waveguide resonator. The apertures and cavity of the first branch
(P1) have professional tuners that can be manually adjusted, whereas the rest of the
branches include modified tuning pins (MTPs).

The key aspect of the F&S is the introduction of the MTPs. Each MTP (Fig. 6.2) has
two states: an ON (or tuned) and an OFF (or detuned) state. The ON state is obtained by
removing the inner pin [Fig. 6.2 (b)] from the hollowed M4 screw [Fig. 6.2 (a)]. The OFF
state is obtained by inserting the inner pin until it touches the bottom of the waveguide.
The hollowed M4 screws are used to compensate the manufacturing errors and correctly
adjust each cavity and iris of the filter.

By removing/inserting some of the MTPs, it is possible to select different paths
of the signal. For example, if the MTPs of branches 3 and 4 are set to the OFF state
[as in Fig. 6.3 (top)], the attenuation at ports 3 and 4 is above 55 dB [as shown in
Fig. 6.3 (bottom)]. If the MTPs of branches 2 an 4 are set to the OFF state, the active
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Figure 6.2: Modified Tuning Pins: (a) A hollow M4 screw that can be manually adjusted to
tune a cavity or an iris; (b) An inner pin that can be inserted in the middle of the hollow
M4 screw in order to short circuit a cavity or an iris.

path of the F&S is the path P1-P3 (as shown in Fig. 6.4).

The main advantage of this topology is that it can be remotely operated. In fact,
the authors of [11] demonstrated the remote operation of the F&S using simple linear
servomotors shown in Fig. 6.5 (top). These actuators are controlled by an Arduino as
shown in Fig. 6.5 (bottom). It is important to note that whereas classic rotary switches
need to be very precise (which in turn, makes them expensive and bulky), the servomotors
only need to extract the very lightweight pins from the MTPs without concerning about
the precision of the movement: once the inner pin is out from the MTP, its actual height
with respect to the cavity/aperture does not alter the electromagnetic response of the
filter.

The goal of this chapter is to significantly extend the results demonstrated in [11],
showing that MTPs can also be effectively used to design reconfigurable filters with dis-
crete states. In addition to theory, the measured results of two reconfigurable filters are
also discussed. Furthermore, a reconfigurable diplexer is also demonstrated. Measured
results for all the hardware discussed in this chapter are compared very favorably with
simulations, thereby fully validating all of the novel structures that we propose.
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Figure 6.3: Path P1-P2 of the F&S. Top: The black circles in the MTPs of branches P3 and
P4 indicate that they are set to the detuned state. Bottom: Performance of the F&S.
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Figure 6.4: Path P1-P3 of the F&S. Top: The black circles in the MTPs of branches P2 and
P4 indicate that they are set to the detuned state. Bottom: Performance of the F&S.
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Figure 6.5: Remote operation of the F&S. Top: Servomotor used to lower and lift the inner
pin of the MTPs. Bottom: The actuators are controlled by an Arduino.
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Figure 6.6: Reconfigurable waveguide filter topology.

6.2 Reconfigurable Waveguide Filters

The topology that we propose to implement reconfigurable waveguide filters is shown in
Fig. 6.6. The key components of the structure are the MTPs [11] (Fig. 6.2).

The structure is essentially composed by a set of filters that are activated or deacti-
vated using the MTPs. By removing (ON state) or inserting (OFF state) the inner pins
of specific MTPs we can, in fact, select the different filter channels (or states), thereby
obtaining a different filter performance. Fig. 6.7 shows how to select each discrete state
switching the MTPs.

As shown in [11], the MTPs can be remotely lifted and lowered using simple servo-
motors. The same remote control operation can also be implemented in our structure, so
that it becomes effectively a remotely operated reconfigurable filter. Important features
of this approach are:

• Every filter is designed independently. The various specifications can, therefore, be
completely different. This is indeed a great degree of flexibility.

• Compared to the standard solution of separate waveguide filters and mechanical
(rotary) switches, this solution is lighter and significantly less expensive.

• The same basic idea can also be used to obtain very complex reconfigurable devices,
like diplexers, as it will later be shown in Section 6.7.

The complete design procedure is discussed in the next section.
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Figure 6.7: State selection. Top: MTP configuration for the first state. Central: MTP config-
uration for the second state. Bottom: MTP configuration for the third state.
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6.3 Specifications and design procedure

As illustrative examples, we discuss in this section the design of two reconfigurable waveg-
uide filters (Filter A and Filter B) with different specifications. The target specifications
for Filter A are as follows:

• Input/output waveguide: WR-75.
• Return Loss ≥ 20 dB.
• Three discrete states:

– State 1: f0 = 10.875 GHz ; BW = 125MHz; N = 3.
– State 2: f0 = 11GHz ; BW = 125MHz; N = 3.
– State 3: f0 = 11.125 GHz; BW = 125MHz; N = 3.

The target specifications for Filter B are as follows:

• Input/output waveguide: WR-75.
• Return Loss ≥ 25 dB.
• Three discrete states:

– State 1: f0 = 11GHz ; BW = 62.5MHz; N = 3.
– State 2: f0 = 11GHz ; BW = 125MHz; N = 3.
– State 3: f0 = 11GHz; BW = 250MHz; N = 3.

Both filters will be manufactured in two pieces using milling (body and cover) and,
therefore, we must also consider round corners (2 mm) in all the cavities. The design is
carried out, for convenience, in two stages:

1. Stage 1: Obtain a low-accuracy model of the filter (LA). The LA filter will not
consider round corners or tuning elements. It is important to note that the purpose
of the MTP is twofold: the outer part, the hollowed M4 screw, is used to tune the
cavities or apertures, whereas the inner pin is used to switch between the ON/OFF
states. At this stage of the design, we do not need to simulate the outer part of
the MTPs.

2. Stage 2: Obtain a high-accuracy model of the filter (HA). The HA structure will
include rounded corners and MTPs. At this point, we will consider the whole MTP
(outer and inner parts).

In the first stage of the design, we will use the commercial simulator FEST3D with
the setup shown in Table 6.1. This setup will allow us to perform simulations in a very
short time. In the first stage of the design we will need to perform hundreds of simulations
in the optimization loop in order to achieve the desired performance. Choosing an efficient
simulator for this task will greatly speed up the design process.

Once the LA filter has been designed, we will need to include the features we omitted
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Table 6.1: Accuracy settings used for Filters A and B.

Coarse Model
Simulator FEST3D

Accessible modes 10
Number of basis functions 30
Green’s function terms 300

Fine Model
Simulator CST Microwave Studio
Solver Frequency Domain Solver

Frequency Sweep General Purpose
Mesh refinement 11 (or 10.875 or 11.125) GHz
Error Threshold 0.005

Maximum number of iterations 20

in the previous step (rounded corners and MTPs). The simulator we have used for this
stage is CST Microwave Studio. Even though the simulations of the HA filter will take
much longer, we can easily make the transition from the LA to the HA model using
an Aggressive Space Mapping (ASM) based strategy [22], [30], [35] or the Step-by-Step
method described in Chapter 3. Using ASM, the majority of the simulations required to
go from the LA to the HA model will be performed in the fast, LA model.

6.4 Design procedure for Filter A

The first step in the LA design is to obtain the independent channel filters. We therefore
start with a model based on transmission lines and inverters that provides the desired
Chebyshev response for each channel [13]. We then apply the synthesis procedure des-
cribed in [17] to obtain the waveguide model for each filter as shown in Fig. 6.8.

It is important to note that, as shown in Fig. 6.6, the three channel filter must have
the same length in order to fit our topology. There are three possible options:

• We can use stubs to couple the filters to the manifold and include these stubs in
the optimization process as it was previously done in [66].

• We can fix the length of the resonators and optimize their widths. With this option
we can couple the channel filters directly to the manifold and reduce the footprint
of the filter.

• We can fold the filters along their center, as we did in Chapter 5, and bypass
completely the problem.

For the sake of simplicity, we have chosen the second option. Fig. 6.9 shows the
in-line performance of the three independent channel filters (or states).
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Figure 6.8: Waveguide filter channel.
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Figure 6.9: Performance of the independent filters. These are the three possible discrete states
of the reconfigurable filter (Filter A).
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Figure 6.10: Step 1: Join the first filter channel to the manifold and optimize the distance to
the short circuit and the widths of the first two elements of the filter. The parameters that
are optimized are shown with arrows.

After designing the independent filters, we can add them to the manifold using the
following procedure:

1. Add the first filter to the manifold as in Fig. 6.10, and optimize the distance to
the short circuit and the widths of the first aperture and cavity of the filter. Fig.
6.11 shows the response of the filter after this step.

2. Set the MTPs of the first filter to the OFF state and add the second filter to the
manifold as shown in Fig. 6.12 (top). Note that after setting the first filter’s MTPs
to the OFF state, the central part of the first channel does not affect the response
of the active channel and thus, we can save some time if we do not simulate it
[Fig. 6.12 (bottom)]. It is important to remember that we do not need to simulate
the whole MTPs, we only need to consider the inner pins to short circuit the
inactive filter. Fig. 6.13 shows the performance of the filter after optimizing the
distance between the channels and the first two elements of the newly added filter.

3. Repeat the previous step until all the channels/states have been added. Fig. 6.14
shows the filter at this point and Fig. 6.15 shows its simulated performance.

4. After all the channels have been added, it is necessary to perform another opti-
mization for the first two channels/states. These iterations are necessary because
the filters added in Steps 2 and 3 are loading (slightly) the active filter. After a
rapid optimization process, we obtain the performance shown in Fig. 6.16.

After designing the LA filter, we can apply any of the variations of ASM mentioned
before to obtain the HA model shown in Fig. 6.17. The HA model must include round
corners in every cavity, as well as the (hollow) M4 screws of the MTPs. The M4 screws
will be fixed at a depth of 1 mm in order to allow for future bidirectional adjustments. In
SM terminology, the HA model will be the fine model and the LA model will be our coarse
model. The fastest way to apply the Step-by-Step approach in this case is as follows:

1. Extract the individual filters of the LA model, obtaining three in-line filters (as
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Figure 6.11: Response of the filter after performing Step 1.

the one shown in Fig. 6.8).
2. Apply the Step-by-Step approach described in Chapter 3 until the high-accuracy

version of the filters that include rounded corners and tuning elements (M4 hol-
lowed screws) has been recovered.

3. Combine the high accuracy filter channels to obtain the HA model of the reconfig-
urable filter (shown in Fig. 6.17).

4. Finally, perform an additional OS-ASM iteration for each filter channel using the
coarse model of Fig. 6.14 and the fine model of Fig. 6.17.

After following the previous procedure, the HA model meets the required specifica-
tions (see Fig. 6.18). This concludes the design of Filter A.
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Figure 6.12: Filter structure after performing Step 2. Top: Complete structure. Bottom:
Reduced structure. Due to the MTPs, the complete and reduced structure provide the
same performance.
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Figure 6.13: Response of the filter after performing Step 2.

Figure 6.14: Step 3: Set the MTPs of the second filter to the OFF state and add the third
filter to the manifold.
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Figure 6.15: Response of the filter after performing Step 3.
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Figure 6.16: Performance of the LA filter.
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Figure 6.17: Final high-precision model for Filter A.
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Figure 6.18: Performance of the high-accuracy model of Filter A.
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Figure 6.19: Proposed topology for Filter B. In this case, we have also included MTPs in the
manifold.

6.5 Desgin procedure for Filter B

During the design of Filter A, we observed that the length of the manifold could introduce
design problems. As it is well-known, connecting a short circuited manifold to a filter can
generate transmission zeros. As the length to the short circuit of the manifold increases,
the transmission zeros generated become more difficult to control. A simple solution to
this problem is to add MTPs to the manifold. Filter B uses this approach (see Fig. 6.19).
Including MTPs in the manifold has two advantages:

• We can now easily control the distance between the channels. The filter will be
manufactured in two pieces (body and cover) that will be assembled using closing
screws. If we can add more space between the filters, we can also insert addi-
tional screws (see Fig. 6.20), and this we will help to decrease the insertion losses
introduced by the filters.

• The design becomes simpler because we can control (or eliminate) more easily the
transmission zeros generated by the manifold.
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Figure 6.20: Closing screws of Filter B.

The design of Filter B is similar to the design of Filter A:

1. Design the independent filter channels. Following the same approach as in the
previous case, we have fixed the lengths of the resonators, and we have optimized
their widths.

2. Add the filters to the manifold one at a time.
3. Once all the filters have been added, perform an additional optimization for the

first and second filters. Fig. 6.21 shows the LA model for the second state and
Fig. 6.22 shows its performance.

4. Once the LA model has been designed, use ASM to obtain the HA model shown
in Fig. 6.19. Fig. 6.23 shows the simulated performance of the HA filter.
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Figure 6.21: LA model of Filter B for the second state.
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Figure 6.22: Performance of the LA model for Filter B.
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Figure 6.23: Performance of the HA model for Filter B.
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6.6 Experimental Validation

After designing two reconfigurable filters, we decided to manufacture Filter B, since it is
the most complex of the two filters: the channels are placed at the same central frequency
and it includes additional MTPs in the manifold.

The filter was manufactured by H-plane milling in two pieces of aluminum: body
and cover (as shown in Fig. 6.24). For the manufacture we used a low cost process with
tolerances between 100 and 200 µm.

Figure 6.24: Body and cover of Filter B. Both pieces have been manufactured in aluminum.

Fig. 6.25 to Fig. 6.27 show the measured performance compared to the ideal high-
precision model simulations. As we can see, the level of agreement between the simulations
and measurements is excellent, thereby validating both the proposed topology and the
design process.

6.7 Reconfigurable Diplexer

The reconfigurable filter topology we just discussed can also be used to design more com-
plex devices. As an example, we demonstrate in this section how to design a reconfigurable
diplexer with two discrete states. Fig. 6.28 shows the two states of the diplexer. The
diplexer specifications are as follows::

• Input/Output: WR-75.
• State 1:

– f01 = 10.9075 GHz; BW = 125 MHz; N = 5; RL ≥ 25 dB.
– f02 = 11.155 GHz; BW = 250 MHz; N = 5; RL ≥ 25 dB.
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Figure 6.25: Measured performance of Filter B (State 1).
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Figure 6.26: Measured performance of Filter B (State 2).
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Figure 6.27: Measured performance of Filter B (State 3).

Figure 6.28: Reconfigurable diplexer. The two paths of the signal have been drawn. Top: Top
view of the first state. Bottom: Top view of the second state.
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• State 2:
– f01 = 10.845 GHz; BW = 250 MHz; N = 5; RL ≥ 25 dB.
– f02 = 11.0925 GHz; BW = 125 MHz; N = 5; RL ≥ 25 dB.

A multiplexer can be considered as contiguous when the separation between the
channels (assuming that all have the same bandwidth) is less than 0.25×BW [12]1. We
have chosen the central frequencies so that there are 60 MHz between the channels (≈
250 MHz × 0.25).

The design is again carried out in two stages: the design of the low-accuracy (LA)
model, and the desing of the high-accuracy (HA) model. The setup for the simulators is
the same as in Section 6.3.

6.7.1 Design procedure for the LA diplexer

The design procedure for the LA diplexer is as follows:

1. Design two independent diplexers. The reconfigurable diplexer is then obtained
combining the two manifold diplexers shown in Fig. 6.29. The two diplexers can
be designed using the procedures described in [9] and [12]. As we did for the re-
configurable filters, we will optimize the widths of the apertures, and the widths
of the cavities (instead of their lengths). Fig. 6.30 shows the performance of the
isolated diplexers.

2. Combine the independent diplexers to form a 4-port device, as shown in Fig. 6.31.
We then optimize the first aperture and cavity of each branch in order to recover
the performance we had in the previous step. We can perform these optimizations
with the whole structure [Fig. 6.31 (top)] or with a reduced structure [Fig. 6.31
(bottom)]. Due to the presence of the MTPs, both structures provide the same
performance. We can, therefore, use the reduced structure in order to speed up the
optimization process. After a very short optimization, we obtain the performance
shown in Fig. 6.32.

1This empirical rule assumes that all channels have the same bandwidth.
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Figure 6.29: Independent diplexers. Top: The response of this isolated diplexer is the goal
for the first state of the reconfigurable diplexer. Bottom: The response of this isolated
diplexer is the goal for the second state of the reconfigurable diplexer.
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Figure 6.30: Performance of the isolated diplexers. Top: State 1. Bottom: State 2.
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Figure 6.31: Combination of the independent diplexers. Top: Considering the whole diplexer.
Bottom: Considering a reduced circuit.
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Figure 6.32: Performance of the 4-port device. Top: State 1. Bottom: State 2.
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Figure 6.33: Combination of the common outputs of the branches (part 1).

3. Combine the common outputs of the branches. For each branch we can proceed
as follows:

(a) Add the initial filter channels (the ones we had before designing the indepen-
dent diplexers) to a manifold and set the MTPs of one of the filters to the
OFF state (see Fig. 6.33). After that, optimize the elements of the active
filter that are closest to the manifold (the first aperture and cavity) in order
to recover the ideal filter performance (see Fig. 6.34). It is important to note
that in this case, it was not necessary to optimize the distance to the short
circuit of the lateral manifold (as shown in Fig. 6.33, that distance is 0 mm).
Optimizing the first aperture and cavity of the filter was enough to recover
the target performance.

(b) Switch the state of the MTPs and add a pin to short circuit the manifold
(see Fig. 6.35). Optimize the elements of the active filter that are closest
to the manifold and the position of the pin. After a short optimization, we
obtain the performance shown in Fig. 6.362. As we can see, there is a peak
in the S21 parameter around 11.8 GHz that resembles a transmission zero.
If we simulated the same structure considering aluminum losses, we would
see that the S11 also decreases at this frequency. The pin we added to the
manifold behaves like an inductive aperture and, therefore, there is now a
new cavity between the pin and the short-circuited end of the manifold. The

2As in the previous case, we included the short circuit pin at a 0 mm distance from the active filter.
If we had not been able to recover the target performance optimizing the first aperture and cavity of the
active filter, we would have also modified the position of the short circuit pin.
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Figure 6.34: Performance of the structure shown in Fig. 6.33 after a short optimization.

second mode of the new cavity is resonating at 11.8 GHz (see Fig. 6.37)
introducing the unexpected resonance peak. It is necessary to include an
additional pin in the manifold to ensure that the resonance falls out of the
frequency of interest. After adding the pin shown in Fig. 6.38, the cavities
of the manifold resonate at 9.62 and 14 GHz. The peak at 11.8 GHz (see
Fig. 6.39) has been successfully eliminated.

4. The final step is to combine half of the structures from Steps 2 and 3. Fig. 6.40
shows the LA model of the diplexer for the two possible states. Fig. 6.41 shows
their performances.

In conclusion, the design of the reconfigurable diplexer consists of designing two
separated diplexers which are then combined with a simple step-by-step procedure.
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Figure 6.35: Combination of the common outputs of the branches (part 2).
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Figure 6.36: Performance of the structure shown in Fig. 6.35 after a short optimization.

186



6.7 Reconfigurable Diplexer

Figure 6.37: E-field at 11.8 GHz of Fig. 6.35.

Figure 6.38: Introducing an additional pin to short circuit the manifold eliminates the resonance
at 11.8 GHz.
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Figure 6.39: Performance of the structure shown in Fig. 6.38.

6.7.2 Design procedure for the HA diplexer

Once the LA diplexer has been designed, we can follow the same ASM-based procedure
described in Chapter 3 (Step-by-Step ASM) to obtain the HA model including round
corners in all cavities, MTPs, and regular tuners (see Fig. 6.42).

One interesting point is that designing the diplexer and the reconfigurable filters
(see Section 6.4), we realized that it is not necessary to include MTPs in every cavity and
aperture. We have, therefore, used MTPs in the first and last three elements of every
branch (24 MTPs in total). Standard commercial tuners are used in all other cavities and
apertures (20 in total).

The fastest approach to obtain the HA diplexer is as follows:

1. Extract the filter channels from the LA model and apply the Steb-by-Step proce-
dure to obtain the high-precision filter channels that include rounded corners and
tuning elements (the hollowed M4 screws).

2. Then, combine the high-precision filters to obtain the structure shown in Fig. 6.42.
3. Using the coarse model(s) shown in Fig. 6.40 and the fine model(s) shown in

Fig. 6.42, apply as many ASM iterations as needed in order to recover the target
performance.
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Figure 6.40: Low precision model of the reconfigurable diplexer. Top: LA model of the first
state. Bottom: LA model of the second state.
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Figure 6.41: Performance of LA reconfigurable diplexer. Top: State 1. Bottom: State 2.
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Figure 6.42: High accuracy model for the reconfigurable diplexer. Top: Top view of the first
state. Bottom: Top view of the second state.

In this case, after three ASM iterations per diplexer, the HA model provides the
performance shown in Figs. 6.43 and 6.44 for the first and second state, respectively.

6.8 Experimental Validation

The reconfigurable diplexer was manufactured, using aluminum, in two parts: body and
cover. Fig. 6.45 shows the assembled filter already connected to standard WR-75 waveg-
uides. Figs. 6.46 and 6.47 show the measured performances for State 1 and 2, respectively.
As we can see, there is an excellent agreement between the simulated and measured per-
formances of the diplexer. Even though, due to the low manufacturing accuracy, we were
not able to recover an equiripple response for State 2, all S11 lobes are visible, and the
return loss is greater than 23 dB. The losses for the narrower filters are around 1.3 and
1.2 dB, respectively. The losses for the wider filters are around 0.8 and 1 dB, respec-
tively. These results completely validate both the topology and the design process of the
reconfigurable diplexer.
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Figure 6.43: Performance of the HA reconfigurable diplexer (State 1)
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Figure 6.44: Performance of the HA reconfigurable diplexer (State 2).
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Figure 6.45: Reconfigurable diplexer already fed with WR-75 waveguides.

6.9 Conclusions

In this chapter we have discussed a novel topology for reconfigurable filters. We have, in
fact, shown that, using MTPs, it is possible to design reconfigurable filters with a number
of discrete states. We have also shown that this approach is very flexible since each filter
channel can be completely different. Furthermore, it is important to note that although
we have used as a proof-of-concept simple in-line filters, we can also use the same approach
with folded filters to implement transmission zeros.

Furthermore, the reconfigurable filters can be operated remotely with a minimum
additional weight and cost. In this context, it is important to note that the solution that
we have discussed does not require high-precision displacement mechanisms. A simple
linear actuator can, in fact, be used to change the position of the inner pins of the MTPs.

Finally, we have also shown experimental results for a reconfigurable filter with three
discrete states and for a diplexer with two states. The agreement between simulations
and measurements is excellent in all cases, thereby fully validating both the hardware and
the design procedures.
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Figure 6.46: Measured performance of the reconfigurable diplexer (State 1).
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Figure 6.47: Measured performance of the reconfigurable diplexer (State 2).
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

In this doctoral thesis, we have provided a number of theoretical and practical contribu-
tions to the state-of-the-art of microwave filters, for both ground and space applications.
In this chapter, we will first provide a summary of our major achievements and contribu-
tions, and then we will propose a number of possible future research areas.

The first topic that we have discussed is a novel procedure based on the Aggressive
Space Mapping (ASM) optimization method. The advantage introduced by the Step-by-
Step procedure is that it allows us to easily include all non-ideal factors (tuning elements
and rounded corners) in the design process with substantially less computational effort
than its predecessors. The key of the proposed method is that the non-ideal factors
are added in sets of two or three elements at a time, thereby greatly simplifying all
needed computations and reducing the chances of finding local minima in the optimization
process. As compared to the current state-of-the-art of ASM, namely, the so-called One-
Step ASM, the proposed procedure is more robust and much faster, especially for complex
filter topologies.

In addition, we have also clearly demonstrated the advantages introduced by the new
procedure with the design of four different microwave filters. Both Step-by-Step and One
Step ASM have been used for the design of each filter, namely: a standard 6-pole inductive
filter in rectangular waveguide, a folded 6-pole filter with a capacitive cross-coupling, a 4-
pole folded filter with a cross-coupling, and a 5-pole filter based on dual-mode resonators.
For the simplest filter (the in-line 6-pole waveguide filter), the Step-by-Step procedure is
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1.83 times faster than One Step ASM. For the rest of the filters our method is 6.3, 10.6
and 5.3 times faster, respectively, than One-Step ASM. The more complex the filter to be
designed is, the greater are the benefits of the Step-by-Step approach.

The next contribution that we have discussed is a simple and effective solution to
the cumbersome task of tuning microwave filters. The method that we propose is again
based on SM. The key feature of the procedure we have developed is that it exploits the
filter’s simulation models. In particular, our approach allows us to evaluate the relation (or
mapping) between the penetrations of the tuning elements of the filter and the dimensions
of a computationally efficient model. Since this relation is established by simulation, we
can obtain the mapping around the optimal tuned response. This mapping can then be
used very effectively to tune the actual filter without needing to update it after every
iteration.

The tuning procedure we have proposed has been validated by tuning an inductive 6-
pole waveguide filter. Several enhancements of the basic method have also been discussed
in order to further accelerate and simplify the tuning process.

The next contribution that we have described in this thesis is a new topology to
design multi-band filters that can be used to easily design hardware with an arbitrary
number of bands. The proposed topology has been validated by designing, manufacturing
and measuring a tri-band filter.

The new folded topology overcomes the limitations of its in-line predecessor: since
the filters are folded, it is no longer necessary to guarantee any type of length constraint
and we can easily introduce transmission zeros in every channel. Furthermore, the design
process that we have discussed is based on the well-known optimization strategy for
manifold multiplexers and thus, it can be used to design multi-band filters with as many
channels as required. We believe that this approach is the best solution available in terms
of flexibility, scalability and ohmic losses.

Finally, the last contribution that we have discussed is the design of a family of
filters that can be reconfigured remotely. The key feature of the novel topology that we
propose is the use of modified tuning pins (MTPs) that can be operated remotely to
activate and deactivate different paths of the signal. The MTPs can be effectively seen
as a low-cost mechanical switch that can be easily added to any type of structure. The
benefits introduced by our contribution are that the filters for each state can be completely
different, they can be designed independently from each other, and that the MTPs do not
require expensive high-precision actuators.

As a verification, we have designed two reconfigurable filters with three discrete
states. One of the filters has also been manufactured and measured. In addition to simple
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filters, we have also designed, manufactured and measured a reconfigurable diplexer with
two discrete states. All measured results have been found to be in excellent agreement
with the high-precision simulations, thereby fully validating both the novel hardware and
the design techniques.

7.2 Future work

The research work described in this thesis can effectively be used as a starting point for
future research. Several areas could indeed be explored. In particular:

• New optimization domains. Until now, in all the ASM-based procedures we have
discussed, we have generally used the magnitude of the S11 and S21 in the recovery
process. It may be beneficial to completely change the optimization domain and
move, for instance, to the complex plane where filters are characterized in terms of
poles and zeros. It has been proved that if the error functions used in the ASM
recovery process are re-written in terms of the filter’s poles and zeros, the effect of
local minima decreases drastically. As a consequence, gradient-based optimization
algorithms could be used, potentially speeding the design process even more.

• Filter tuning. In our work, we have clearly shown that SM can be used to tune an
inductive filter in rectangular waveguide very efficiently. It would be interesting to
extend the basic tuning procedure we discussed to more complex filtering structures
and technologies, such as dual-mode filters, coaxial filters with a folded topology,
in-line filters with transmission zeros (based on resonant coupling irises) or to GGW
(groove gap waveguide) filters.

• Reconfigurable filters. It would be interesting in this context to continue the
development of more complex reconfigurable filters based on MTPs such as coaxial
filters, low-pass corrugated filters or circular waveguide dual-mode filters, and to
partner up with an actual industrial manufacturer to develop a commercial version
of our basic concept for both ground and space applications. It would also be
interesting to develop a family of MTPs with a dielectric outer part. The metallic
inner pin will activate and deactivate the different paths of the signal, and the outer
dielectric part could be used to continuously tune each of the possible states.

• Multi-band filters. A further interesting extension of the work described in this
thesis could be the exploration of reconfigurable multi-band filters based on the use
of MTPs in multi-band filter structures.
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Appendix A

Manufacturing Plans with Solid Works

A.1 Filter example

This appendix contains a detailed description of how to prepare the manufacturing plans
in Solid Works for a folded 6-pole filter with a cross-coupling. Fig. A.1 shows the final
filter designed with CST, whose performance is shown in Fig. A.2

Since the filter has been folded along its center, it will be manufactured by H-plane
milling in three pieces: a body and two covers. There are several things to notice about
this filter:

• The concave corners have a radius of 2 mm.
• There is a manifold connected to the input/output of the filter. This prototype

was manufactured to test the insertion loss of the most restrictive channel of the
tri-band filter shown in Chapter 4 and, therefore, we wanted to include the effect
of the double manifold.

• The filter includes professional tuners (see Fig. A.3). It is important to note that
whereas the cylinder that actually goes inside the filter has a radius of 0.9 mm, the
diameter of the outside part of the tuner has a radius of 1.35 mm.

• The three pieces will be assembled using passing M4 screws tightened with nuts.
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Chapter A. Manufacturing Plans with Solid Works

Figure A.1: Folded 6-pole filter with a capacitive a cross-coupling.
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Figure A.2: Target performance for the filter.

202



A.2 General idea

Figure A.3: Professional tuner.

A.2 General idea

Solid Works is a 3D modeling CAD tool that can be used to generate the manufacturing
plans the CNC machines require. In this section, we will provide a very detailed guide on
how to draw these plans step by step. The general process goes as follows:

• Insert the structure of the model in a solid block, and then subtract it to obtain a
block that has been hollowed with the shape of the filter.

• Then add all the holes of the screws that are necessary to close and align the filter.
• Finally, separate this hollowed block with several holes into a body and cover(s).

A.3 3D plans

In this section we will exhaustively describe each of the steps mentioned before. The
complete process goes as described next:

1. After the filter is designed, export its geometry as a STEP file so that it can be
opened with Solid Works.

2. Then select the surface of the tuners (which were set to a depth of 1 mm) and add
an Extrude Base operation (Features/Extrude Base). Then, sketch circles in the
tuners’ holes as shown in Fig. A.4 (left) and exit the sketch so that the Extrude
Base menu appears [Fig. A.4 (right)]. Set the height of the extruded volume (in
this case 6 mm). It is important that the extruded base is merged into the existing
solid.

3. Repeat the previous operation for the top, bottom and side of the filter (one of the
tuning elements is in the aperture where the filter is folded). At the end of this
process we will have one solid as shown in Fig. A.5.
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Figure A.4: Left: Draw circles in the tuner’s holes. Right: Boss-Extrude’s menu.

Figure A.5: Solid structure at the end of Step 3.
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A.3 3D plans

Figure A.6: Left: Draw a rectangle that contains the filter. Right: Boss-Extrude’s menu.

4. Add a rectangular box that contains the filter. In order to do so, select the top of
one of the cylinders added in the previous step (to define the plane in which we
will perform the next operation) and add another Extrude Base operation. Draw a
rectangle that contains the filter and exit the sketch [Fig. A.6 (left)]. At this point
it is important not to merge the results [see Fig. A.6 (right)]. At this point we
will have to solids: a box that contains the filter, and the filter itself.

5. Then subtract the filter from the box with a Combine operation. Fig. A.7 (left)
shows how to perform the subtraction and Fig. A.7 (right) shows the result. We
can see that the block has been hollowed. We can clearly see the importance of
adding the cylinders of Step 2: after the subtraction operation the holes for the
tuning element are present.

6. Add the standard flanges for WR-75. Fig. A.8 shows the standard flanges for
WR-75 with its dimensions in mm. In this case, it is necessary to add a rectangle
on what will be the top and bottom covers (see Fig. A.9).

7. The input and output waveguides will be attached with threaded M4 screws, and
thus, we must include them with an Extrude Cut operation (see Fig. A.10).
Fig. A.11 shows the final solid that includes the flanges.
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Figure A.7: Left: Combine’s menu. Right: Hollowed solid with the shape of the filter.

Figure A.8: Flanges for WR-75. All annotations are in mm.
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A.3 3D plans

Figure A.9: Add additional rectangles to fit the standard flanges.

Figure A.10: Top: M4 threaded holes (φ = 1.65 mm). Bottom: Extrude Cut ’s menu.
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Figure A.11: Solid that includes standard WR-75 flanges.

8. Add the following holes with an Extrude Cut operation:
• Passing M4 holes (φ = 4.085 mm). As mentioned before, the three pieces will

be assembled together using passing M4 screws. Each M4 will go through
the top cover, body and bottom cover of the filter and we will use nuts to
tighten the screws. These M4 screws must surround the filter to ensure a
good electric contact between the body and the covers. In this case, we will
use 15 screws [see Fig. A.12 (top)].

• Threaded M2 holes (φ = 1.61 mm). The output of the filter has been flipped in
order to fit the standard flanges (without using H-plane bends) (see Fig. A.1).
In order to ensure a good electric contact near the two short circuits of the
manifold, we need to include two threaded M2 screws [see Fig. A.12 (top)].

• Alignment pins (φ = 5 mm). These pins are used to align the three pieces
before tightening the closing screws. In this case, we will use two alignment
pins [see Fig. A.12 (top)].

We need to perform four different Extrude Cut operations: one for the passing M4
screws and the alignment pins (that go through the hole solid) and one for each
M2 hole (since they do not go through the whole solid). Fig. A.12 (bottom) shows
the resulting piece after this step.

9. Separate the solid in three pieces: a body and the two covers1. Fig. A.13 shows
the body and top cover (the bottom one is identical).

1This can be done with an Extrude Cut operation.
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Figure A.12: Top: Different holes to be added. Bottom: Resulting piece after Step 8.
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Chapter A. Manufacturing Plans with Solid Works

Figure A.13: Top: Top cover of the filter. Bottom: Body of the filter.
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A.3 3D plans

10. Add pressure wells to the body. The covers of the filter will not be completely
smooth and therefore, in order to guarantee that the best possible electric contact,
we must add these wells2. One Extrude Cut operation is needed to include the
pressure wells. Fig. A.14 shows the resulting body of the filter.

11. There are two additional modifications that must be done in the covers:
• Modify the diameter of the tuners. We started to draw the manufacturing

plans from the STEP file and thus, the current diameter of the holes for the
tuners corresponds to the part that acually is used to tune the filter (diameter
of 1.8 mm). We need to modify these holes to the proper diameter (2.7 mm).

• Erase some material from the cover so that the tuners fit. The tuners that
we will use are shorter than 5 mm (thickness of the covers) and therefore, we
need to eliminate some material so that the tuners can be used.

Fig. A.15 shows the top and bottom covers of the filter. Note that some mate-
rial has also been removed from the bottom cover, it is just not visible from the
orientation of the piece.

12. After following the previous steps, the 3D plans are ready to be sent to the filter
manufacturer. Along with the Solid Work plans, it is also recommended to include
a pdf file specifying how the holes should be (the metric and if the hole needs to
be threaded or not). Solid Works allows us to do this in a very simple way:
(a) Generate a drawing from each 3D piece (File/Make drawing from part).
(b) Then, Solid Works will ask us which views we want to add to the drawing

(top, bottom, isometric etc.).
(c) Finally, we will add some annotations with the characteristics of the holes.

Fig. A.16 shows an example of one of the drawings.

All these files can be sent to the filter manufacturer. If we had sent the original
STEP file (Fig. A.1), they would have charged us for all the hours that are needed to
perform Steps 1- 12, and the price of manufacturing the filter would have been increased
substantially.

2The pressure wells can be around 2-4 mm deep.
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Figure A.14: Body of the filter.
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A.3 3D plans

Figure A.15: Top: Top cover of the filter. Bottom: Bottom cover of the filter.
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Appendix B

Publications

The main and novel results of this doctoral thesis have resulted in a total number of four
scientific publications, which are distributed into two journal papers and two contributions
to international conferences. There are also two articles that are currently awaiting review.

B.1 Journal publications

• J. C. Melgarejo, J. Ossorio, S. Cogollos, M. Guglielmi, V. E. Boria and J. W. Ban-
dler, "On space mapping techniques for microwave filter tuning," in IEEE Trans-
actions on Microwave Theory and Techniques, vol. 67, no. 12, pp. 4860-4870, Dec.
2019.

• J. C. Melgarejo, S. Cogollos, M. Guglielmi and V. E. Boria, "A New Family of
Multiband Waveguide Filters Based on a Folded Topology," in IEEE Transactions
on Microwave Theory and Techniques, vol. 68, no. 7, pp. 2590-2600, July 2020.

B.2 Conference publications

• J.C. Melgarejo, M. Guglielmi, S. Cogollos and V. Boria, "An efficient microwave
filter design procedure based on space mapping", in 2020 50th European Microwave
Conference (EuMC), Jan. 2021, pp. 743-746.

• J. C. Melgarejo, M. Guglielmi, S. Cogollos and V. E. Boria, "Space mapping for
tuning microwave waveguide filters," in 2019 IEEE MTT-S International Microwave
Symposium Digest, Boston, MA, USA, 2019, pp. 353-356.
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