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ABSTRACT

The facilities provided by social media and computer-mediated communication make easy the dissem-
ination of deceptive behavior, after which different entities or people could be affected. The deception
detection by supervised learning has been widely studied; however, the scenario in which there is one
domain of interest and the labeled data is in another domain has received poor attention. This paper
presents, to our knowledge, the first domain adaptation approach for cross-domain deception detec-
tion in texts. Our proposal consists in modifying original texts from the source and target domains in a
form in which common content and style information is maintained, but domain-specific information
is masked. In order to adequately select domain-specific terms to be masked, the proposed method
uses unlabeled instances from both domains. Our experiments demonstrate that the masking technique
is a good idea for detecting deception in cross-domain scenarios; and the performance could be further
improved if unlabeled information from the target domain is considered.

© 2021

1. Introduction

Over the years, human beings have found in deception a tool
that provides either protection or another type of personal gain.
Today, the presence of deception is becoming increasingly no-
ticeable and harmful, e.g. due to the facilities provided by tech-
nology and the web. Deception refers to the attempt to create in
another a belief which the communicator considers false (Vrij,
2000). For example, the fake service reviews that try to de-
liberately mislead customers; or lies that protect oneself from
disapproval and manage others impressions outside boundaries
of honesty (DePaulo et al., 2003). In many cases, the impor-
tance of catching liars is due to the undesirable consequences
of deception in online reviews, trial hearings, predatory com-
munication, among others (Ott et al., 2011; Pérez-Rosas et al.,
2015; Rosso and Cagnina, 2017).

Text classification techniques have been extensively used to
detect deception. For this approach it is necessary to acquire la-
beled data sets, which are traditionally constructed from manual
labeling. Manual labeling is complex and expensive, especially
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in deception detection, due to the poor human skills as detec-
tors and the need to design collection protocols for each do-
main of interest. Given this difficulty, it is essential to be able
to use cross-domain solutions which employ labeled data from
one domain for the classification of deception in other domain.

Previous work has shown that cross-domain approaches
present a difficulty in detecting deception. The problem is that
many cues to deception change from one domain to another due
to the change in content, the consequences if the deceiver is get-
ting caught lying, and the emotions experienced by the deceiver
due to the topic (DePaulo et al., 2003; Vrij, 2008). For exam-
ple, pronouns in one domain (e.g., essays on abortion) can be
an indicator of deception while in another domain (e.g., reviews
on hotels) they can describe truthful texts (Ott et al., 2011).

However, works such as (Feng et al., 2012; Pérez-Rosas and
Mihalcea, 2014) have shown that both the style-related infor-
mation and content words may be relevant for the detection of
deception in cross-domain scenarios. These works have evalu-
ated their proposals taking into account only characteristics of
the source domain and ignoring those from the target domain.
Hence, it might be possible to identify common characteristics
(related to content or style) between the source and target do-
mains, to obtain a more general representation of their texts.
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We propose, to our knowledge, the first domain-adaptation
method for deception detection that uses information from
source and target domains. This method is a contribution to
both the deception detection task and the cross-domain prob-
lem. Our method is inspired by the text distortion approach
successfully used in thematic text clustering and authorship at-
tribution (Granados et al., 2011; Stamatatos, 2017b), but mod-
ified to be more suitable to deception detection and to be used
as a domain adaptation approach. Its main idea is to transform
original texts from the source and target domains by masking
domain-specific terms. Source and target domains are observed
to pick out the terms specific to only one of them. While the tex-
tual structure, the style-related information, and the common
content words are maintained, the picked out domain-specific
terms are masked obtaining a more general text representation.
Our experiments show that the proposed method can improve
the cross-domain classification between domains of online re-
views or essays about controversial topics.

2. Related work

Computational works have shown important results in de-
ception detection. First of all, such works confirm that human
judges make more mistakes in detecting deception in compar-
ison to automated methods (Ott et al., 2011). However, super-
vised learning studies are limited due to lack of appropriate cor-
pora for deception detection. Furthermore, different kinds of
features have been explored for the text representation in order
to detect deception.

Earlier works mainly focused on single-domain scenarios for
which many of them propose traditional techniques based on
simple text representations. Pérez-Rosas and Mihalcea (2014)
and Ott et al. (2011) demonstrated that truthful and deceptive
texts are separable, through word n-grams, psycholinguistic
features from LIWC, and part-of-speech features. More so-
phisticated features, such as deep syntactic patterns (Feng et al.,
2012), argumentative features (Cocarascu and Toni, 2016), and
word embeddings (Ren and Ji, 2017), were also successfully
evaluated. More recently, the character n-grams features have
shown a good trade-off between simplicity and performance for
detecting deception in online reviews and essays on controver-
sial topics (Cagnina and Rosso, 2017; Sánchez-Junquera et al.,
2018). All these works found that both content and style are
important factors to distinguish deception from truth.

There are few works that have reported results on cross-
domain deception classification. They merely evaluated how
the performance decreases when their models are trained on
a source domain, and no information from the target domain
was observed (Li et al., 2014; Ren and Ji, 2017). These works
showed interest in whether a relatively richer annotated domain
could be used to train effective deception detection models for
other domains, and how good the generalization ability of their
models was. They suggested that the performance was affected
because the target domain generally encoded some type of fea-
tures different to the ones found in the source domain.

When the domain of labeled examples is different from that
with the instances of interest (i.e., the cross-domain scenario),

the results are affected by topic differences. This problem has
been addressed in other classification tasks such as sentiment
analysis and authorship attribution with domain adaptation ap-
proaches. On the one hand, a common idea in sentiment anal-
ysis is to search words from each domain that share a similar
connotation (Pan et al., 2010); or to separate the vocabulary
into general words (i.e., domain-independent features) and spe-
cific words (i.e, domain-specific features) for a different usage
of those specific words from source domain (Tan et al., 2009;
Wu et al., 2010). On the other hand, in authorship attribution,
Stamatatos (2017b) proposes a text distortion method which
masks the occurrences of the least frequent words of the lan-
guage; thus, the algorithm compresses topic information and
maintains textual structure related to personal style.

3. Masking domain-specific terms for deception detection

Masking techniques have been applied to different tasks. On
the one hand, Granados et al. (2011) focused on masking fre-
quent words to enhance performance in text clustering. On
the other hand, based on the opposite perspective, Stamatatos
(2017a) focused on masking the least frequent words to high-
light style information that is used in authorship attribution. In
our case, since both content and style information could be use-
ful for detecting deception, we want to maintain both factors
depending on the common information from source and target
domains. For example, considering reviews about hotels and
doctors as the source and target domain respectively, we could
maintain function words (e.g., the, my) and common content
words between the two domains (e.g., staff, family) and mask
domain-specific words (e.g., doctor, hotel).

In this section, we present our domain adaptation approach.
We first use the Frequently Co-occurring Entropy (FCE) to pick
out domain-specific features and then we employ a distortion
method to mask them.

3.1. Domain-specific terms filtering
In this work, we consider general terms as in (Pan et al.,

2010): they should occur frequently and act similarly in both
the source and target domains. Subsequently, domain-specific
terms are those that do not satisfy this condition. In order to
achieve a trade-off between frequency and similarity of terms,
we use FCE, proposed in (Tan et al., 2009). The general for-
mula is as follows:

FCEw = log
(

PS (w) × PT (w)
|PS (w) − PT (w)|

)
(1)

where PS (w) and PT (w) are the probabilities of the term w in
the source and the target domain respectively1. In this work, as
in (Tan et al., 2009; Wu et al., 2010), we compute PS (w) and
PT (w) as follows:

PS (w) =
NS

w + α

NS + 2 × α
and PT (w) =

NT
w + α

NT + 2 × α
(2)

1Defined as the probability of taking an instance from the corpus with the
given term. No labeled data is necessary for this task.
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Table 1. Examples of FCE results in Hotel and Doctor corpora.
w NHotel

w NDoctor
w FCEw Rank

my 987 351 2.50 1
ever 171 60 0.96 2
I 1340 402 −0.41 6
needs 35 35 −7.65 405
life 34 34 −7.69 409
helped 31 28 −7.74 425
spa 64 0 −25.15 2381
consultation 0 31 −26.67 10567
tests 0 9 −26.71 10605

where NS
w and NS are the number of instances where w occurs

at least once and the total number of instances, respectively, in
the source domain; and NT

w and NT are the number of instances
where w occurs at least once and the total number of instances,
respectively, in the target domain. We set α = 0.0001 in order
to overcome overflow, which appears for infrequent terms in a
large corpus. On the other hand, β is included2 to deal with the
extreme case when PS (w) = PT (w):

FCEw = log
(

PS (w) × PT (w)
|PS (w) − PT (w)| + β

)
(3)

Table 1 shows a simple example taking reviews on hotels and
doctors as the source and the target domains respectively (de-
tails of the used corpora are given in Table 5). We can see
that my, ever, and I could be considered as more general terms;
needs, life, and helped are less frequent terms and are more
related to the content of both domains; however, spa, consul-
tation, and tests are infrequent in at least one domain or have
dissimilar occurring probability.

3.2. Text distortion methods

The main idea of the proposed method is to transform the
original texts to a domain-abstract form where textual struc-
ture, related to a general style of deceivers or honest persons, is
maintained while infrequent words, corresponding to domain-
specific information, are masked. To this end, all the occur-
rences (in both training and test corpora) of domain-specific
terms are replaced by symbols.

Let Wk be a set of k general terms. A text is tokenized and all
w < Wk will be masked according to a specific text distortion
technique. We describe Distorted View with Multiple Asterisks
(DV-MA) and Distorted View with Single Asterisks (DV-SA);
two text distortion methods introduced by (Stamatatos, 2017a):

DV-MA: Every w < Wk is masked by replacing each of its
characters with an asterisk (∗). Every digit in the text is
replaced by the symbol #.

DV-SA: Every w < Wk is masked by replacing each word oc-
currence with a single asterisk (∗). Every sequence of dig-
its in the text is replaced by a single symbol #.

We modify these methods by treating any token that includes
punctuation marks in a special way. If the token is found to be

2We take up on the values set in (Tan et al., 2009), i.e., α = β = 0.0001.

Table 2. An example of transforming a doctor review, according to two
distortion techniques, observing reviews on doctors and hotels. In these
transformations k = 400.

My Neck/S-Lift procedure performed in March 2009 was handled in a very
professional manner, and I was able to attend a social event three weeks
after surgery.
DV-MA My @ ********* ********* in ***** #### was ******* in

a very ************ ******, and I was able to ****** a
****** ***** +++++ ***** after *******.

DV-SA My @ * * in * # was * in a very * *, and I was able to * a * *
+ * after *.

Table 3. An example of transforming an input text according to DV-MA
using different values of k.

My Neck/S-Lift procedure performed in March 2009 was handled in a very
professional manner, and I was able to attend a social event three weeks
after surgery.
k=0 ** @ ********* ********* ** ***** #### *** ******* **

* **** ************ ******@ *** * *** **** ** ******
* ****** ***** +++++ ***** ***** *******@

k=400 My @ ********* ********* in ***** #### was ******* in
a very ************ ******, and I was able to ****** a
****** ***** +++++ ***** after *******.

k=1000 My @ ********* ********* in ***** #### was handled in a
very professional ******, and I was able to ****** a ******
***** +++++ weeks after *******.

domain-independent (e.g., commas and periods) then it is main-
tained. On the other hand, if it is found to be domain-specific
(e.g., quotes, parentheses, or compound terms like and/or), it is
replaced by the symbol @. Furthermore, to consider all the nu-
meric details usually given by truthful communicators (Vogler
and Pearl, 2018), we mask numerals (e.g., one, two, three, etc.)
with a single symbol +.

An example of transforming a sentence, according to these
text distortion variants, is provided in Table 2. In this case,
Wk includes the 400 most general terms from reviews on ho-
tels (source domain) and reviews on doctors (target domain).
Table 3 shows an example of transforming the same input text
according to DV-MA algorithm using different values of k.

We can note that k = 0 means that every term is consid-
ered domain-specific, therefore, even punctuation marks will
be masked. However, when k = 400, mainly function words
(e.g., My, in, a, The, I, after) and some punctuation marks
are maintained, because they are not associated to a particu-
lar domain. Finally, by expanding the set of general terms to
k = 1000, content-related terms associated with both domains
are also maintained (e.g., handled, professional, weeks). Note
that the terms Neck/S-Lift, 2009, and three, are always masked.

Table 4 shows another example of a sentence, taken from
a hotel review, transformed according to DV-MA when two
different target domains are considered. Observe how the set
of domain-independent terms changes when the target domain
concerns reviews on either doctors or restaurants. For example,
help is a general term in reviews on both doctors and hotels, but
not on restaurants; and location is a general term in reviews on
both restaurants and hotels, but not on doctors.
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Table 4. A hotel review is transformed according to DV-MA with k = 1000
for two different target domains. Highlighted (in yellow) the general terms
depending on the target domain.

Hotel review Target Domain
Doctors Restaurants

Superb location and
proximity to local at-
tractions. Staff is
always friendly and
eager to help.

****** ******** and
********* to *****
***********. Staff is
always friendly and ea-
ger to help.

Superb location and
********* to local
***********. Staff is
always friendly and
eager to ****.

Table 5. Statistics of the datasets. The number of deceptive (D) and truthful
(T) instances, the average vocabulary size (per instance), as well as the
average length of instances (either characters or words) are given.

Instances Vocabulary Length(ch) Length(w)
Type Domain T D T D T D T D

Spam
Hotel 800 800 101 95 821 791 172 164

Doctor 200 356 66 75 465 593 97 119
Restaurant 200 200 97 89 762 709 160 146

Controversial
Abortion 100 100 64 50 499 359 101 73

Best Friend 100 100 51 40 337 266 72 57
Death Penalty 100 100 60 54 463 395 93 78

4. Experiments

4.1. Datasets

We use benchmark datasets in English that include two gen-
res: reviews (opinion spam) and essays (controversial opin-
ions). The former comprises three domains, namely Hotel,
Restaurant, and Doctor. The latter also comprises three do-
mains, namely Abortion, Death Penalty, and Best Friend. Table
5 shows the statistics of the six datasets.

The datasets of reviews are parts of those collected by Li
et al. (2014). The truthful reviews were mined from a set of
real customers and the deceptive ones were collected by crowd-
sourcing. For each domain, turkers were asked to describe a
fake experience as if it had been real.

All essays were also collected using crowd-sourcing. For
Abortion and Death Penalty, participants were asked to express
both their personal opinion and the opposite on that topic, imag-
ining that they were taking part in a debate. In the Best Friend
domain, participants were asked to write about their best friend
and describe the detailed reasons for their friendship. Subse-
quently, they were asked to think about a person they could not
tolerate and describe her/him as if s/he was their best friend
(Pérez-Rosas and Mihalcea, 2014).

4.2. Experimental setup

Preprocessing: We convert all words to lowercase letters
and do not remove any character (e.g., symbol, punctuation
mark, number or delimiter).

Text Representation: The proposed method uses two pa-
rameters: k indicates the top general terms which will not be
masked and n is the order (length) of character n-grams that
represent the masked texts. We empirically select the values
of k and n by performing grid search for each pair of source-
target domains: k ∈ {0, 100, 200, ..., 1000} and n ∈ {3, 4, 5, 6, 7}.
Except for Figure 4, all reported results were using n = 4 and
the best value for k for each case. After the masking stage, we

represent the transformed texts without removing any character
n-gram feature and use a binary3 weighting scheme.

Classifier: We use the Naı̈ve Bayes (NB) classifier. Similar
performance has been obtained based on Support Vector Ma-
chines, thus we only report results for NB.

Evaluation: We use 80% of the unlabeled target domain
instances and all the source domain instances for picking out
domain-specific terms in an unsupervised manner (information
about the class, D or T, of each instance is not used). Then,
we apply masking in all the texts of both training and test sets.
We train the classifier using only the source domain instances
and we apply the learned model to the unobserved (20%) target
domain instances. In all the experiments, to avoid over-fitting,
we randomly select 80% (for the masking process) and 20%
(as the test set) unlabeled instances from target domain creating
two disjoint subsets; we repeat this procedure 10 times ensuring
that each instance was classified two times. The results reported
in all experiments are average results of these 10 individual re-
sults. We use F1 as the evaluation measure.

Baseline: Our baseline method is based on the same text
representation and classifier but without applying any distortion
method. It does not use any information from the target domain.

4.3. Results and discussion
Figure 1 shows the average and standard deviation of F1 in

cross-domain deception detection for all pairs of source and
target domains in reviews and essays: the blue (DV-MA) and
red (DV-SA) bars indicate the results of the domain adaptation
by the proposed approach, and the green bars indicate results
of our baseline. The Figure also shows a line chart with the
F1 results in the single-domain scenario for each target domain
(using the same representation); e.g., above the bars of Dr->H
and Rest->H (results of DV-MA, DV-SA, and baseline respec-
tively), a line chart indicates that we obtained F1 = 0.89 when
both training and test instances come from the Hotel domain.

The two variants of masking domain-specific terms, i.e. DV-
MA and DV-SA, do not show significant differences in F1.
However, DV-MA tends to perform slightly better. From Figure
1 we can note that the proposed method always improves the
performance of the baseline (in average by 14%). We suppose
that the cases in which the proposed approach is only slightly
better than the baseline are due to the similarity between the
specific source and target domains and the little descriptive
power of the source domain patterns over the target domain.
Despite the fact that the proposed method demonstrates the use-
fulness of exploiting information from both domains and mask-
ing the domain-specific information, the differences of obtaind
results with respect to those of single domain cases indicate that
there is a lot of space for improvement.

Surprisingly, our method achieved higher F1 than the single-
domain evaluation in the Death Penalty corpus. We guess the
reason is the difficulty of finding relevant patterns in this corpus,
so the information obtained from other domains improve the
performance. Similar behavior with these controversial topics
can be found in (Pérez-Rosas and Mihalcea, 2014).

3tf and tf-idf were also tested, but obtained slightly lower results.
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Fig. 1. Evaluation results of the proposed approach and our baseline; the
three bars show the average of F1 and the standard deviation for the cross-
domain problem (e.g., Dr->H means that Doctor is the source domain and
Hotel is the target domain). For each target domain, a line chart indicates
the single-domain performance.

Fig. 2. Results of DV-MA when the unlabeled instances of the target do-
main are exclusively deceptive, truthful, or belong to any of those classes.

4.3.1. Sensitivity to the distribution of observed instances
In order to filter out domain-specific terms, this work uses

FCE, which does not require labeled instances. Therefore, this
work can assume that there are no labeled instances from the
target domain. On the other hand, deceptive and truthful in-
stances have many terms with dissimilar distribution. In this
section, we try to answer the question: is the classification ac-
curacy affected if the majority of the observed instances in the
target domain belong to a certain class? To answer this ques-
tion, we compare (see Figure 2) the results of evaluating the
proposed approach based on DV-MA by observing deceptive
instances exclusively, truthful instances exclusively, or an equal
number of instances of these two classes.

The results of Figure 2 do not consistently indicate whether
or not it is better that the set of observed instances of the tar-
get domain is balanced with respect to the classes. In general,
it can be noted that the results are comparable. This suggests
that our method is robust to the distribution of target domain
instances over the classes and the selection of domain-specific
terms is not affected when more deceptive/truthful instances are
included in the unlabeled data.

Table 6. Average and standard deviation F1 results using different strate-
gies for selecting the terms to be masked.

Baseline Most frequent FCEwords in English
Unlabeled data from both domains X
Masking technique X X

Source Target

Hotel Restaurant 0.761 ± (0.050) 0.779 ± (0.034) 0.793∗ ± (0.062)
Doctor 0.608 ± (0.055) 0.645 ± (0.044) 0.659∗ ± (0.060)

Restaurant Hotel 0.697 ± (0.022) 0.726 ± (0.023) 0.714 ± (0.020)
Doctor 0.599 ± (0.035) 0.596 ± (0.055) 0.638∗ ± (0.063)

Doctor Restaurant 0.419 ± (0.056) 0.554 ± (0.049) 0.616∗ ± (0.055)
Hotel 0.379 ± (0.018) 0.540 ± (0.026) 0.666∗ ± (0.030)

Abortion Best Friend 0.490 ± (0.093) 0.579 ± (0.080) 0.579 ± (0.075)
Death Penalty 0.579 ± (0.055) 0.647 ± (0.064) 0.637 ± (0.096)

Death Penalty Abortion 0.590 ± (0.071) 0.640 ± (0.058) 0.665∗ ± (0.063)
Best Friend 0.561 ± (0.037) 0.645 ± (0.084) 0.646∗ ± (0.072)

Best Friend Abortion 0.562 ± (0.053) 0.544 ± (0.075) 0.609∗ ± (0.065)
Death Penalty 0.550 ± (0.046) 0.594 ± (0.085) 0.655∗ ± (0.083)

4.3.2. The contribution of observing the target data
The proposed method differs from the baseline in two as-

pects. First, unlabeled data from the target domain are ob-
served; second, a masking technique is applied. In this section
we try to clarify if the improvement of our method over the
baseline is due to the data observed from the target domain, the
masking technique, or both. To this end, we compare the per-
formance of the masking method using DV-MA without access
to target domain data and the proposed method using DV-MA
with access to target domain data. The former does not depend
on the target domain and masks the less frequent words of the
English language4. The latter extracts domain-specific terms by
applying FCE to the source and target domains.

Table 6 compares the results of these two methods with the
baseline. The third and fourth columns are compared by print-
ing in bold the highest value for each pair of domains and the
fifth column shows, in bold and asterisk, those cases in which
our method obtains the best results by observing unlabeled data
from the target domain. We can see that by masking frequent
words of the language our method improves the baseline (in 10
cases out of 12) by 9% in average. Although in this way do-
main adaptation is not actually performed since no information
from the target domain is used, it can be concluded that the
masking technique itself is useful to enhance performance in
cross-domain deception detection. Furthermore, the results im-
prove even more (in 9 cases out of 12) by 5% in average when
information from the target domain is used and the terms to be
masked are picked out accordingly. Therefore, if it is possible
to observe unlabeled information from the target domain, the
performance is enhanced. If, on the other hand, such informa-
tion is not available, the masking technique is still useful.

4.3.3. Presence of masks in discriminatory features
Granados et al. (2011) concluded that in cases the textual

structure was not maintained, the performance of clustering de-
creased. In a similar way, one may suspect that, even by trans-
forming the original texts, the most discriminatory features are

4We extract the most frequent words of the BNC corpus
(https://www.kilgarriff.co.uk/bnc-readme.html). For each pair of domains, we
report the higher F1 varying k ∈ {0, 100, 200, ..., 500, 1000, 2000, ..., 5000}
following the practice of Stamatatos (2017b).
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Table 7. Features with high information gain in Hotel and Restaurant do-
mains, with k = 400 and n = 4. The underscore symbol indicates a blank
space in char n-grams. Examples of sentences where these char n-grams
occur are highlighted (in yellow).

Class 4-gram Examples of information captured from original texts
Hotel (source domain) Restaurant (target domain)

True

# ** with 2 bathrooms for lunch 2 days later
*... for the romantic couple... or the salmon...
$## only $15 per day to $10 and steaks closer to $30
(** in a (dark) corner very (very) few places

mall The room was very small the small plates

Deception

my I made my reservation at on my next visit
I wi and I will choose other I will be back again
I wa I was able to relax but I was pleasantly
anyo if anyone carried my bags to anyone looking for

rec I’d only recommend this I would recommend this

n-grams that do not include the masking characters (i.e., *, @,
+ , #). That way, it would not be necessary to maintain the
domain-specific terms (either original or masked) in the repre-
sentation (i.e., they might be removed). However, a deeper look
in the most discriminatory character n-grams makes possible to
note that there are many of them that include masking symbols.

Table 7 shows some character n-grams with high information
gain for the hotel and restaurant domains as well as examples
of sentences in which they occur. As it can be seen, truthful
reviews on hotels or restaurants are characterized by provid-
ing numerical information, and explanatory phrases enclosed
in parentheses. Thanks to the masking technique, the proposed
method is not distracted by specific numbers or what was the
particular clarification given. In general, it captures an abstract
type of information commonly used by real customers.

4.3.4. Effect of the parameters’ values

In the previous experiments, we empirically select the val-
ues of k by performing grid search for each pair of domains.
Figure 3 shows boxplots with the distribution of F1 with all
pairs of review (opinion spam) domains on one hand, and essay
(controversial opinion) domains on the other. In these cases,
we used DV-MA with character 4-gram features and varying
k ∈ {0, 100, 200, ..., 1000}. For the baseline, we used charac-
ter 4-gram features too and the Figure shows the average of F1
since the baseline does not depend on k.

As can be seen, the performance varies with different val-
ues of k. We conclude that it is always important to mask a
set of terms (k > 0), possibly because two different domains
have at least some terms with dissimilar distribution. At the
same time, performance in general decreases with k > 600 for
the examined corpora, indicating that terms with relatively low
FCE score are actually distractful and it is better to mask them.
Interestingly, with almost all pairs of domains evaluated, the
proposed method improved the performance of the baseline for
a wide range of values of k (50 < k < 600).

Similarly, Figure 4 shows boxplots with the distribution of F1
of the proposed approach based on DV-MA with k = 400 and
the baseline for various n-gram lengths. We can note that sim-
ilar performance is obtained for all examined n values, which
further proves the robustness of the proposed method.

Fig. 3. F1 of DV-MA (varying k values) and baseline models.

Fig. 4. F1 of DV-MA (varying n values) and baseline models.

4.3.5. Comparison to other works
In previous works, there are cross-domain deception detec-

tion results reported for the reviews corpora we used. Reported
results on the essays corpora refer to a different evaluation setup
using two source domains (Pérez-Rosas and Mihalcea, 2014).

Table 8 shows the cross-domain deception detection results
reported by (Cagnina and Rosso, 2017) with the same ver-
sions of the review datasets we used in this work. Cagnina
and Rosso proposed an efficient representation for this task and
trained their model using only the source domain. The proposed
method is also trained using only the source domain, however,
the terms to be masked are selected by observing unlabeled
data from the target domain. To get a fair comparison with
Cagnina and Rosso, we show in Table 8 the obtained results of
our method in two cases: when no target domain information
is used (the most frequent words of language are masked) and
when unlabeled data from the target domain are used (based on
FCE).

The third and fourth columns are compared by printing in
bold the highest value for each pair of domains, and it is pos-
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Table 8. Comparison of the performance of the proposed approach (ei-
ther with or without access to target domain information) to the results
reported by Cagnina and Rosso (2017) on review datasets.

Cagnina and Most frequent FCERosso (2017) words in English
Unlabeled data from both domains X
Masking technique X X

Source Target

Hotel Restaurant 0.64 0.779 ± (0.034) 0.793∗ ± (0.062)
Doctor 0.50 0.645 ± (0.044) 0.659∗ ± (0.060)

Restaurant Hotel 0.66 0.726 ± (0.023) 0.714 ± (0.020)
Doctor 0.50 0.596 ± (0.055) 0.638∗ ± (0.063)

Doctor Restaurant 0.57 0.554 ± (0.049) 0.616∗ ± (0.055)
Hotel 0.42 0.540 ± (0.026) 0.666∗ ± (0.030)

sible to note that in five out of six cases, the F1 reported by
Cagnina and Rosso is improved by our method when no tar-
get domain information is used (the most frequent words of the
language are masked). The fifth column shows, in bold and as-
terisk, those cases in which observing unlabeled data from the
target domain, our method obtains a higher score than indicated
in the two previous columns.

Finally, it is important to point out that other cross-domain
results have been reported by Li et al. (2014) and Ren and Ji
(2017). However, these authors used the original versions of
the three review (opinion spam) datasets, which contain more
instances; therefore, their results cannot be directly compared
with the ones obtained in this study5.

5. Conclusions

This paper is a contribution to the cross-domain deception
detection, a doubly challenging task due to the cross-domain
problems and the difficulty at detecting deception. The pro-
posed method improves the cross-domain classification perfor-
mance in which labeled instances from the target domain are
not given. The suitability of our method is due to we apply a
text distortion technique that transforms original texts in a form
in which distractful information is masked. We demonstrate
that the masking technique is a good idea for detecting decep-
tion in cross-domain scenarios. Moreover, the performance is
further improved if we consider unlabeled information from the
target domain in order to pick out the terms to be masked. The
method is robust to the distribution of the classes in the unla-
beled data that is observed and to the parameter n (length of the
n-grams used as features).

To our knowledge, this is the first domain adaptation ap-
proach that combines information from the source and target
domain for a better text representation in the deception detec-
tion task. More data are needed to study more carefully how k
depends on specific corpora characteristics.
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