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ABSTRACT
Exploring the mechanism about users’ emotion dynamics towards
social events and further predicting their future emotions have at-
tracted great attention to the researchers. Despite the concreteness
of the online expressions in written form, it remains unpredictable
which kinds of emotions will be expressed in individual messages
of Twitter users influenced by his/her friends. To investigate this,
we perform an investigation on observing emotions unfolding in
a consecutive sequence of tweets for a particular user based on
his/her past history. In this paper, we propose an Emotion-based
User Sequential Influence Model (E-USIM) on given a set of tweets
related with some events (identified by the usage of a hashtag),
determines how those sentiments will be distributed on behalf
of a person within a conversation. We then apply the developed
model to predict users’ future emotions by combing of personal
and interpersonal influence.

CCS CONCEPTS
• Information systems→ Sentiment analysis; Emotion dynam-
ics; • Computing methodologies → Model verification and vali-
dation;.
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1 INTRODUCTION
In the age of social network, a famous and sophisticated microblog
service Twitter is profoundly used in various tasks. Users through
the use of limited vocabulary, are able to express their opinion or
views about a particular topic or product. Specially, a famous and
sophisticated microblog service Twitter is profoundly used in vari-
ous tasks. This online expression is applicable for the businessman,
stock broker and product seller for predicting customers’ future
opinion. With the help of these, they can appropriately modify
future marketing strategies. The opinion dynamic in social net-
works has spread in different areas ranging from professional use
to product use in everyday life such as movies, serials and politics
[11].

The last few years have witnessed a massive growth in research
on measuring user influence [13], dynamical influence prediction

[12] and opinion dynamics measure [3] in Twitter. In social plat-
form, users generally follow their neighbors and if any user changes
an opinion on a specific topic or product, s(he) is most likely to
get influenced by his/her neighbors. Therefore, uncovering user’s
dynamics opinion from their neighbors and represent the modi-
fied one is very important. Based on this study, researchers have
proposed several influence models by capturing their long-term
historical information and current opinion status [2, 4, 11]. There-
fore, predicting users’ emotion from their long-term past history
is relevant to better guesstimate the actual opinion on the topic
or event. It is so important to explore deep analysis for capturing
hidden emotion state of the user from their conversation sequence.

In this paper, we are especially interested in modeling emotion
influence and predicting evolution of emotion dynamics in Twitter.
The purpose of this study is to identify users’ emotions which
are expressed in their written tweets and attempt to understand
the change in their emotions, over time. More specifically, given
an incoming sequence of sentiment-labeled observation tweets
before/after posting by a user, can we determine dynamics updated
emotion of the user? The ultimate purpose is to predict person’s
emotion and to recognize how a person change his/her emotion
under the influence of neighbors’ opinions.

The existing works [4, 11] mostly concern about influence mod-
els based on neighbors’ opinions and their studies only focus on
discrete categories of sentiment polarities. But it is also important
to know which significant emotion plays a major role to influence
the users. Therefore, we focus on the influential role of neighbour
emotions’ and predict how emotions are dynamically transmitting
from one state to another across different topics. To address the
gap, we proposed a prediction model called Emotion-based User
Sequential Influence Model (E-USIM) which capture neighbors’ par-
ticular emotional information from their long past history. In this
model, we adopt Recurrent Neural Network (RNN) architecture
and its variant Gated Recurrent Units (GRUs) [5] which has an
able to integrate the historical information with the new coming
information for prediction. Our proposed model contains a set of
primary emotions which have 90% accuracy to classify the emotions
[8]. To exhibit the efficacy of the proposed model, we perform the
experiments on the collected Twitter datasets on different topics.
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Table 1: Size of the real datasets

Event/Topic Categories
# of

Tweets
# of
Users

Avg #
of Sent
Tweets

#BlackMoneyDebate Policy 616343 1260 4
#Brexit Policy 686434 2688 6
#GrenfellTower Accident 136821 2297 3
#SyriaGasAttack Terrorism 10823 557 3

2 DATA PREPARATION AND EMOTION
STATE LABELING

For our purpose of analyzing real-time events, we chronologically
retrieved tweets through the Twitter Search-API and created our
own datasets, as shown in Table1. For each participating user, we
extract and arrange the tweets posted by the user in the order of
posting time. To identify their emotions, we employed a psycho-
logical model i.e., Russell’s model of affect [7] which presented his
categorization in a wheel of emotions. According to this model,
every affective experience is defined by valence and arousal coor-
dinate in the 2D circumflex. A numerical value for valence ranges
from 1 (unpleasant) to 9 (pleasant) and arousal ranges from 1 (de-
activation) to 9 (activation). The core affect map identified sixteen
states (R𝑢 (𝑖) ∈ {1, 2, 3, ..., 16}) and named them as Alert, Excited,
Elated, Happy, Contented, Serene, Relaxed, Calm, Fatigued, Bored,
Depressed, Sad, Upset, Stressed, Nervous and Tense [7], as shown in
top of the Figure 1.

To determine the emotional state of a tweet using Russell’s cir-
cumflex model, we first need to estimate the valence and arousal
score of the tweet. To estimate valence and arousal score of a tweet,
we use ANEW dictionary of affect [1]. It provides mean and stan-
dard deviation scores of valence and arousal for unique words in
English. For example, the word 𝑙𝑜𝑣𝑒 has mean and standard de-
viation value for valence as (𝑣 = [` : 8.72, 𝜎 : 0.7]) and that of
arousal (𝑎 = [` : 6.44, 𝜎 : 3.35]). We then use the mean points to
determine the emotional state in Russell’s circumflex model, i.e.,
the coordinate (8.72, 6.44) falls in the 𝐻𝑎𝑝𝑝𝑦 state. In a given tweet,
more than one emotional word may be present. We use the formula
defined in the equation 1 to determine the overall emotional state
of a tweet.

𝑋 =

𝑁∑
𝑖=1

`𝑖
𝜎𝑖

𝑁∑
𝑖=1

1
𝜎𝑖

(𝑋, `, 𝜎) (1)

where, 𝑋 is the mean value of valence (similarly, mean value of
arousal), ` and 𝑠𝑖𝑔𝑚𝑎 are the word’s mean and standard deviation
value of valence (equivalently for arousal) and the total number of
emotional words is 𝑁 .

3 EMOTION-BASED USER SEQUENTIAL
INFLUENCE MODEL

In this section, we describe a sequential influence model by integrat-
ing with the temporal emotion state. This model has an ability to
solve the dynamics emotion prediction problem by considering the

long history of information. By taking advantage of RNN, we pro-
pose our E-USIM architecture which able to predict new upcoming
information by amalgamating the long history of opinions.

3.1 Temporal Emotional State Chain
This section describes the formation of a Temporal Emotional State
Chain (TESC). Every participating user’s data is defined by the
sequence of outgoing and incoming tweets arranged in the order
of posting time. Outgoing tweets are those tweets posted by the
target user about the topic/event under consideration. Whereas, the
incoming tweets are those tweets posted by neighbours about target
topic, and are received by the user through one of the following:
hashtag-tweet (H), mention (M), reply (R), retweet (RT), following-
list (FL), member-list (ML).

In E-USIM, we have formulated our problem on the basis of tem-
poral conversation and different emotion states of the user. Given
a direct graph G = (V, E), where each vertex 𝑢 ∈ V represents
a user and each edge (𝑢, 𝑣) ∈ E represents a user 𝑢 following to
another user 𝑣 . The each user 𝑢 ∈ V post a tweet message𝑚 with
sentiment 𝑆 at time 𝑡 . Taken into account G, we considered a col-
lection of all external set for each user 𝑢 ∈ V , which denoted as a
Z𝑢 = {𝑣 | (𝑢, 𝑣) ∈ E}. The total number of users is N and size of the
neighbor setZ𝑢 is 𝑛(𝑢).

Given a user𝑢, we estimate the incoming tweets posted by 𝑣 that
the user 𝑢 has received between two consecutive tweets (i.e.𝑚1

and𝑚2). The time of the two consecutive tweets sent by a user 𝑢 is
referred to as 𝑡0 and 𝑡1. Additionally, we also include the incoming
tweets posted by 𝑣 before posting 𝑢’s first tweet at time 𝑡0. Given
a user 𝑢 and a topic #ℎ, as we construct a typical temporal tweet
chain or tuple chain of𝑢’s posted a message at each timestamp 𝑡𝑢 (𝑖),
where ↓ denotes (incoming) tweets and ↑ denotes the (outgoing)
tweets.

< 𝑢, #ℎ >→ < .., ↓ 𝑚𝐶𝑖𝑛

𝑡0−1
>, ↑ mCout

t0 , <↓ 𝑚𝐶𝑖𝑛

𝑡0+1
, .. >, ↑ mCout

t1 , <↓
𝑚𝐶𝑖𝑛

𝑡1+1
, ... >, ↑ mCout

t2 , ...

When the user 𝑢 posts his first tweet at 𝑡0 on topic #ℎ, public dis-
cussion on the topic #ℎmight have already taken place. It is denoted
by the tuple ↓𝑚𝐶𝑖𝑛

𝑡0−𝑖
, 𝑖 = 1, 2, .. and 𝐶𝑖𝑛/𝑜𝑢𝑡 ∈ {𝐻, 𝑅𝑇, 𝑅,𝑀, 𝐹𝐿,𝑀𝐿}.

Similarly, incoming tweets between the user’s tweet ↑𝑚𝐶𝑜𝑢𝑡

𝑡𝑘
and

↑𝑚𝐶𝑜𝑢𝑡

𝑡𝑘+1
, is denoted by the tuple <↓𝑚𝐶𝑖𝑛

𝑡𝑘+0
, ↓𝑚𝐶𝑖𝑛

𝑡𝑘+1
, .. >.

The emotional state of a tweet in a temporal tweet chain is de-
termined using Russell’s circumflex model of affect as described in
Section 2. IfR𝑖 , 𝑖 ∈ 1, 2, 3, ..., 16 denotes one of the sixteen emotional
regions for a given tweet, the above temporal tweet chain can be
transformed into the following temporal emotional state chain.

< 𝑢, #ℎ >→ < .., ↓ R𝐶𝑖𝑛

𝑖,𝑡0−1
>, ↑ RCout

i,t0
, <↓ R𝐶𝑖𝑛

𝑖,𝑡0+1
, .. >↑ RCout

i,t1
, <↓

R𝐶𝑖𝑛

𝑖,𝑡1+1
, .. >, ↑ RCout

i,t2
, ..

All the incoming set of emotion tweets from neighbor are de-
noted by the tuple <↓ R𝐶𝑖𝑛

𝑡𝑘+0
, ↓ R𝐶𝑖𝑛

𝑡𝑘+1
, .. > and fall between the user’s

personal emotion tweets ↑ R𝐶𝑜𝑢𝑡

𝑡𝑘
and ↑ R𝐶𝑜𝑢𝑡

𝑡𝑘+1
.

Finally, our assumptions of user’s emotion is based on past in-
formation s(he) receives and his/her personal emotions. There-
fore, our objective is to predict 𝑢’s future emotion state S𝑢 (𝑖)
at the next timestamp 𝑡𝑢 based on personal emotion sequence
↑ P𝑅𝑜𝑢𝑡

𝑢,𝑖
(𝑡) = ⟨↑ R𝐶𝑜𝑢𝑡

𝑖,𝑡0
. . . , ↑ R𝐶𝑜𝑢𝑡

𝑖,𝑡𝑘
⟩ sent by the user 𝑢 at 𝑡 and all
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Figure 1: Emotion-based User Sequential Influence Model

the neighboring emotion of the messages ↓ N𝑅𝑖𝑛
𝑢,𝑖

(𝑡) = ⟨↓ R𝐶𝑖𝑛

𝑖,𝑡0−1

. . . , ↓ R𝐶𝑖𝑛

𝑖,𝑡𝑘
⟩ received from 𝑡 − 1 to 𝑡 . An example is also shown in

Fig 1. In all the experimental analysis reported in the subsequent
section, we use the above temporal emotion sequential influence
model for each user.

3.2 Sequential Influence Model of Emotion
Dynamics

In this paper, we proposed a novel sequential influence model based
on recurrent neural network which has the ability to solve the
emotion prediction problem by capturing four important influence
factors, i.e., (1) prior neighboring emotion influence, (2) prior per-
sonal emotion influence, (3) current neighboring emotion influence,
and (4) historical emotion influence.

3.2.1 Prior Neighboring Emotion Influence. The user 𝑢 may up-
dates his/her emotion based on previous opinion s(he) received.
When the user 𝑢 posts his/her first tweet at 𝑡0 on topic #ℎ, s(he)
might have received a tweet message from the neighborZ𝑢 (𝑖) on
the similar topic at time 𝑡0−1. We use 𝛼𝑢,𝑣 to denote as a degree
influence which consider as a user’s incoming emotional influence
↓ R𝐶𝑖𝑛

𝑖,𝑡0−1
by his/her neighbor. The 𝑡𝑎𝑛ℎ function helps to limit the

strength of the interpersonal influence between −1 and +1. The
prior neighboring emotion vector PN𝑢,𝑖 (𝑡) is obtained before a
user 𝑢 sending his/her first message and the influence based on
average of all prior neighbor’s emotion in the set ↓ N𝑅𝑖𝑛

𝑢,𝑖
(𝑡) at time

𝑡0−1 as:

PN𝑢,𝑖 (𝑡) =
𝑛 (𝑢)∑
𝑣=1

tanh(𝛼𝑢,𝑣)
∑

↓ R𝐶𝑖𝑛

𝑖,𝑡0−1
(2)

3.2.2 Prior Personal Emotion Influence. The user𝑢 posts a personal
message at each timestamp 𝑡𝑢 (𝑖) and modify his/her emotion on the
particular event. We denote 𝛼𝑢,0 as a degree of 𝑢’s stubbornness on
his/her personal post and 𝑡𝑎𝑛ℎ functions helps to limit the strength
of stubbornness between −1 and +1. The prior personal emotion
vector PP𝑢,𝑖 (𝑡) of 𝑢 is obtained by his/her personal outgoing post
↑ P𝑅𝑜𝑢𝑡

𝑢,𝑖
(𝑡) at time 𝑡0. Thus, it denoted as:

PP𝑢,𝑖 (𝑡) = tanh(𝛼𝑢,0)
∑

↑ R𝐶𝑜𝑢𝑡

𝑖,𝑡0
(3)

3.2.3 Current Neighboring Emotion Influence. The user 𝑢 updates
his/her emotion based on the incoming tweet that s(he) received
between two outgoing tweets. It means a user 𝑢 may received a
tweets at time 𝑡0+1 from the neighbor Z𝑢 (𝑖) after post his/her first
tweet at time 𝑡0 on topic #ℎ. The emotional information received
from neighbor at 𝑡𝑢 (𝑖) is a forms of the neighbor set ↓ N𝑅𝑖𝑛

𝑢,𝑖
(𝑡). The

current neighboring emotion vector CN𝑢,𝑖 (𝑡) is obtained based on
average of all neighbor’s emotion in the set ↓ N𝑅𝑖𝑛

𝑢,𝑖
(𝑡) between

two time frame, i.e., 𝑡0 and 𝑡1 which devised as follow:

CN𝑢,𝑖 (𝑡) =
𝑛 (𝑢)∑
𝑣=1

tanh(𝛼𝑢,𝑣)
∑

↓ R𝐶𝑖𝑛

𝑖,𝑡0+1
(4)

3.2.4 Historical Emotion Influence. The purpose of this section is
to appropriately embed the entire history of emotion influence. The
user 𝑢 updates his/her emotion by considering all the past history.
The historical emotion influenceHI𝑢,𝑖 (𝑡) represent as a function 𝑓

at time 𝑡𝑢 by including personal emotion sequence ↑ P𝑅𝑜𝑢𝑡
𝑢,𝑖

(𝑡 − 1)
sent and all the neighboring emotion sequence ↓ N𝑅𝑖𝑛

𝑢,𝑖
(𝑡 − 1) of

the messages received by the user 𝑢. Thus, it is denoted as follows:

HI𝑢,𝑖 (𝑡) = 𝑓

(
↓ N𝑅𝑖𝑛𝑢,𝑖 (𝑡 − 1), ↑ P𝑅𝑜𝑢𝑡𝑢,𝑖 (𝑡 − 1)

)
(5)
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3.2.5 Recurrent Neural Network. For the purpose of updating user’s
emotion, we proposed a sequential influence model of emotion dy-
namics based on Recurrent Neural Network (RNN). The RNN is com-
bined with prior neighboring PN𝑢,𝑖 (𝑡), prior personal PP𝑢,𝑖 (𝑡),
current neighboring CN𝑢,𝑖 (𝑡) and historical emotion influence
HI𝑢,𝑖 (𝑡). To proposed the sequential influence model, we already
taken place personal and neighboring emotion influence, i.e., de-
rived by X𝑢,𝑖 (𝑡) ∈

〈
PN𝑢,𝑖 (𝑡),PP𝑢,𝑖 (𝑡), CN𝑢,𝑖 (𝑡)

〉
. To update 𝑢’s

next emotion at 𝑡𝑢 (𝑖+1), the historical emotion influenceHI𝑢,𝑖 (𝑡−
1) could be replaced by the internal emotion state C𝑢,𝑖 (𝑡 − 1). Thus,
it is derived as follow:

C𝑢,𝑖 (𝑡) = tanh
(
W𝑎

[
C𝑢,𝑖 (𝑡 − 1),X𝑢,𝑖 (𝑡)

]
+ 𝑏𝑎

)
(6)

where, W𝑎 ∈ ℜ𝑑C , and 𝑏𝑎 ∈ ℜ𝑑
C , and 𝑑C is the dimension of

emotion state region.

3.2.6 Gated Recurrent Unit. In our sequential influence model, we
acknowledge the GRU to prove more appropriate than the simple
RNNmodel. This gated recurrent unit is more effective and compact
to drop irrelevant information and update the relevant on with
affordable computation cost. This unit is formally expressed as
follows:

⌈𝑟𝑢,𝑖 (𝑡) = 𝜎
(
W𝑟

[
C𝑢,𝑖 (𝑡 − 1),X𝑢,𝑖 (𝑡)

]
+ 𝑏𝑟

)
(7)

⌈𝑔𝑢,𝑖 (𝑡) = 𝜎
(
W𝑔

[
C𝑢,𝑖 (𝑡 − 1),X𝑢,𝑖 (𝑡)

]
+ 𝑏𝑔

)
(8)

𝐶𝑢,𝑖 (𝑡) = tanh
(
W𝑐

[
⌈𝑟𝑢,𝑖 (𝑡) · C𝑢,𝑖 (𝑡 − 1),X𝑢,𝑖 (𝑡)

]
+ 𝑏𝑐

)
(9)

C𝑢,𝑖 (𝑡) = ⌈𝑔𝑢,𝑖 (𝑡) ·𝐶𝑢,𝑖 (𝑡) +
(
1 − ⌈𝑔𝑢,𝑖 (𝑡)

)
· C𝑢,𝑖 (𝑡 − 1) (10)

where, W𝑟 ,W𝑔 ,W𝑐 ∈ ℜ𝑑C , and 𝑏𝑟 , 𝑏𝑔 , 𝑏𝑐 ∈ ℜ𝑑
C . The reset gate

⌈𝑟𝑢,𝑖 (𝑡) determines how much past information forget, i.e., not rel-
evant for the future. The update gate ⌈𝑔𝑢,𝑖 (𝑡) helps the model to
determine how much of the past information needs to process for
the future. These are two important gates which decide what infor-
mation should be passed to the output and its’ control long-term
and short-term memory accordingly. The current memory content
gate𝐶𝑢,𝑖 (𝑡) which will use the reset gate to store the relevant infor-
mation from the past. The final gate used to calculate the internal
emotion state C𝑢,𝑖 (𝑡) which holds information for the current unit
and passes it down to the network. In order to do that the update
gate is needed. It determines what to collect from the current mem-
ory content 𝐶𝑢,𝑖 (𝑡) and what from the previous steps C𝑢,𝑖 (𝑡 − 1),
as mention on equation 10.

3.3 Emotion-based Prediction
For the purpose of predicting 𝑢’s future emotion state S𝑢 (𝑖), we
formulate the problem as a predicting probability distribution by
given internal emotion state C𝑢,𝑖 (𝑡) and the output layer for the
E-USIM is a softmax function over all categories of Russell’s model
of affect [7]. The graphical representation of E-USIM is shown in
Figure 1.

P(S𝑢 (𝑖) |C𝑢,𝑖 (𝑡)) = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (C𝑢,𝑖 (𝑡) + 𝑏) (11)

Where, softmax function, i.e., 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (Θ(𝑖) ) = exp(Θ(𝑖) )/∑R𝑘

𝑗=1 expΘ
(𝑖)

and 𝑏 ∈ ℜR . R𝑘 denotes the sixteen emotion regions.

3.4 Parameter Estimation
To train our model, we utilise the gradients by using the Back
Propagation Through Time (BPTT) approach [14] and maximize
the log-likelihood of the sequences of emotions. To implement this
algorithm, we use Tensor-Flow1 open-source software library with
a few lines of code.

L =

N∑
𝑢=1

R𝑢∑
𝑖=1

logP(S𝑢 (𝑖) | ↓ N𝑅𝑖𝑛𝑢,𝑖 (𝑡), ↑ P𝑅𝑜𝑢𝑡𝑢,𝑖 (𝑡)) (12)

4 EXPERIMENTAL EVALUATION
4.1 Dataset & Baselines
For the purpose of our study, we collected our datasets with the
Search-API related to four different events through the hashtags
#BlackMoneyDebate, #Brexit, #GrenfellTower and #SyriaGasAttack
respectively. It consists of 6.80K users over a total of 14.50M tweets.
From the raw datasets, we filtered out users who sent 0 or only one
message and tweets that did not show any emotion (null values of
valence and arousal). Table 1 shown the final figures after filtering.
For validation of our methods, we compare it with the three baseline
methods, i.e. DeGroot model [6], Flocking model [9] and Voter
model [10].

4.2 Evaluation Metrics on Emotions Prediction
Given the sequence of 𝑢’s emotion, we split the data into training
dataset and test dataset according to the posting time. The training
dataset is made by emotional sequence from the previous steps
C𝑢,𝑖 (𝑡 − 1) for each user 𝑢𝑖 ∈ 𝑈 . Since the length of emotional
sequences are not the equal, therefore we predict the last opinion
for each user 𝑢 after learning from the training set.

The emotion prediction performance for all methods are eval-
uated after optimizing from P(S𝑢 (𝑖) |C𝑢,𝑖 (𝑡)) to the sequence of
emotion state S𝑢 (𝑖) of the users. To evaluate the performance of
our proposed method on a different topic, we have used two differ-
ent measures of error. One is MSE (Mean Square Error):

𝑀𝑆𝐸 =

N∑
𝑡=1

(R𝑢 (𝑖) − S𝑢 (𝑖))2

N (13)

Another one is MAPE (Mean Absolute Percentage Error):

𝑀𝐴𝑃𝐸 =

N∑
𝑡=1

| R𝑢 (𝑖)−S𝑢 (𝑖)
R𝑢 (𝑖) |

N × 100 (14)

where for both measures, R𝑢 (𝑖) is the actual value, S𝑢 (𝑖) is the
predicted value and N is the number of users on each emotional
sequence.

Table 2 represents a comparative analysis of the prediction error
(MSE and MAPE) of three state-of-the-art algorithms along with
our proposed method.

Compare with other baseline methods, the prediction perfor-
mance of DeGroot is consistently good for each dataset. But during
the training phase, this model was iterated multiple times to con-
verge and predict the emotion. Flocking is comparatively better

1https://www.tensorflow.org/
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Table 2: Performance metrics of emotions prediction for each dataset. The first each column of the each dataset is forecasting
error in terms of MSE and second one is MAPE with percentage.

Topic #BlackMoneyDebate #Brexit #GrenfellTower #SyriaGasAttack
MSE MAPE(%) MSE MAPE(%) MSE MAPE(%) MSE MAPE(%)

DeGroot 1.3412 3.61% 2.5112 2.80% 1.1160 2.20% 4.0420 7.34%
Flocking 1.8551 4.58% 3.3331 3.02% 1.2751 2.84% 4.0782 7.91%
Voter 1.9321 5.37% 4.3421 3.21% 1.6342 3.92% 6.0554 8.83%

E-USIM 0.0521 1.32% 0.0415 0.94% 0.0513 1.44% 0.0811 2.42%

than the voter model and this model updates the emotion of a user
by calculating the average value of his/her neighbours. If any user
does not have any neighbours, then this model makes difficult to
predict the right emotion of that user. The performance of voter
model is not much impressive among all methods. Since this model
update user’s emotion randomly, thus it cannot judge the actual
emotional sequence for prediction. Thus, the performance of this
model is unsatisfactory. 𝐸 − 𝑈𝑆𝐼𝑀 performs consistently much
better than all baseline methods over each dataset. If we look in
an individual topic, 𝐸 − 𝑈𝑆𝐼𝑀 method for #𝐵𝑟𝑒𝑥𝑖𝑡 perform well
with minimum error (i.e. 0.0415 MSE and 0.94% of MAPE). Most
importantly, 𝐸 − 𝑈𝑆𝐼𝑀 properly captures all the past history of
emotion influence for each user. As a result, it provides better result
in terms of forecasting emotion even at a distant future. Due insuf-
ficient historical information over the network, it’s difficult to learn
the actual influence for emotion prediction. Therefore, prediction
performance may even harm the results for the topic with small
dataset.

5 CONCLUSION
In this paper, we propose a Emotion-based User Sequential Influ-
ence Model (E-USIM) to incorporate with the historical information
for predicting emotion dynamics from single-hashtag Twitter con-
versations. To devise such a model, we adopt the standard recurrent
neural network architecture which integrate the historical opin-
ion information with the new coming information for prediction.
To train our model, we compute Back Propagation Through Time
(BPTT) approach and maximize the log-likelihood of the sequences
of emotions. To identify specific emotion of the user instead of
measure only polarity, we employed a psychological model i.e.
Russell’s model of affect which presented his categorization in a
wheel of emotions. Based on the current work, we examine users’
expressions by considering different emotional influence factors.
As a result, our approach outperforms the existing approaches in
terms of both Mean Square Error (MSE) as well as Mean Absolute
Percentage Error (MAPE).
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