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Abstract

Ports are currently one of the main infrastructures for managing global trade. Cur-

rently more than 80 per cent of the world’s goods traded by volume is transported

by sea due to its low costs. Thus making maritime transportation the back bone of

globalized trade and supply chain. Consequently , the majority of manufacturing and

production plants in the world have been located near the coast with good access to

a commercial port. Being one of the main factors of the general transportation sector

and a key factor on the logistics supply chain, their activity have direct influence on

global economic development.

The design and construction of ports imply a great economic importance as they are

they are extremely pricey. To reduce uncertainty while designing and constructing

their infrastructure both physical and numerical models are used. These allow to test

and modify designs in order to improve efficiency and reduce negative economic, so-

cial and environmental impact. Accurate numerical models provide a desirable wave

forecast and can prevent several disasters during the construction and exploitation

of harbors. Phase-resolved numerical models provide a reliable representation of the

wave field over time. The goal of the study is to analyze wave propagation and trans-

formation in the Barcelona harbor, where a new dock has been projected.

The numerical wave model chosen for this thesis is the phase-resolving model REEF3D

::FNPF. Several simulations were carried out to ensure a proper representation of the

wave transformation phenomena. Convergence studies were made in order to select an

effective and efficient cell size for the numerical domain. After determining the cell

size, three simulations were made with different significant wave heights and peak

periods to ensure concurrent results. To select the most unfavorable scenario, the

maximum annual significant wave height was selected in the most unfavorable direc-

tion for the area regarding the new dock, the southeastern incident waves.

The analysis of wave conditions at the harbor show that strong wave transformation

phenomena take place. Thanks to the visual representation of the wave field these

phenomena can be observed and studied. This together with the speed and accuracy

obtained in the results, make REEF3D::FNPF a great tool for harbor modeling. The

ii



strong diffraction and energy dissipation in the southern entrance of the Barcelona

harbor make possible the introduction of a new dock, as they significantly reduce the

significant wave height and the spectral energy density.
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Chapter 1

Introduction

1.1 Harbors and Society

The transportation sector has a great influence in the economic growth and develop-

ment of a country and its integration in the world’s economy. Lower transport costs

lead to an increase in exports, lower unemployment rates, higher savings ratio, higher

levels of foreign investment and increased access to technology. Therefore, transport

costs are key for economic development [20].

Since the world trade organization’s agreements begging in the 1980s many interna-

tional barriers have been lifted and we have grown into the era of globalization. Most

multinational companies have re-located their manufacturing plants to developing

countries in search of cheap labor force to reduce production costs. Although this

is ethically questionable it has lead to the economic growth of several countries like

China, India or Taiwan. The current allocation of production has lead to a dramatic

increase in the demand of transport.

Currently more than 80 per cent of the world’s goods traded by volume is transported

by sea due to its low costs. Maritime transportation is the cheapest and most efficient

system considering load or volume carried compared to other means of long distance

transportation [20]. In 2019 the total world fleet had a 1.97 billion dead-weight tons of

capacity, counting with 95,402 ships. Thus making maritime transport the backbone

of globalized trade and supply chain. (Review of Maritime transport 2019). For this

reason, the majority of production and manufacturing plants in the world are located

near the coast with good access to a commercial port for importing raw materials

and exporting finished goods.

The action of the waves and the wind cause a constant movement of the water level.

This movement decreases boats’ maneuverability making it challenging also for un-

loading and loading passengers and cargo. Ports are designed to decrease the wave
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height inside their basin in order to ease the docking, loading and unloading of boats

for maritime transport of goods or people. The location of ports are chosen to opti-

mize the access to navigable water and land. They may have one or several harbors,

which are places where ships seek shelter. They include anchorage spots for boats

an structures like, breakwaters, quays, access channels, jetties, landing stages, ship

sheds, slipways for ships and storage facilities. Dry ports are a secure inland area for

managing temporary storage, custom clearance and inspection of international traded

goods. They are a key aspect for the efficient running of ports, providing services

for the treatment and provisional storage of cargoes and containers that flow in and

out of the port by any transport system such as railways, roads, airports or inland

waterways [20].

Ports are currently linked to the growing wold’s economy since they are one of the

main factors of the general transportation sector. Being a key factor of the logistics

supply chain, their activity has direct impact on significant economic variables such as

final import prices and export competitiveness, hence influencing the world’s economic

development [45].

The port of Barcelona is responsible for 6.3 percent of the employment in the region

of Catalonia and increase their clients’ benefits in almost 23000 million euros. Solely

the touristic sector of the port is valued on 22 million euros a day and generates

around 100,000 jobs [37].

In the current globalized world, enterprises seek to expand their organizations overseas

through an export approach. As a result, the country’s GDP is fairly affected by the

ability of corporations to globally export their goods and services. This is well known

so there has been an increase in competition in the port industry to lower even

further transportation costs in order to improve attractiveness as ports of call for

shipping companies. The current approach is the expansion of ports as they have been

found to be more cost-efficient, considering them an economy of scale. The constant

development and improvement of both physical and digital infrastructure is needed to

maintain a high level of competence, if not they face the risk of ultimately becoming

too inefficient to run. The expansion and development of ports can certainly improve

a country’s economy by increasing trade activity, supply, lowering unemployment,

reduced prices for goods and greater foreign reserves.

1.2 Importance of Numerical Wave Modeling

Models, both physical and numerical, are of significant importance for the design

and verification of substantial construction projects which usually have considerable

economic, social and environmental impact.
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The constant development and improvement of our theoretical knowledge of ocean

wave phenomena and numerical modeling techniques jointly with technological im-

provements have made accurate and efficient complex numerical models possible.

Computational advancements have lead to higher time-efficient modeling. In particu-

lar,parallel processing on multi-core computers, which allow the simultaneous solving

of several problems, each in one of the processing elements of the computer. Addi-

tional cores linearly increase the computational speed and thus the modeling speed for

multi-core scalable models. This has raised the attractiveness of numerical modeling

and has lead to their development as seen in Chapter 3, Numerical Wave Models [19].

Current development in wave models is turning towards increasing time efficiency

instead of trying to accurately model all of the hydrodynamic phenomena possible.

As seen per [10], who recently developed the FNPF model, a comparison for the time

required for modeling wave propagation over a submerged bar was made between

CFD and FNPF achieving spectacular results. The models were run through a 12

core computer lasting for 17 hours with the CFD model while the FNPF model only

lasted 170 seconds, around 400 times faster. This model also simulated the propaga-

tion of a 2D wave field for a time period of over three hours in 1.13 hours with a 16

core supercomputer, almost three times faster than any physical model.

Numerical models are also used in combination with physical models and field data

in order to increase our understanding of fluid dynamics in diverse fields of coastal

engineering. For example, in the study of the effects of sea level rise and extreme

climatic events due to climate change on coral reef hydrodynamics [39] or in the sta-

bility assessment of the Three-Gorges Dam [32].

Accurate numerical wave models can also be helpful for the appropriate design of

harbors and coastal and marine infrastructure. As stated before these projects are

economically demanding and may produce a great social and environmental impact.

A good wave forecast can prevent several disasters during the construction and ex-

ploitation of these infrastructure.

1.3 Objectives of the study

The objective of the study is to analyze wave propagation and transformation in

Barcelona’s harbor. For this, numerical waves propagated from offshore towards the

3



port of Barcelona, Spain will be computed through REEF3D::FNPF. Results will be

analyzed and compared in order to gain a proper understanding of the transformation

phenomena of waves entering and propagating throughout the harbor’s basin. The

study of the wave transformation will mainly focus on the area between the dock

”Muelle de la Enerǵıa” and the dock ”Muelle Prat”, where a new dock has been

projected. These results and analyses will be considered by the port of Barcelona for

the redesign of the new dock.
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Chapter 2

Wave Theory

Numerical wave modeling is the practical application of fundamental physical princi-

ples. The major fundamental progress on wave modeling has been made in the last

70 years, supported by periods of application and small scale improvements. There

are several complex factors to take into account for modeling waves. In order to

thoroughly understand and advance in each aspect of wave modeling, researchers fo-

cus their investigations in one factor. The constant flow of information between the

wave modeling community yields a faster improvement rate, where each researcher

or researching team contributes separately with his/her/their own initiatives. Wave

generation, non-linear interactions in deep and shallow water, white-capping and the

mathematical approach behind these phenomena are the main factors in wave mod-

eling.

2.1 Wind-wave generation

Wind-wave generation is the study of the effects of wind in the water surfaces. It is

a complex phenomena to study since it evaluates the interaction between a surface

that varies in space and time with the turbulent airflow. It is most important when

large scale areas are modeled since there is enough space for the interaction between

the wind and the water surface to interact and produce a significant change in the

sea state.

The interaction between the wind and the water surface is normally considered

through the atmospheric input term of the energy conservation equation in numeri-

cal models. The refinement with which the energy transformation has been defined

has considerably increased the understanding of the physical processes responsible for

wind wave generation. These models are divided as first, second or third generation.

The models generated for this thesis incorporate all three, but the second generation

model, the JON-SWAP spectrum, will be used, as it considers a constant young sea
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state.

Stot = Sin + Sds + Snl (2.1)

Where Stot , the source term, is the total energy, Sin is the atmospheric input term,

considering it as the normal stress exerted on the water surface. Sds, the dissipation

term, is included as a saturation limit to the spectrum. And Snl is the quadruplet

nonlinear interaction term [51].

The JONSWAP spectrum model was obtained from the results of the Joint North

Sea Wave Project by Hasselmann et al (1973). This study showed the importance

of nonlinear quadruplet interactions in the generation and propagation of the wave

field.

2.2 Non-linear quadruplet interactions in deep wa-

ter

The joint North Sea wave project (JONSWAP) proved the importance of the resonant

weak nonlinear interactions between groups of four waves in the evolution of the

energy spectrum of free surface gravity waves based con Hasselmann’s discoveries.

[25] studied the energy flux in the spectrum produced from nonlinear interactions

between several wave components. For the perturbation analysis he considered an

irrotational ideal fluid with constant water depth. Neglecting surface tension, he was

able to determine the velocity potential and the surface fluctuation by setting up

a system of equations considering the continuity equation, the kinematic boundary

conditions at the bottom and at the free surface, and the dynamic boundary condition.

He then used the perturbation functions obtained to determine the energy of the sea

in order to analyze the energy transfer between waves.

Hasselmann concluded that a group of four waves could exchange energy in the form

that he called quadruple interactions. Energy transfers from three ’active’ waves to

a fourth ’passive’ wave if the following resonant conditions are satisfied:

−→
k1 +

−→
k2 =

−→
k3 +

−→
k4 (2.2)

ω1 + ω2 = ω3 + ω4 (2.3)

Where ki is the wave number and ωi is the angular frequency. For deep water condi-

tions the linear dispersion relation, which relates the angular frequency to the wave
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number is simplified as:

ω2 = g ∗ k (2.4)

Where g is the acceleration due to gravity.

Hasselmann formulated the quadruple interactions in the terms of their action density

as:

∂η1
∂t

=

∫ ∫ ∫
G(
−→
k1 ,
−→
k2 ,
−→
k3 ,
−→
k4) ∗ δ(

−→
k1 +

−→
k2 −

−→
k3 −

−→
k4) ∗ δ(ω1 + ω2 − ω3 − ω4)

∗ [η1η2(η3 + η4)− (η1 + η2)η3η4]d
−→
k2d
−→
k3dk4

(2.5)

Where ηi = η(
−→
ki ) is the action density at wave number

−→
ki , η(

−→
k ) = E(

−→
k )/ω, E

is the energy density, G is the coupling coefficient, and δ are functions that assure

that the integral’s inputs are solely from quadruplets that satisfy the resonant condi-

tions, establishing the conservation of wave momentum, wave action and wave energy.

The energy flux tend to redistribute the energy in a relative uniform manner over

all wave numbers, tending to reduce sharp peaks in the spectrum. Thus, at the

initial period of development of wind-generated sea waves, the energy would transfer

from high to low wave numbers and in the opposite direction, from low to high wave

numbers, when the energy is concentrated in the low wave numbers [25] [14].

2.3 Spectral Dissipation in deep water

Represented by Sds in the source term, the dissipation phenomena is the loss o en-

ergy in the wave spectrum. It is the most unexplained physical phenomena of wave

modeling. The major factor affecting the dissipation of energy is assumed to be the

wave breaking, followed by wave-turbulence interaction and wave-wave modulation.

Several models have been made trying to define the spectral dissipation due to wave

breaking, such as quasi-saturated models, probability models, turbulent models and

whitecap models, this final one is the most commonly used. However, the physics

behind wave breaking is still unclear.

Whitecapping is essentially wave breaking in deep water. Also known as steepness in-

duced wave breaking, this phenomenon occurs when the wave steepness, which is the

relationship between the wave height and wavelength, overpasses a certain threshold
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value, which produces an instability in the wave an causes the wave to break. White-

caps models have two approaches, the after-breaking class model and the pre-breaking

model. The after-breaking class model, introduced by [26], is the most common dis-

sipation model used. This model is based on the random distribution of white caps

on the front of breaking waves. The whitecaps apply pressure on an ascending wave

producing a linear dissipation. Nonetheless, two essential assumptions are made that

are lacking experimental verification, a weak dissipation around the mean and a ge-

ometric similarity between whitecaps and sea waves [14].

2.4 Non-linear interaction in Shallow water

As wave propagate from deep to shallow water the dispersion relation changes from

a dispersive deep water regime to a non-dispersive shallow regime where the speed

becomes equal throughout all the wave components. This produces the shift be-

tween quadruplet interactions to triad interactions between waves, making the triad

interaction the major factor of non-linear transformation of irregular surface gravity

waves. The triad wave-wave interaction is the energy flux from the incident wave

components to lower and higher frequency components [14] [33]. These interactions

can occur when the following conditions are satisfied:

f1 ± f2 = f3k1 ± k2 = k3 (2.6)

Where f is the frequency and k is the wave number. The components 1 and 2 must

also satisfy the linear dispersion relationship.

ω2 = gktanh(kh) (2.7)

Where ω is the angular frequency, g the acceleration due to gravity and h the water

depth.

Non-resonant interactions take place in intermediate water depths when the third

component doesn’t satisfy the dispersion relation, resulting in small amplitude bound

harmonics. Whereas resonant interactions take place only in really shallow waters

when the third wave component satisfies the dispersion relation, resulting in an in-

crease of its amplitude [21]. This interactions widen the frequency wave spectrum and

phase-couple the spectral components in shallow water, provoking a forward pitching

and steepening of near-breaking wave crests.

When waves near shore reach a certain amplitude to water depth ratio they break,
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rapidly transforming from an oscillatory, sinusoidal, state of propagation into a tur-

bulent state with high kinetic energy and then back to a lower energy oscillatory state.

The first numerical parametrization of breaking waves, developed by Irribarren and

Nogales (1949)[27] was through what is known as the Irribarren number:

I =
m

(H/L)1/2
(2.8)

Where m is the slope, H originally was the wave height in an offshore point and L

the wave length in the same point offshore. However, currently the Irribarren number

is defined with H and L at the breaking point.

Galvin (1968) [24] classified the breaking waves considering their visual characteris-

tics:

Spilling breakers, I < 0.6, when breaking waves have an initial white water at the

wave crest and then spreads down the front face. These usually take place in beaches

with low or no slope.

Plunging breakers, 0.6 < I < 2.0, the typical waves for surfing, normally occur on

medium to steep sloped beaches. The wave crest curls over the wave, enclosing a

body of air when it plunges in front of the wave into the water, creating a lot of

bubbles and turbulence.

Surging breakers, I > 2.0, this type of breaking waves occur on steep sloped beaches,

where waves usually break sliding up the shore producing a small amount of bubbles.

For coastal engineering designs the two main aspects studied in breaking waves are

the wave height and the energy dissipation. In shallow water the breaking height

is determined by the water depth, where waves, in a simplified manner, start to

break when the wave height to water depth ratio is around 0.78. The mathematical

approach for wave breaking is described in the numerical model 3.4 [42].

2.5 Bottom Dissipation

As waves advance into shallow water they start interacting with the sea bed. Here

white-capping, nonlinear energy transfer and wind input interact differently due to

the depth limited conditions. There is some strong evidence about the necessity of

wave-bottom interaction to complete the energy balance in shallow water. Several

factors are known to cause energy dissipation, such as bottom friction, percolation

into porous media, bottom roughness, soft mud, bed motion and turbulent bed shear
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stress.

Bottom friction produces an energy dissipation on a similar order of magnitude as the

energy input from moderate winds. Its energy dissipation is directly proportional to

the bottom shear stress and to the orbital velocity of the wave. The bottom friction

has been studied through two main approaches, considering only the wave-bottom

interactions and considering the joint interactions between currents and waves with

the bottom stress.

In coastal areas with sandy bottoms, sediment transport due to the bottom friction

plays an important role on the energy dissipation. When sediment transport occurs,

some the energy in the water is passed on to the sand grains as kinetic energy as they

move. For taking it in consideration, the bottom roughness has to be characterized.

It is usually parametrized by the grain size and on the current and past hydrodinamic

conditions. [14].
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Chapter 3

Numerical Wave Models

Free surface elevation, diffraction, refraction, wave shoaling and several other physical

processes of waves are of significant importance for the design of coastal and marine

structures. Technological advancements have encouraged the development and use

of several numerical models, which nowadays are found to be cost effective and very

reliable for solving coastal engineering problems.

Chalikov defines mathematical modeling as ”a method of investigation of complicated

processes based on a full mathematical formulation of a problem” [16]. Models are

generally classified as phase resolving models or phase averaging models.

3.1 Phase-averaged wave modeling

Phase averaging models forecast average or integral parameters of the wave field.

These may be significant wave height, peak period, temporal and spatial evolution of

the directional spectrum, etc. These models solve one equation, which simplifies for

deep water as the following 3.1:

∂F

∂t
+ Cg · OF = Stot (3.1)

Where Cg is group velocity vector, and F = F (f,Θ, x, y, t) is the directional spectrum

[51].

3.1.1 Spectral Wave Models

In Spectral wave models waves are considered as density of potential energy as a

function of frequency, time, direction and physical coordinates [15]. These models
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are able to simulate wind generated wave fields over large offshore ocean areas with

coarse grids in a really computational efficient and effective manner. However they

have limited capabilities simulating complex coastlines and near shore areas due to

their limiting capacity of defining nonlinear phenomena such as reflection, wave break-

ing and strong diffraction. Consequently these models are often used for obtaining

realistic input waves for phase-resolving modeling, where the waves are simulated

from offshore to near shore with phase-averaging spectral models and phase-resolving

models are used to forecast wave phenomena in complex coastlines and coastal struc-

tures [48].

For this project the well-known spectral wave model SWAN will be used to simulate

offshore waves in order to have reliable data input for the two phase-resolving mod-

els that will be used for modeling the harbors. Swan is a third-generation spectral

wave model mainly designed for obtaining accurate values for wave parameters for the

transition from ocean ranges to coastal areas. [12]. It is able to consider several key

physical processes specific to deep water and also to transition and shallow water es-

sentially reflections, shoaling, triad wave-wave interactions, refraction, depth-induced

breaking, bottom friction, energy from the wind, quadruplet wave-wave interactions

and white capping.

SWAN solves the energy conservation equation 3.2 that describes the temporal and

spatial evolution of the wave spectrum:

∂N

∂t
+∇[(

−→
Cg +

−→
U )N ] +

∂CσN

∂σ
+
∂CθN

∂θ
=
S

σ′ (3.2)

where t is time, S, the source term, is energy density, θ is the direction of the waves,

σ is the relative frequency, N is the energy spectrum to relative frequency ratio,
−→
U is

the velocity of the current, and
−→
Cg is the group velocity (

−→
Cg =

∂σ

∂
−→
k

), where k is the

wave number, Cθ = θ and Cσ = σ for the spectral space. [40]

3.2 Phase-resolving wave modeling

Phase resolving models are able to predict the phase and amplitude of individual

waves, therefore capturing diffraction and other nonlinear interactions much better

than phase averaged models. This makes them much more computationally demand-

ing than phase averaged models, consequently, their domain of application is usually

restricted to complex coastlines and wave-structure interaction, where they are strictly

needed.
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3.2.1 Shallow water wave models

Shallow water equations can be applied in a large range of engineering cases such as

rivers, open channels, flood, tsunami and coastal modeling by deriving the conserva-

tion of mass and momentum from the Navier-Stokes equations considering the region

of study as shallow water. Shallow water is considered when the bottom topography

has an influence on the evolution of free surface waves, this depth is relative to the

wave length being considered when h/L ≤ 0.05. Where h is the water depth and L

is the wave length. Even though they are widely applied for modeling the fact that

shallow water has to be assumed limits its use in open waters.

When dealing with small wavelengths or rapidly varying bathymetry the effects of

the non-hydrostatic pressure cannot be neglected anymore, thus dispersion has to be

included into the flow motion. There are two main models for this, the Boussinesq

model and the non-hydrostatic model.

Non-hydrostatic wave models

The non-hydrostatic approach for shallow water equations is based in the solution of

the incompressible Navier-Stokes equation, considering an inviscid fluid and assuming

shallow water. For the application of the non-hydrostatic approach for shallow water

equations the pressure is divided into non-hydrostatic and hydrostatic components.

Hydrostatic pressure is referred to the pressure produced by the water column over

a point, while the non-hydrostatic pressure is the pressure exerted by the rotational

movement of the water particles. The projection method is used for solving the

time-discretized Navier-Stokes equations through a finite-difference method [17]. The

momentum is first calculated as incompressible and then corrected by the solution of

a Poisson to obtain the real pressure. [29].

In order to accomplish equivalence between the non-hydrostatic and the Boussinesq

model, Jeschke et al. [29] introduced a quadratic vertical non-hydrostatic pressure

profile. It was presented as an interesting alternative as it could avoid the numerical

instabilities due to high order terms in a boussinesq-type model.

This lead to the development of REEF3D:SFLOW . ”The first non-hydrostatic shallow

water model with high order discretization schemes” [49]. The high order numerical

methods gave the model the ability to represent non-linear long wave propagation

over irregular bathymetry, as well as wave-structure interactions. For wave genera-

tion and absorption SFLOW applies the relaxation method presented by Jacobsen et

al (2012). This method is based on the Reynolds averaged Navier-Stokes equations

coupled with the continuity equation for incompressible flows [29]. Waves are gener-

ated within a wavelength without any perturbation in a relaxation zone. To prevent

the disturbance of the generated waves the waves that are reflected back towards the

inlet are absorbed. At the outlet, waves are dissipated to prevent negative impacts
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in results due to reflection. Numerical values for horizontal and vertical velocities are

gradually decreased to zero, the pressure is lowered to the hydrostatic distribution

for the still water level and the free surface is reduced to the still water level in the

numerical beach relaxation zone. Therefore reflections are avoided and the energy is

absorbed correctly. This model will be thoroughly explained in chapter 3.4 [6].

In addition, WANG et al. also presented a good scalability up to multi-hundreds of

processors by using a Message Passing Interface (MPI), which increased dramatically

the efficiency and the range of the model [49] .

3.2.2 Potential Flow wave models

These models are based on the Laplace equation,presented in equation 3.4 obtained

from neglecting viscosity and assuming an irrotational flow in the Navier-Stokes equa-

tion, this way a potential-flow problem is obtained [11].

∂2φ

∂x2
+
∂2φ

∂y2
+
∂2φ

∂z2
= 0. (3.3)

Where φ is the velocity potential.

There are different approaches to solve this equation. The Boundary Element Method

(BEM)transforms the elliptic solution of the Laplace equation into a boundary inte-

grated equation, hence, reducing the total of unknown variables considerably. BEM

has been commonly used to solve wave propagation over a steep slope sea bottom,

over a submerged break water and for wave-structure interaction as well as other

coastal engineering problems. Nonetheless it is not used over large areas for water

wave propagation due to its high computational demands [31].

The approach used in this thesis is the finite difference method together with the kine-

matic, dynamic and bottom boundary conditions, also known as the finite difference

potential flow model. Here the Laplace equation is solved by a multigrid method [13]

this way fewer calculations have to be made (compared to BEM), making it one of the

best numerical solving methods. Fewer calculations result in a smaller computational

power required, making it suitable for its application in a 3D model over a large area

[31].

In order to include the sea bed boundary a σ − coordinate transformation is nor-

mally used. By using a non-uniform grid spacing and allowing the clustering of

grid points a higher resolution and accuracy is obtained without increasing the com-

putational power required. A 5th order weighted essentially non-oscillatory finite

difference scheme is used for the spatial discretization allowing the representation of
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extreme changes in bathymetry, maintaining the balance between stability, accuracy

and efficiency [30]. High-order Ruge-Kutta schemes are the preferred method for the

time discretization as a means to an accurate definition of the non-linear phenomena.

Hence wave diffraction, reflection and nonlinear wave effects are all considered auto-

matically [11]. The arbitrary bottom topography enables a fully nonlinear analysis

of potential flow up to the point of wave breaking over complex coastal areas [22] .

A wet-dry algorithm presented by [52] together with the level-set method presented

by (Osher and Sethian (1988)) [35] are used for defining an irregular coastline while

maintaining a uniform structured grid over a complex topography. In the model

waves can be generated through the Relaxation method, the Neumann boundary

conditions or through wave maker motion(piston-type, flap-type, double-hinge) and

viscous damping is generally used for wave breaking [8].

3.3 REEF3D

Both of the phase resolving wave models described before are part of the open source

hydrodynamic software REEF3D [7]. REEF3D is designed for modeling hydraulic,

coastal and marine engineering problems. The software contains four main modules

each focused in different areas of study. The CFD module is a complex fluid dynamics

model which is able to capture the wave-structure interactions [1], [2], [3], the SFLOW

module [50] is ideal for near-shore hydrodinamic modeling, and the FNPF model [9]

can be used for large-scale phase-resolved ocean modeling at all depths.

3.4 REEF3D::FNPF

3.4.1 Validated Cases

FNPF has been validated through several benchmark cases which have demonstrated

its ability to properly simulate irregular wave fields capturing nonlinear phenomena

even in large-scale areas.

In terms of regular wave propagation the model has been validated through several

wave theories such as the modeling of linear waves through a constant intermediate

water depth, comparing the simulation of second order Stokes waves over constant

water depth in a numerical tank with the experimental case carried out by Onotaro

et al. (2005, 2006), and a bi-chromatic wave over rapidly changing steep bathymetry

generated by a double-hinged flap wave maker where the wave spectra and free sur-

face elevations simulated where compared to the experimental results obtained by
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Pakozdi et al (2019a) [8].

To demonstrate the accurate representation of the shoaling and de-shoaling effects

the model was validated by propagating linear and second order stoke waves over a

submerged bar where the free surface elevation was plotted over time in different wave

gauges comparing the results to those obtain by Beji and Battjes (1993) [5]. The ex-

perimental case carried out by Ting and Kirby (1995) [44] simulating wave breaking

over a mild slope was also performed with a 5th order Cnoidal wave generated using

the Neumann boundary conditions. The numerical and experimental results where

compared and the study concluded that wave breaking was properly detected and the

energy was dissipated accurately.

Several cases where implemented to validate a correct representation of focused waves.

The experimental wave packet from the LargeWave Flume (GWK) [18] and the

NewWave theory where simulated generating waves with both the Neumann boundary

conditions and the relaxation method in order to analyze the effects of wave genera-

tion methods. The experimental and mathematical results where compared and two

main conclusions where obtained. First, the wave generated through the Neumann

boundary conditions focused a higher wave in a further and later position than the

LargeWave Flume(GWK) experimental results concluding that the numerical set up

calculated the position and timing of the focused waves with higher accuracy than the

experimental model thanks to its almost continuous outputs. The second conclusion

stated that the relaxation method wave group the focused waves are obtained earlier

but over predicting the focusing wave crests. Thus representing less accurately as

wave steepness is increased. Therefore the Neumann boundary condition is recom-

mended for the generation of the focusing waves.

In order to validate a correct representation of irregular waves as well as the choice

of frequency range, time stepping and grid resolution in the model two main studies

where made. First, a three hour irregular wave simulation over constant bathymetry,

where the irregular waves were generated by a linear superposition of a finite num-

ber of individual regular wave components with different frequencies, amplitudes and

phases. The wave spectrum generated was compared to the theoretical spectrum to

certify the results. Second a study analyzing four different scenarios with different

breaking severity, water depth and wave spectrum was carried out which compares

the methodologies regarding the grid resolution, time stepping and frequency range.

The scenarios were validated through several mechanisms in order to certify the re-

sults. First, studying the kurtosis of the time series at the gauges, checked the quality

of the irregular sea reproduction as well as the domain size and the correct location

of the gauges. Second, the numerical and theoretical wave spectra were compared
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to further validate the irregular sea reproduction. The wave crest distribution was

studied to ensure realistic wave crests in the numerical wave field comparing them to

the research developed Huand and Zhang (2018)and [23]. This study concluded that

the equal energy method (EEM) method leans towards concentrating higher energy

near the peak frequency, that the viscous damping algorithm preserves Kurtosis and

wave spectrum more stable than the filtering algorithm, as well as good understand-

ing on the domain size, frequency range, horizontal grid size, vertical σ − coordinate
arrangement and time stepping [8].

The validation for large scale modeling through two main cases, the Mehamn har-

bor and the Aquaculture site at Flatoya. For the Mehamn harbor an area of 14 by

10 km was represented and took less than 8 hours using 128 cores from the Vilje

supercomputer. The case studied the effects of several combination of breakwaters

and its effects on wave height, diffraction, refraction and other nonlinear phenomena.

The theoretical and produced wave spectra were compared, as well as the free surface

elevation in several gauges with the results from physical model carried out by Vold

and Lothe (2009) [47]. For the aquaculture site at Flatoya the sea reproduction of

14 by 7 km domain was compared to that produced by SWAN. As expected FNPF

represented refraction and other non-linear phenomena much batter than SWAN, ob-

taining a specific wave height 20 to 50 per cent higher. The studies concluded that

the model was ready for large scale engineering scenarios [8] .

3.4.2 Governing equations

The fully nonlinear model’s governing equation is the Laplace equation and it solved

by considering the kinematic, dynamic and bottom boundary conditions:

∂2φ

∂x2
+
∂2φ

∂y2
+
∂2φ

∂z2
= 0. (3.4)

The kinematic, dynamic and bed boundary conditions are required for solving the

velocity potential φ from this elliptic equation. The dynamic boundary condition,

equation 2.x, ensures a constant pressure directly above and below the free surface,

while the kinematic boundary condition, equation 2.x, assures that the water particles

on the free surface remain at the free surface. The bottom boundary condition,

equation 2.x, establishes an impermeable bed assuring that the velocity normal is zero.

These assumptions must be satisfied at all times and are mathematically represented

as follows:
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∂η

∂t
=− ∂η

∂x

∂φ̃

∂x
− ∂η

∂y

∂φ̃

∂y
+ w̃

(
1 +

(
∂η

∂x

)2

+

(
∂η

∂y

)2
)
, (3.5)

∂φ̃

∂t
=− 1

2

(∂φ̃
∂x

)2

+

(
∂φ̃

∂y

)2

− w̃2

(
1 +

(
∂η

∂x

)2

+

(
∂η

∂y

)2
)− gη. (3.6)

∂φ

∂z
+
∂h

∂x

∂φ

∂x
+
∂h

∂y

∂φ

∂y
= 0, z = −h. (3.7)

where η is the free surface elevation, φ̃ = φ(x, η, t) is the velocity potential at the free

surface, x = (x, y) represents the location at the horizontal plane, w̃ is the vertical

velocity at the free surface and h = h(x) is the water depth considered from the still

water level (SWL) to the sea bottom.

The σ-coordinate in the vertical axis is used for solving the Laplace equation with

the boundary conditions considered. This coordinate system follows the water depth

changes and offers flexibility for irregular boundaries. The transformation from a

Cartesian grid to a σ-coordinate is expressed as follows:

σ =
z + h (x)

η(x, t) + h(x)
. (3.8)

The velocity potential after the σ-coordinate transformation is denoted as Φ. The

boundary conditions and the governing equation in the σ-coordinate are then written

in the following format:

Φ = φ̃ , σ = 1; (3.9)

∂2Φ

∂x2
+
∂2Φ

∂y2
+

(
∂2σ

∂x2
+
∂2σ

∂y2

)
∂Φ

∂σ
+ 2

(
∂σ

∂x

∂

∂x

(
∂Φ

∂σ

)
+

∂σ

∂y

∂

∂y

(
∂Φ

∂σ

)
+

((
∂σ

∂x

)2

+

(
∂σ

∂y

)2

+

(
∂σ

∂z

)2
)
∂2Φ

∂σ2
= 0 , 0 ≤ σ < 1;

, (3.10)

(
∂σ

∂z
+
∂h

∂x

∂σ

∂x
+
∂h

∂y

∂σ

∂y

)
∂Φ

∂σ
+
∂h

∂x

∂Φ

∂x
+
∂h

∂y

∂Φ

∂y
= 0 , σ = 0. (3.11)

The velocities can be calculated when the velocity potential Φ is obtained within the

σ-domain:
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u (x, z) =
∂Φ (x, z)

∂x
=
∂Φ (x, σ)

∂x
+
∂σ

∂x

∂Φ (x, σ)

∂σ
, (3.12)

v (x, z) =
∂Φ (x, z)

∂y
=
∂Φ (x, σ)

∂y
+
∂σ

∂y

∂Φ (x, σ)

∂σ
, (3.13)

w (x, z) =
∂Φ (x, z)

∂z
=
∂σ

∂z

∂Φ (x, σ)

∂σ
. (3.14)

3.4.3 Numerical schemes

The σ-coordinate transformed Laplace equation together with the boundary condi-

tions is solved through Hypre. Hypre provides an efficient geometric multi-grid solver

with parallelization properties enabling time-efficient large domain simulations with

multi-core supercomputer infrastructure [46].

The 5th-order Hamilton-Jacobi version of the weighted essentially non-oscillatory

(WENO) scheme ([30]) is used for the discretization of the gradient terms of the free

surface boundary conditions. Higher order spatial discretization enables a higher ac-

curacy of representation as nonlinear effects. It also enables wave modeling through

abrupt changing bathymetry as the WENO scheme uses weighed smoothness indica-

tors to prevent numerical instability.

A 3rd-order total variation diminishing (TVD) Runge-Kutta explicit time scheme [41]

is used for time discretization. Which calculates the dynamic pressure and the spa-

tial derivatives three times per time step obtaining convergent results. The Courant-

Friedrichs-Lewy (CFL) is used to control an adaptive time stepping condition:

cu =
dx∣∣max(umax, 1.0
√

9.81 ∗ hmax)
∣∣ ,

cv =
dx∣∣max(vmax, 1.0
√

9.81 ∗ hmax)
∣∣ ,

ctot = min(cu, cv),

dt = ctotCFL.

(3.15)

where umax, vmax are the maximum particle velocities in x and y directions at the free

surface, hmax is the maximum water depth.

The model is fully parallelised following the domain decomposition strategy where

ghost cells are used to exchange information between adjacent domains. These ghost
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cells are updated with the values from the neighboring processors via Message Passing

Interface (MPI). The parallel computation enables the model to simulate large-scale

scenarios.

3.4.4 Vertical grid arrangement

In order to reduce the computational costs without compromising the accuracy of the

model the vertical coordinates follows a stretching function producing denser grids

closer to the free surface as follows:

σi =
sinh (−α)− sinh

(
α
(

i
Nz
− 1
))

sinh (−α)
, (3.16)

where α is the stretching factor, i is the index of the point and Nz is the number of

vertical cells.

For an accurate reproduction of the phase information and the dispersion relation

for deep water waves there has to be a correct stretching layout. Thus a constant-

truncation error method is used in order to avoid the cumulative errors from each

iteration.

3.4.5 Wave generation and absorption

For the wave generation and absorption the relaxation method, presented by [34]

is used in REEF3D:FNPF. This method separates the numerical wave tank into 3

regions. In the first region waves are created, here the surface elevation η and its

velocity potential φ are pumped to the theoretical values.

ϕ(x̃)relaxed = Γ(x̃)ϕanalytical + (1− Γ(x̃)ϕcomputational (3.17)

Γ(x̃) = 1− e(x̃
3.5) − 1

e− 1
for x̃ ∈ [0; 1] (3.18)

where x̃ is scaled to the length of the relaxation zone, normally of one wave length long.

The second zone, also know as the working zone, is where the waves are propagated.

The numerical beach is the third zone, normally around two wave lengths long, where

the waves are dissipated by gradually reducing the free surface elevation η and its

velocity potential to still water level, thus reducing the effects of reflection, through

the equation presented by [28]:
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ϕ(x̃)relaxed = Γ(x̃)ϕanalytical + (1− Γ(x̃)ϕcomputational (3.19)

Waves can also be generated through the Neumann boundary conditions and piston,

flap and double-hinge type wave makers.

Irregular Waves

Irregular waves are represented through the superposition of an n number of regular

waves. These waves can be linear waves, solitary waves or different order Cnoidal

or Stokes waves among others, each generated in the generation zone through the

relevant wave theories.

3.4.6 Breaking wave algorithm

REEF3D:FNPF takes into account both depth-induced breaking and steepness-induced

breaking. Even though the air-entrapment, wave overturning and wave generated tur-

bulence cannot be represented the integral properties of wave breaking such as energy

dissipation and wave height are efficiently captured.

Depth induced wave breaking is represented as per SWASH, (2017). When the free

surface vertical velocity exceeds the following value relative to the shallow water

celerity the waves break:

∂η

∂t
≥ αs

√
gh. (3.20)

where α has a recommended value of 0.6, as it has been proven to work well for

all test cases considered (SWASH, (2017). In order to represent the persistence of

wave breaking neighboring grid points are considered substituting the variable α by β,

where β = 0.3 is recommended (SWASH, (2017)). Combined with the conservation of

momentum and neglecting the dynamic pressure due to breaking, a correct dissipation

of energy is obtained, as well as the asymmetry and wave skewness when breaking [43].

A steepness criterion is introduced for considering deep water steepness-induced

breaking:

∂η

∂xi
≥ β. (3.21)
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In order to represent a correct dissipation of energy a viscous damping term is in-

troduced around the breaking zone in the free surface boundary conditions as per

Baquet et al. (2017) [4] The free surface boundary conditions Eqn. 3.5 and Eqn. 3.6

change to the following when wave breaking is identified:

∂η

∂t
=− ∂η

∂x

∂φ̃

∂x
− ∂η

∂y

∂φ̃

∂y
+ w̃

(
1 +

(
∂η

∂x

)2

+

(
∂η

∂y

)2
)

+ νb

(
∂2η

∂x2
+
∂2η

∂y2

)
, (3.22)

∂φ̃

∂t
=− 1

2

(∂φ̃
∂x

)2

+

(
∂φ̃

∂y

)2

− w̃2

(
1 +

(
∂η

∂x

)2

+

(
∂η

∂y

)2
)

− gη + νb

(
∂2φ̃

∂x2
+
∂2φ̃

∂y2

)
.

(3.23)

where νb is the artificial turbulence viscosity. νb = 1.86 for deep water while νb =

0.0055 for shallow water wave breaking are recommended from tested models com-

pared by Baquet et al. (2017).

A geometric filtering approach can be used in combination with the viscous damping

method or on its own in order to consider the energy dissipation in breaking waves.

The free surface is smoothed for obtaining the energy dissipation with this approach

[8].

3.4.7 Coastline algorithm

The level set method by Sethian and Osher (1998) [35] was initially designed to an-

alyze the motion under a velocity field of a bounded region over space and time. A

smooth function φ(~x, t) was introduced to represent the boundary where φ(~x, t) = 0.

In order to apply this technique in REEF3D the wetting-drying algorithm is used.

Considering the local water depth h as the sum of the still water level, d, and the free

surface elevation, η, a minimum depth threshold value is set, with a default value of

0.00005 m. Computational cells with a local water depth above this threshold value

are identified as wet cells, while the cells with a water depth below the threshold

value are identified as dry cells.

Once all the cells have been identified, the velocities on the dry cells are set to be zero

(u = 0, v = 0) and are assigned a set value. -1 for dry cells and +1 for wet cells. This

way the level-set function can be applied in a 2D domain to capture the coastline, Γ,

the following way:
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φ(~x, t)


> 0 if ~x ∈ wet cell
= 0 if ~x ∈ Γ

< 0 if ~x ∈ dry cell
(3.24)

Maintaining a valid Eikonal equation |∇φ| = 1 in the level-set function. To prevent

numerical instabilities during the wave run-up and run-down processes in the swash

zone, the equation is reinitialized at the beginning of each time step through the

Partial Differential Equation (PDE) [36]. The equation is iteratively solved until con-

vergence is reached, defining the exact location of the coastline in the zero-contour of

the level-set function.

∂φ

∂t
+ S (φ)

(∣∣∣∣ ∂φ∂xj
∣∣∣∣− 1

)
= 0 (3.25)

where S(φ) is the smoothed sign function [36].

This method enables the use of an efficient structured horizontally-uniform grid even

when considering complex topography. Furthermore, the employment of the relax-

ation method throughout the near-shore areas prevents numerical instabilities due to

extreme wave run-ups at severe shallow water regions.
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Chapter 4

Barcelona Harbor Modeling

The study will consist on the wave modeling of the coastal area of Barcelona, Spain,

where the waves propagated inward the harbors will be analyzed.

The visual representation of the wave field will be used for the analysis of wave trans-

formation phenomena such as diffraction, refraction and reflection. A good compre-

hension of the effects of the bathymetry and the port structures on wave propagation

can be achieved. Wave height, shoaling and wave breaking will be studied though the

analysis of the free surface elevation over space and time. The effects of the current

breakwaters will be analyzed through the comparison of the wave spectrum inside

and outside the harbor’s basin, specifically in the main area of study, where the new

dock will be constructed(Barcelona).

4.1 Topography

The port of Barcelona is one of the most important harbors in Spain. It is located in

the southern border of the city of Barcelona. The harbor is open to sea swell waves

at its eastern border. The water depth contour map and a satellite image from 2021

of the harbor and its surrounding area are shown in figure 4.1 and 4.2.

For the simulations of the harbor the bathymetric data was provided by the port

authority of Barcelona and the Spanish Oceanographic Institute (IEO), while the

topographic data of the harbor’s structures and its surroundings was obtained through

a topographic survey on google Earth. The bathymetry of the inner harbor was

provided with data every 5 meters, while the coastal bathymetric data provided is

every 100 meters.

The topography is arranged so that the principal wave directions are east and south-
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Figure 4.1: Satelite image of the Barcelona Port. Obtained from google Earth on
June 15th, 2021.

Figure 4.2: Topography of the Barcelona Port. Generated through DiveMesh and
visualized through Paraview. Rotated for generating southeastern incident waves
from the left boundary. Scale 1:1:10

east, with waves generated from the left boundary of the domain. The numerical

domain is 15000 meters north south, 10000 meters east west with a maximum water

depth of 405 meters. In order to analyze data from all over the harbor 16 wave gauges
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were set in the numerical wave tank. Wave Gauges 1-7 are located on the main area

of study, where the new dock is projected. Wave Gauges 8-13 are distributed through

the main areas of the inner harbor, and wave gauges 14-16 are located on the south-

ern entrance of the harbor, where the waves will propagate towards the main area of

study. Their location can be seen in figure 4.9

Figure 4.3: Topographic setup rotated for wave generation on the left boundary of the
numerical domain. The input bathymetric data was provided by the port authority
of Barcelona, IEO and Google Earth.

4.2 Convergence Study

To ensure that the correct cell size is used while running the simulations two con-

vergence studies were run with concurring significant wave height, peak period and

direction input values. The 3D convergence study with cell sizes of 40m, 20m, 10m

and 8m was conducted. The resulting data was inconclusive and further simulations

with thinner grid size is too costly, thus the convergence study was discarded. Fur-

thermore, a 2D convergence study with 20, 10, 8 and 5 m grids was also conducted.

From figure 4.4 until the figure 4.6 we can observe that an 8m cell size is optimal

for the simulations, since it is the coarsest grid that provides accurate results. From

figures 4.4 to 4.6 we can also observe that the effects of the port structures are not

taken into account. We can see this by comparing the maximum spectral density from
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2D simulations with 3D simulations at each wave gauge. Figures on the appendix .

Figure 4.4: Spectrum Comparison 2D convergence study, wave gauge 4

Figure 4.5: Spectrum Comparison 2D convergence study, wave gauge 13
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Figure 4.6: Spectrum Comparison 2D convergence study, wave gauge 16

4.3 Simulations

4.3.1 Setup

In order to select realistic values of Hs and Tp of unfavorable scenarios a study with

three different Hs and Tp combinations were made.

Different annual maximum significant wave heights and peak periods were simulated

in order to obtain the most unfavorable scenarios. The following input data was ob-

tained from the buoy information at [38]. The input spectrum used for the simulation

of the sea state is the JONSWAP spectrum with a peak enhancement parameter 3.0.

Frequency between 0.05 times peak period and 2 times the peak period, as default

values in REEF3D, in order to consider a wide range spectrum on which to work

on for reliable results. Wave relaxation zone 250 meters and wave generation zone

250 meters. For the generation of 1st order irregular waves 1024 waves were super-

positioned. In order to maintain a reasonable continuity on the report only the results

of the 5th simulation will be presented, while the rest of the results will be attached

in the appendix. For this simulation a significant wave height of 4.5 meters and a

peak period of 11 seconds, with incident waves from the south-east direction, which

are the most relevant for the southern entrance and the main focused area.

The generated wave tank consisted of 10 cells in the vertical arrangement, with a

stretching factor of 2.0, and 1875-1250 cells in the horizontal plane. 12800 s simula-

tions are performed in order to have enough time for the generation and analysis of

the simulated sea state across the whole domain. The surface elevation time histories

are used to calculate wave spectra.

With a cell size of 8 m in the horizontal direction and 10 cells in the vertical direction,
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Figure 4.7: Information obtained from the Buoy of Barcelona II report on historical
data [38].

Figure 4.8: Information obtained from the SIMAR point 2110135 report on historical
data [38].

Figure 4.9: Information obtained from the SIMAR point 2111136 report on historical
data [38].

the total number of cells is 23,437,500 for the full-scale Barcelona simulation. The

directions, significant height and peak period can be seen in figure 4.10
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Figure 4.10: Directions, Hs, Tp and time taken for the simulations

4.3.2 Results

Since a phase-resolving model was used for the simulation of the sea state the free

surface elevation can be reconstructed for the analysis of visual physical phenomena

such as diffraction and reflection. This has been done through Paraview, an open-

source platform for data analysis and visualization. Since consistent results have been

obtained throughout the different simulations only the results from one simulation

are presented on this section for maintaining a fluent continuity, while the rest can

be seen on appendix.

Figure 4.11: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Free Surface Reconstruction at t=450s,
generating waves at the left boundary.

The coastal zone of Barcelona is mainly exposed to swell waves from the eastern

direction, thus the port’s protection infrastructure is mainly design to protect from

these waves. The southern entrance is designed in such manner that boats enter

from the southeast direction, therefore making the harbor most vulnerable to waves

in this specific direction. The simulations where consequently made on this direction

for analyzing the most unfavorable scenario the harbor can experience. On figure

4.12 diffraction of waves due to the breakwaters can clearly be seen in the southern

entrance of the harbor. The wave energy is dissipated and redistributed along the

wave front throughout the port’s basin. On the simulation videos reflected waves can
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Figure 4.12: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Free surface reconstruction of young sea
state at t=1140s focused on the inner port.

also be seen on the southern end of the basin as well as on the southern corner of the

”Muelle de la Enerǵıa”. These reflected waves disrupt the spectral energy distribution

creating two main peaks of energy in the spectrum.

In figure 4.13 we can observe an increase in the maximum spectral density due to

the concentration of energy towards the peak frequency from wave gauges 16 to 14

as the southern entrance of the port canalizes the waves towards the harbor. We can

also observe the shoaling phenomenon as wave height increase from wave gauge 16 to

wave gauge 14 in figure 4.16. The energy is properly dissipated as the spectral energy

density is reduced from a maximum of 75.5m2/Hz on wave gauge 14 to a maximum

of 10.7m2/Hz inside the harbor on wave gauge 3.

In figure 4.16 the shoaling effect can be observed at the harbors’ southern entrance

with an increase of significant wave height from 3.97 meters at wave gauge 16 to 4.52

meters at wave gauge 14. A reduction of significant wave height can clearly be seen as

the waves propagate from the entrance of the harbor toward the inside. Even though

the area where the new dock is projected is the area with the highest significant

wave heights. Close to the location of the projected dock,in wave gauges 5,6 and 7,

we can observe a maximum significant wave height of 1.16 meters, which should be

considered on the design of the new dock.
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Figure 4.13: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Spectrum comparison at the southern en-
trance, wave gauges 16, 15 and 14.

Figure 4.14: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Spectrum comparison at the main area
of focus, where the new dock has been projected.
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Figure 4.15: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Spectrum comparison, southern entrance
vs. main area of focus.
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Figure 4.16: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Significant wave height and peak period
comparison.
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Chapter 5

Conclusions

5.1 Summary

The open-source phase-resolving model REEF3D has been used for simulating un-

favorable wave fields propagated into the Barcelona Harbor. This was used for the

study of the wave field mainly focused on the area between ”Muelle de la Enerǵıa”

and ”Muelle Prat”, where the new dock has been projected. For the correct represen-

tation of the wave fields 3D and 2D simulations were carried out with different cell

sizes over a 240km2 domain. Once convergence was reached on the 2D convergence

study, simulations were carried out and analyzed. Three different simulations with

different significant wave heights and peak periods, obtained from the coastal buoys

were used to ensure the accuracy of the simulated wave fields. Thanks to the visual

representation processed from Paraview non-linear phenomena such as diffraction and

reflection could be analyzed, while MATLAB and Excel were used for the analysis of

the significant wave heights and the spectral energy distribution on several locations

of the harbor. Several conclusions were obtained, as well as suggestions for further

work on harbor wave simulations.

5.2 Conclusions

The numerical phase-resolving numerical model REEF3D:FNPF is seen to be an

effective solution for harbor and coastal modeling. Through the comparison of several

simulations REEF3D:FNPF has shown to provide reliable and consistent results for

modeling waves propagating from the coastal zone towards inner harbors. Therefore

it can be considered an effective solution for wave studies for harbors as it captures

wave transformations such as shoaling, energy dissipation, diffraction and reflection

as well as significant wave height, peak period and spectral density distribution. The

visual representation of such effects are key for their analysis and a valuable tool for
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non-engineers to understand the effects of the topography and structures on waves.

In regards to the Barcelona Harbor, their protection infrastructure has been shown

to be effective as strong wave transformations occur and the significant wave height

is reduced from a maximum of 4.8 meters observed on wave gauge 14 from simulation

1, to a maximum of 1.16 meters in the inner harbor, observed on wave gauge 6 from

simulation 2, and the spectral energy is reduced from a maximum of 75.6m2/Hz to

10.7m2/Hz near the location where the new dock has been projected.

5.3 Suggestions for further harbor wave modeling

During the development of this thesis several problems were encountered, insufficient

data for several harbors and the high computational demand to generate a 5 meter

grid size domain for the 3D convergence study being the main ones. I have established

several suggestions for future works on wave modeling in harbors with REEF3D.

Although the problem of insufficient data from the Barcelona was handled through

a topographic survey done through Google Earth, I would considered it inefficient as

the data was obtained on heterogeneous points around the dry ports perimeter. I

believe that a set of homogeneous organized topographic data would have eased the

development of the numerical domain. Regarding the challenge to generate a 5 meter

grid size, I would suggest to reduce the domain size for the 3D convergence study in

order to obtain conclusive results from inside the harbor, as the 2D convergence study

was unable to consider the effects of the harbor on the domain. Lastly, although I

have not considered it as a problem, I would suggest to set wave gauges closer to

the generation zone and further offshore in order to analyze the correct generation of

waves in the domain as well as other nonlinear phenomena such as whitecapping.
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Chapter 6

Appendix

The contents of this appendix consist in all of the figures from the results of the

simulations that have been carried out for the study of the waves in the harbor and

the development of the thesis.

6.1 2D Convergence Study

The convergence study was carried out with an incident wave from the southeastern

direction, a Hs=5.21 m and a Tp =10 s, with mesh sizes of 20, 10 5 and 8 meters.

The spectrum of each wave gauge is represented in the following figures:
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6.2 3D Convergence Study

The 3D convergence study was made with an incident wave from the southeastern

direction, a Hs=5.21m and a Tp=12s, with mesh sizes of 40, 20, 10 and 8 meters.

5 meter grid sizes were tried but are too computationally demanding. Although

inconclusive results were obtained from this convergence study, there are some wave

gauges were convergence is almost seen such as the following:
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6.3 Simulation 1
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Figure 6.1: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Spectrum comparison at the southern
entrance of the harbor. Concentration of energy from wave gauge 16 to 14 represents
shoaling. Quadruplet and triad interactions can also be acknowledged as spectral
density in wave the wave gauges are significantly higher than the theoretical spec-
trum.

Figure 6.2: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Spectrum comparison between the southern
entrance of the harbor and the main area of study. Loss of spectral density indicates
wave breaking and energy dissipation.
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Figure 6.3: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Spectrum comparison at the main area
of focus. Lower energy concentration can be seen at wave gauges 5, 6 and 7, the
gauges closer to where the new dock has been projected. Several peaks can be seen
in the spectrum, which represent the energy reflected by the harbor’s infrastructure,
south of the ”Muelle Prat”. We can observe that the angular frequency is fully rep-
resented as the minimum and maximum angular frequency of the forecast spectral
densities concur with the theoretical spectrum.

Figure 6.4: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Spectrum comparison between southern
entrance and inner harbor. A significant reduction of energy density can be seen
which indicates the effectiveness of the harbor’s protection infrastructure, reducing
the spectral energy from a maximum of 67m2/Hz on wave gauge 14 to a maximum
of 0.08m2/Hz on wave gauge 11.
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Figure 6.5: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Spectrum comparison between wave gauges
in inner harbors. Three peaks of energy can be seen in wave gauge 11 which indicates
the effects of reflection. This wave transformation seems to prevent entrance to the
energy in the inner harbor as spectral density is under 0.001m2/Hz in wave gauges
9 and 10.

Figure 6.6: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Spectrum comparison between northern
entrance and inner harbor. A significant reduction of energy density can be seen
which indicates the effectiveness of the harbor’s protection infrastructure. As well as
several peaks of energy with indicate both the presence of diffraction and reflected
waves.
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Figure 6.7: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Significant wave height and peak period
comparison in the different regions of the harbor’s basin.

Figure 6.8: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Irregular waves generated from the left
boundary. The effects of the changing bathymetry can be seen as waves are refracted
while propagating towards shore.
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Figure 6.9: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Irregular waves propagated throughout
the entire domain.

Figure 6.10: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Irregular waves propagated throughout
the entire domain, focused on the main area of study.
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6.4 Simulation 2

Figure 6.11: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Spectrum comparison at the southern en-
trance of the harbor. Concentration of energy from wave gauge 16 to 14 represents
shoaling. Quadruplet and triad interactions can also be acknowledged as spectral
density in wave the wave gauges are significantly higher than the theoretical spec-
trum.

Figure 6.12: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Spectrum comparison between the southern
entrance of the harbor and the main area of study. Loss of spectral density indicates
wave breaking and energy dissipation.
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Figure 6.13: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Spectrum comparison at the main area
of focus. Lower energy concentration can be seen at wave gauges 5, 6 and 7, the
gauges closer to where the new dock has been projected. Several peaks can be seen
in the spectrum, which represent the energy reflected by the harbor’s infrastructure,
south of the ”Muelle Prat”. We can observe that the angular frequency is fully rep-
resented as the minimum and maximum angular frequency of the forecast spectral
densities concur with the theoretical spectrum.
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Figure 6.14: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.21 m , Tp=12 s. Spectrum comparison between southern
entrance and inner harbor. A significant reduction of energy density can be seen
which indicates the effectiveness of the harbor’s protection infrastructure, reducing
the spectral energy from a maximum of 75m2/Hz on wave gauge 14 to a maximum
of 0.04m2/Hz on wave gauge 11.

Figure 6.15: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=12 s. Spectrum comparison between wave gauges
in inner harbors. Three peaks of energy can be seen in wave gauge 11 which indicates
the effects of reflection. This wave transformation seems to prevent entrance to the
energy in the inner harbor as spectral density is under 0.001m2/Hz in wave gauges
9 and 10.
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Figure 6.16: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Spectrum comparison between northern
entrance and inner harbor. A significant reduction of energy density can be seen
which indicates the effectiveness of the harbor’s protection infrastructure. As well as
several peaks of energy with indicate both the presence of diffraction and reflected
waves.
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Figure 6.17: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Significant wave height and peak period
comparison in the different regions of the harbor’s basin.

Figure 6.18: Simulation 1, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=11 s. Irregular waves generated from the left
boundary.
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Figure 6.19: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=10 s. Irregular waves propagated throughout
the entire domain.

Figure 6.20: Simulation 2, wave propagation from the south-east direction into
Barcelona harbor, Hs=4.5 m , Tp=10 s. Irregular waves propagated throughout
the entire domain, focused on the main area of study.
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6.5 Simulation 3

Figure 6.21: Simulation 3, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.0 m , Tp=10 s. Spectrum comparison at the southern en-
trance of the harbor. Concentration of energy from wave gauge 16 to 14 represents
shoaling. Quadruplet and triad interactions can also be acknowledged as spectral
density in wave the wave gauges are significantly higher than the theoretical spec-
trum.

Figure 6.22: Simulation 3, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.0 m , Tp=10 s. Spectrum comparison between the southern
entrance of the harbor and the main area of study. Loss of spectral density indicates
wave breaking and energy dissipation.
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Figure 6.23: Simulation 3, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.0 m , Tp=10 s. Spectrum comparison at the main area
of focus. Lower energy concentration can be seen at wave gauges 5, 6 and 7, the
gauges closer to where the new dock has been projected. Several peaks can be seen
in the spectrum, which represent the energy reflected by the harbor’s infrastructure,
south of the ”Muelle Prat”. We can observe that the angular frequency is fully rep-
resented as the minimum and maximum angular frequency of the forecast spectral
densities concur with the theoretical spectrum.

Figure 6.24: Simulation 3, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.0 m , Tp=10 s. Spectrum comparison between southern
entrance and inner harbor. A significant reduction of energy density can be seen
which indicates the effectiveness of the harbor’s protection infrastructure, reducing
the spectral energy from a maximum of 51m2/Hz on wave gauge 14 to a maximum
of 0.06m2/Hz on wave gauge 11.
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Figure 6.25: Simulation 3, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.0 m , Tp=10 s. Spectrum comparison between wave gauges
in inner harbors. Three peaks of energy can be seen in wave gauge 11 which indicates
the effects of reflection. This wave transformation seems to prevent entrance to the
energy in the inner harbor as spectral density is under 0.001m2/Hz in wave gauges
9 and 10.

Figure 6.26: Simulation 3, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.0 m , Tp=10 s. Spectrum comparison between northern
entrance and inner harbor. A significant reduction of energy density can be seen
which indicates the effectiveness of the harbor’s protection infrastructure. As well as
several peaks of energy with indicate both the presence of diffraction and reflected
waves.
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Figure 6.27: Simulation 3, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.0 m , Tp=10 s. Significant wave height and peak period
comparison in the different regions of the harbor’s basin.

Figure 6.28: Simulation 3, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.0 m , Tp=10 s. Irregular waves generated from the left
boundary. Refraction can be seen as waves propagate near shore.

64



Figure 6.29: Simulation 3, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.0 m, Tp=10 s. Irregular waves propagated throughout the
entire domain.

Figure 6.30: Simulation 3, wave propagation from the south-east direction into
Barcelona harbor, Hs=5.0 m , Tp=10 s. Irregular waves propagated throughout
the entire domain, focused on the main area of study.
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