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The current document has been elaborated with the aim to obtain the Phiedeg
This work has been done under the advising and guidance of proddsisira Bay-
dal, Antonio Robles, and Pedradpez.

This document can be divided in three parts. The first part introdueesate-of-
art in the interconnection networks field, focusing on congestion managenaeh-
anisms.

The second part presents all the research work and its evaluationtegbarch
activity has been developed within the Parallel Architectures Group (GAR)e
Department of Computer Engineering (DISCA) at the Universitat olica de
Valencia.

In the last part, the contributions and conclusions are summarized. Reldied p
lications of the contributions are also presented together with future diredtiacghe
research.
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Abstract

The growth of parallel computers based on high-performance netlwaskimcreased
the interest and effort of the research community in developing new tacsiap
achieve the maximum performance from these networks. In particularetietog-
ment of new techniques for efficient routing to reduce packet latendyiramease
network throughput. However, high utilization rates of the network coutdlten
what is known asietwork congestigrwhich could cause a degradation of the net-
work performance because all, or a part of the network has exceledaedaximum
utilization, which is imposed by the saturation point of the network.

Congestion management in multistage interconnection networks is a seribus pro

lem not completely solved. In order to avoid the degradation of netwofkipeance
when congestion appears, several congestion management mechamsnisean
proposed. Most of these mechanisms are based on explicit congestifcation.
For this purpose, switches detect congestion and depending on thedagipdieegy,
packets are marked to warn the source hosts. In response, sostsapply some
corrective actions to adjust their packet injection rate. Although thegopats seem
guite effective, they either exhibit some drawbacks or are partial sofuti®ame of
them introduce some penalties over the flows not responsible for congeskiereas
others can cope only with congestion situations that last for a short partode.

The aim of this dissertation is to analyze the different strategies to detect and
correct congestion in multistage interconnection networks and propesearges-
tion management mechanisms targeted to this kind of lossless networks. The new
approaches will be based on a more refined packet marking strategyneziwiith a

Xiii



Xiv CONTENTS

fair set of corrective actions in order to make the mechanisms capabl&cfivly
managing congestion regardless of the congestion degree and traffiti@os.



Resum

El creixement dels computadors palelk basats en xarxes d’altes prestacions ha aug-
mentat I'intees i esfor¢ de la comunitat investigadora a desenvolupar neeeis|ties
gue permeten obtindre el millor rendiment d’estes xarxes. En particutlsehvolu-
pament de novegtniques que permeten un encaminament eficient i quégekn

la latencia dels paquets, augmentant &productivitat de la xarxa. No obstant ajx
una alta taxa d'utilitzadi d’esta podria comportar el que es coneix coooagest

de xarxa el qual pot causar una degradadiel rendiment, pergutota o part de la
xarxa ha excedit la utilitzaéimaxima, el valor de la qual ve imposat pel punt de
saturaadd.

El control de la congediien xarxes multietapas un problema important que
no esh completament resolt. A fi d’evitar la degradadiel rendiment de la xarxa
guan apareix congeséti s’han proposat diferents mecanismes per al control de la
congesitb. Molts d’estos mecanismes estan basats en notifieagiicita de la con-
gestd. Per a este prapsit, els switchos detecten congéstidepenent de I'estragia
aplicada, els paquetéis marcats amb la finalitat d’advertir els nodeigiens. Com a
resposta, els nodesigens apliquen algunes accions correctives per a ajustar la seua
taxa d’'injecco de paquets. Encara que estes propostes pareixen prou efdetiess,
alguns inconvenients @a solucions parcials. Algunes d’estes solucions infixsu
una certa penalitzatisobre els fluxos no responsables de la conyasintre altres
només poden manejar situacions de con@egtie es donen durant un curt fpete de
temps.

El proposit d’esta tesés analitzar les diferents estégies de detectii correccd
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de la congesti en xarxes multietapa, i proposar nous mecanismes de control de la
congestb encaminats a este tipus de xarxes sense descart de paquets. Les nove
propostes estaran basades en una egienes refinada de marcatge de paquets
en combina@® amb un conjunt d’accions correctives justes que faran al mecanisme
capac de controlar la congdstie manera efectiva amb indepéndia del grau de
congesi i de les condicions dedfic.



Resumen

El crecimiento de los computadores paralelos basados en redes deedtasipnes

ha aumentado el intes y esfuerzo de la comunidad investigadora en desarrollar
nuevasé&cnicas que permitan obtener el mejor rendimiento de estas redes. En partic-
ular, el desarrollo de nuevastnicas que permitan un encaminamiento eficiente y que
reduzcan la latencia de los paquetes, aumentarida peoductividad de la red. Sin
embargo, una alta tasa de utilizacide la red poda conllevar el que se conoce como
congestn de red el cual puede causar una degradadaiel rendimiento, porque toda

o parte de la red ha excedido la utilizacimaxima, cuyo valor viene impuesto por el
punto de saturaén.

El control de la congeginh en redes multietapa es un problema importante que
no es& completamente resuelto. Con el fin de evitar la degradatgl rendimiento
de la red cuando aparece congastise han propuesto diferentes mecanismos para el
control de la congegih. Muchos de estos mecanismosadiasados en notificaci
explicita de la congestin. Para este pr@gito, los switches detectan congésty
dependiendo de la estrategia aplicada, los paquetes son marcados maliliadide
advertir a los nodos origenes. Como respuesta, 1os nodos origenemagticnas
acciones correctivas para ajustar su tasa de ingeaé® paquetes. Aunque estas
propuestas parecen bastante efectivas, tienen algunos inconvenisatesoluciones
parciales. Algunas de estas soluciones introducen cierta penatizaatire los flujos
no responsables de la congéatimientras otras solo pueden manejar situaciones de
congesibn que se dan durante un cortoipelo de tiempo.

El propbsito de esta tesis es analizar las diferentes égjiest de detecon y
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correccon de la congesdtin en redes multietapa, y proponer nuevos mecanismos de
control de la congegsih encaminados a este tipo de redes sin descarte de paquetes.
Las nuevas propuestas estabasadas en una estrategiasmefinada de marcaje de
paquetes en combin@ei con un conjunto de acciones correctivas justas quanter
mecanismo capaz de controlar la congestie manera efectiva con independencia
del grado de congesin y de las condiciones deifico.
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Chapter 1

INTRODUCTION

This chapter introduces the main issue that has motivated the approadeaptbp-
ment of this thesis.

1.1 Facing “The Big Issue”

The traffic control centre which daily monitors traffic in the big city plans theative
working of traffic lights in an equitable way. This tries to prevent traffic janméctv
lead to increase travel costs. Due to the fact that traffic behavior is mifuiron
throughout the day, and sometimes totally unpredictable, traffic chaos aftems
at rush hours causing slower and a more dense movement of vehicles.ugkitho
predictive models can be developed to forecast the traffic, it often stibpsut any
apparent reason and causes hold-ups. Incidents such as adoéddna force us to
stop our car and cause other vehicles to stop because we are unabtaémigiass.
Faced with a problem of this type, the traffic control center reacts quickly to
try to prevent more vehicles from accessing the affected area. Toajeittbffers
alternative routes that avoid congestion. And, the traffic is regulatedaintiree
through the traffic lights that reduce the flow of cars to the affected @reasuccess
of the taken actions lies in the early detection of the incident, the fair application
of a set of corrective actions and the speedy removal of those actioesdeer the

1



2 CHAPTER 1. INTRODUCTION

previous traffic rate as soon as possible. The “Big Issue” lies in whicthamésm
is used to detect and quickly report the incident causing congestion twiiic
centre, and what actions are taken to cope with it.

This problem of traffic congestion in the Big City is a simple analogy to the
congestion problem in interconnection networks that is attacked in this thesgs.
overall objective of this thesis is to analyze the congestion problem in Mukistag
Interconnection Networks (MINs), commonly used in PC clusters, evaldtia
proposed strategies for congestion management and developing nessaisothat
are fair and efficient on applying corrective actions.

1.2 Motivation

In recent years, many commercial applications are demanding a large voluag
communication, real-time response and a great interactivity degree withéhems
particular, computing and communication needs have expanded from paietyific
and research applications to a more common range of areas such aselatabage-
ment systems, in which thousands of user requests have to be servedreowsis.
As Figure 1.1 shows, more than 96 percent of the High-Performance @mgp
(HPC) systems referenced at the Top500 list [93] (November 20&liheended for
application areas such as research and user services.

Others
(3,2%)

Services
(59,4%)

Figure 1.1: Application area of high-performance computing.



1.2. MOTIVATION 3

The need to attend such increase of users, as well as computational grmive
storage capacity, leads to the need of building scalable and flexible systédras.
ease their expansion in an incremental way and guarantee their long tewthgr
without degrading performance.

Although the performance of processors has increased steadily in thyedas,
there is a limit imposed by thermal and power supply related issues. To biieak th
limit, a solution for providing higher computational power is to coordinate multiple
processors in a system to concurrently perform the computational theikng the
tasks into subtasks, each one being solved in a different proce$sme Systems are
widely known as parallel computers.

During the last decades different parallel computer architecturesdraeeged.
Basically, there are two fundamental types of parallel computers, eitkavitmmul-
tiple processors sharing all the memory, known abaed memory multiprocessor
or a set of processors, each one with its own private memaory, interctathéarough
a network. These systems are knowmagdticomputers Next, we briefly describe
each system:

e Shared memory multiprocessor.
The shared memory multiprocessor is a natural extension of the convéntiona
computer where the processor accesses to its own memory, but now multiple
processors are connected to multiple memory modules through an intereonnec
tion network and support a single address space through-out thensyHites
means that any processor can access to any memory location without the nee
of copying data from one memory to another. We can classify multiprocessor
in two classes depending on how the memory is shared:

— Multiprocessors with a centralized memory or multiprocessors with Uni-
form Memory Access (UMA), also known as Symmetric MultiProcessor
(SMP). In this type of systems, the access time is uniform for every mem-
ory module from any processor. Figure 1.2(a) shows a UMA multipro-
cessor system. As an example of commercial UMA machines is the Sun
Fire 15000 system with 106 UltraSparc Il processors [89].
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— Multiprocessors with Distributed Shared Memory (DSM), also known as
multiprocessors with Non-Uniform Memory Access (NUMA). The mem-
ory is shared but distributed among the processors, therefore thesacce
time to memory is non-uniform (smaller to the local memory, and larger
to non-local or remote memories). To reduce the effects of non-uniform
memory access, caches are often used, which introduce the caclte cohe
ence problem. If cache coherence is guaranteed, the system isddferr
as Cache Coherent Non-Uniform Memory Access (CC-NUMA). Figure
1.2(b) shows a NUMA multiprocessor system. Some examples are the
BBN Butterfly [20], the Cray T3D [22], and the SGI Origin 2000 [60],
which use NUMA, non-coherent cache NUMA, and CC-NUMA, respec
tively.

e Distributed memory multiprocessors or multicomputers.
A multicomputer consists of independent processors with their local memories
connected via an interconnection network as Figure 1.2(c). In this actiinige
each processor has its own memory address space. That is, eaghspras
able to address only its local memory space. Interprocessor communication
is achieved by sending explicit messages from each computer to another us
ing a message-passing library such as MPI (Message-Passingdajda8].
Message-Passing multicomputers physically scale better than shared memory
multiprocessors. Moreover, these systems can also support shamsolyme
applications by providing a certain software layer.

Although these systems are very powerful, they have also some disagksnta

being the most important one their high costs (due to their reduced volumkesf.sa
Additionally, although they are helpful when running highly parallel apfilces,
a high number of applications are not easily parallelizable or even do qoiree
this parallelization. Thus, only a reduced set of applications take adwaaofdfjese
systems. In addition to this, they present a high cost per node, as theadeeup
of expensive specialized components. Another drawback is the costinfenance,
because highly qualified personnel is needed.
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CPU CPU  MEMORY| [IMEMORY|
CACHE] e CACHE
=5 U NETWORK
NETWORK oo | e
CcCPU ... CPU
wevory| - fwewory  NETWORK s

@) (b) (©)

Figure 1.2: Examples of parallel architectures: (a) multiprocessor sysitgmuni-
form memory access (UMA), (b) multiprocessor system with non-uniforrmarg
access (NUMA), and (c) multicomputer system.

Nowadays, the excellent cost/performance ratio of Personal Compir€s
has allowed them to become a common element in many environments where high-
performance computing is required. Many of the most powerful machireebalt
from PCs as can be observed in the Top500 supercomputer list.

In particular, the cluster architecture has become very popular in the Gast 1
years, because it offers the best cost/performance ratio for building low-cost super-
computers or high-performance servers that respond to new semmands. In
these systems, standard off-the-shelf computer nodes are intertexhivgca high-
performance network, also standard technologies in most cases that aiownu-
nication among them, leading to a low-cost multicomputer.

Figure 1.3 shows the evolution of the architectures used to build HPC systems.
In particular, more than 80 percent of the HPC systems referenced Baphe0 list
are currently built using the cluster architecture. In these systems, intexction
networks take on a very important role in the overall system performainerefore,
designing efficient high-performance interconnection networks besarpstical is-
sue to exploit the performance of parallel computers.

The lack of standards for these specialized interconnection netwodksrahe
advances in technology have given rise to important developments in theofield
interconnection networks over the last decade. As a result, a significamter of
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Figure 1.3: Evolution of the high-performance computing architectures.

interconnects such as InfiniBand [48], Myrinet [69], RapidlO [&0]d Quadrics [79]
have emerged. The main contribution of these network technologies is baskd
replacement of the oldest bus-based interconnections, by a higivparice inter-
connection network that uses point-to-point links and high-speed s\sitoéigveen
processors and Input/Output (I/O) devices.

As Figure 1.4 shows, clusters using standard interconnection netwotkéra-
Band are becoming increasingly popular. In particular, 5 of the top 1Gakah500
list, and a total of 209 from the 500 HPC systems are using InfiniBand asdhe te
nology to build their interconnection networks (November 2011 on [93]).

The growth of parallel computers based on these high-performancenkstivas
increased the interest and effort of the research community in developimgech-
niques to achieve the maximum performance from these networks. In peartitie
development of new techniques for efficient routing to reduce pactatda and in-
crease network throughput. However, high utilization rates of the netewarkl lead
to an important problem in interconnection networks. The problem is th&epac
compete for shared resources (links and switches), causing a sighifigaact in
their latency. If this contention is not effectively controlled, it is possiblerthe
work reaches an early saturation point. This network status can caasésvidmown
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Figure 1.4: Interconnection networks used in clusters.

asnetwork congestioand indicates that all or a part of the network has exceeded

the maximum utilization of this resources, resulting in a degradation of the retwor

performance.

Moderate
Congestion
Network Capacity /_
Severe
o No Congestion
= Congestion
5
=
£
[y
“
“
-
Injected Traffic

Figure 1.5: Accepted vs. injected traffic.

As shown in Figure 1.5, if the injected traffic into the network exceeds the net-

work capacity, packets are stopped into the network due to the contentiatedroy

the demand for resources. If this situation persists, it can cause & sragestion

[87], [88], resulting in a drastic reduction in network performance. ddrwsequences

of congestion are even more serious in networks that do not allow paokagsdis-

carded (lossless networks) when a congestion situation is detected. Thesciase
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of networks that make up the majority of high-performance parallel conguidre
traditional solution to the congestion phenomenon has been to design theketwo
using a higher number of resources than the strictly necessary (i.edesigning
the network) so that there is no need, in practice, to compete for thogsgeespthus
avoiding packet contention. However, this practice is not efficient bothrims of
cost and power. Therefore, the design of oversized interconnewiarorks is not an
efficient way to build real computer systems, where cost and powesissa®nes of
the main concerns, as a consequence, congestion control is a key issue that requires
cost-effective solutions.

Some standard interconnection networks, such as InfiniBand, estaldibagis
in their specifications to deal with the congestion management. Although spees h
to be respected, they also leave some parts free to vendor criteria. dllenge for
the researchers is to propose new techniques that, although consistettevspec-
ification of the network standard used, cover the gaps left by the speosibute
to their improvement. Due to the fact that there are currently few propazat®h-
gestion management, there is a great interest in this area to develop thects dsat
were left to the developers.

1.3 Obijectives

The main objective of this thesis focuses on the development of new Qanges
Management Mechanisms (CMMs) based on the design of new strategigshi®
early detection of congestion, and ii) new corrective actions that stoprtielg of

the congestion and offset its effects, allowing an equitable distribution tefonke
resources usage. Additionally, the goal is also to develop new techriiogieare
difficult to implement in the current network technologies with minimal hardware
support requirements. In particular, new proposals have been gedelanalyzed
and tested for lossless multistage interconnection networks. This ovejaditiob
can be divided into the following sub-objectives:

e Analyzing the pros and cons of previous proposals for multistage inteecen
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tion networks, broken down into the two main congestion techniques:

— Congestion Detection techniques.

— Congestion Correction techniques.

e Proposing new techniques for congestion detection to identify correctly the
flows responsible for the congestion.

e Proposing effective congestion correction techniques, in accoedaith the
new proposed techniques for congestion detection, to reduce theseffeon-
gestion and maximizing the network performance in any environment.

e Evaluating and analyzing on the whole of the new strategies for congestion d
tection and congestion correction under different working conditioasyork
configurations, traffic loads, congestion degrees), comparing thevadre-
sults to the ones obtained by the previous proposals.

e Analyzing the impact of the different strategies proposed in the appesah
order to find out their contributions. In particular, analyzing the influesfce
each strategy as if it is working alone.

e Drawing some conclusions regarding to the most appropriate mechanism to
implement, depending on the network conditions and characteristics.

1.4 Organization

The thesis is organized as follows. First, a background on interconnewtiovorks
is presented itChapter 2 Next, the congestion problem and the current approaches
for congestion management, with an overview of the state of the art, areuntdd
in Chapter 3

Chapters 4and5 describe and analyze some new congestion detection and con-
gestion correction techniques, respectively. NEXtapters 6describes the proposed
congestion management mechanisms based on the techniques previolyglgcana
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In Chapter 7the simulation model and the evaluation methodology are presented.
Next, Chapter 8shows all the analysis and results achieved from the performance
evaluation.

Chapter 9summarizes the contributions, conclusions, scientific publications, and
the future work.

Finally, the references used throughout this thesis are cited iBitlimgraphy
Section



Chapter 2

INTERCONNECTION
NETWORKS

This chapter presents the structural aspects that define the interciomeetworks
and determine their functionality. It also gives an overview of the differgstems
using such networks in order to establish a definition of them and justify their us

2.1 Overview

The interconnection network can be defined as the physical system sethpba
series of elements (links and routers) that specifically interconnected;satiom-
munication between the nodes of a system. In this sense, the network czenbass

an intelligent system [27] that allows rapid data communication between their com-
ponents. Nowadays, high-performance networks are used in diffeystems, such

as:

e PC Clusters: Systems built of a set of Personal Computers (PCs) intercon
nected through a high-performance network either standard (e.giBiufic)
or proprietary (e.g., Myrinet). Clusters emerged as a low-cost alteengtiv
multiprocessor systems. They were initially designed as a platform for the
execution of parallel applications, but then they have been used to meet the

11
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Figure 2.1: The Mare Nostrum PC cluster. 2560 dual processing rlddeCenter
JS21, 2,5 GHz. Myrinet. Barcelona.

needs of other applications and services. In particular, nowadaystiogy

to implement storage area networks and WWW servers, where the volume of
user access and the sophistication of the offered services requitmddubre-
sponse time, high computing power and high storage capacity. Companies like
Google, Hotmail, Yahoo, etc, run their WWW servers on personal computer
clusters in order to provide the service demanded by millions of users. An ex
ample of a Spanish PC cluster is the Mare Nostrum IBM cluster [66] (Figure
2.1), with 2560 dual processing nodes connected with a Myrinet netviued

Mare Nostrum IBM is ranked among the 300 most powerful superconguter
according to the Top500 list [93] (November 2011).

e Massive Parallel Processors (MPPs): In these systems, the netwstkmu
able to effectively manage the volume of communications that the application
demands, and provide a reduced latency in order to maximize the use of pro-
cessors and other network resources. To this end, network desiggtésized
to accomplish the overall system requirements. The compute-intensive appli-
cations that require high computing power and accuracy in calculations/justif
the use of such parallel computers and require a continuous development
technology and research related to this development. An example of tteese sy
tems is the Earth Simulator [35] with 640 vector processors (each one with
8 pipelines) shown in Figure 2.2, and the BlueGene/L [13],[90] with 65536
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processing nodes (each one with 2 processors).

Figure 2.2: The Earth Simulator massive parallel processors. 640 y@oEssors
(8 pipelines each one). 640x640 switch crossbar. 16 GB/s of Bandwidth

Figure 2.3: \oltaire IP Router module. High performance IP Connectivityid G
Switch ISR 6000. InfiniBand Compliant.

e IP Routers: The steady growth in the number of Internet users cansos a
ponential increase in bandwidth demand [7], [72], [8]. The techno#bdjim-
itations of the switching elements in such networks do not properly help such
growth. As a consequence, a mismatch occurs between the bandwidth de-
manded by users and that offered by the IP routers. This bottlenedieleas
mitigated by a notable increase in the number of ports in this type of compo-
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nent. Currently, the most viable option to build these switching elements is
the network structure made up of several stages. This makes highrparfce
networks an interesting alternative as a communication component of these de
vices. An example of IP Routers is the Voltaire IP Router Module, shown in
Figure 2.3.

Networks-on-Chip (NoCs): Traditionally, internal connections into thigp ch
have been designed with dedicated point-to-point links. For large desigsis
has several limitations from a physical design point of view. The long wires
occupy much of the area of the chip, interconnects dominate both perfoeman
and dynamic power dissipation, and, as signal is propagated acrosiiphe c
through the wires, it requires multiple clock cycles. NoCs can reduce the co
plexity of designing wires for predictable speed, power, etc., thanks to the
controlled structure. From a system design point of view, with the advent o
multi-core processor systems, an interconnection network is the natwral an
effective architectural choice. NoCs can provide separation bete@aputa-
tion and communication. IBM’s CoreConnect [19] is an example of NoC.

As described above, a high-performance network is essential in legaayn-
ments. In PC clusters, it is necessary to provide a high-performancenketimat
enables reliable communication between processors and devices, argidevimes.
For MPPs, those networks should provide low latency connectivity artd agd-
width to allow high levels of concurrency. For IP routers, such networist allow
them to reach the demanded bandwidth. Finally, interconnection networkghato
chip (NoC) provide a reduction in the use of silicon space being a key eteimen
efficiently connect the increasingly number of cores, memories andgsingecom-
ponents in general built-in into the chips.
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2.2 Features of an Interconnection Network

2.2.1 Requirements

The interconnect system should establish communications between regges)ess
of the topological design. This way, it is not necessary to make any esanghe
applications each time the topology of the system is changed, or when theagipplic
is migrated to another parallel computer. Therefore, the communication sgsism
abstract the physical details of the communication model. While the application is
running, each node may need to send a packet to any destination, so theninte
nection network must provide a mechanism capable of moving the packetdretw
nodes until reaching the final destination. This mechanism will select oneoce
possible paths to establish the logical connection between the origin-destipatio
of nodes. There is a set of requirements that can be commonly applied iagiya d
of an interconnection network to achieve a high system performance:

e The network should provide a low latency. Latency depends both on thre inte
connection design and the volume of network traffic. Therefore, paskeuld
always take the path involving the shortest time to arrive to the destination.

e The network should be able to operate near the maximum value of throughput,
which depends on the available bandwidth. The throughput determines the
amount of traffic per time unit that the network can handle without causing
congestion, that is, the maximum traffic that can be delivered by the network
per time unit.

e The routing mechanism used in the network should adapt to traffic conditions
and should exploit the maximum bandwidth and connectivity degree offered
by the links. This feature gives robustness to the network, as it profadés
tolerance and the ability to avoid congested areas.

e There is a number of undesirable phenomena that can appear in thennterco
nection network. They should be avoided because they can eitheraaige
nificant degradation in network performance or can lead to a netwotk fau
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These phenomena occur through the use of inefficient or poorly dmbigit-
ing techniques [33].

Deadlock it occurs when some packets cannot advance toward their des-
tination because the buffers requested by them are full.

Livelock a packet is traveling around its destination, but never reaches it.

Starvation if traffic is intense, a packet is permanently stopped and the
resources requested are always granted to other packets, alsestnegthem.

2.2.2 Parameters

In addition, it is possible to classify the main parameters involved in the definition o
an interconnection network as follows:

e Static parameters:

Network componentsBasically, interconnection networks are built with
a set of switches connected by links that allow the exchange of messages b
tween end-nodes.

Topology Describes the physical structure (shared-medium networks, point-
to-point direct or indirect networks) and the interconnection pattern grtien
network components.

e Dynamic parameters:

Flow Controt Establishes a dialogue between senders and receivers, al-
lowing and stopping the forwarding of information, thus avoiding the buffer
overflowing.

Switching TechniqueDefines the mechanism that manages the progress of
the messages from one node/switch to the next, that is, how and when kietwor
resources are allocated to the requesting messages (store-andfanvaal
cut-through, wormhole).
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Routing Algorithm Determines the strategy to select the path followed
by a message from a source node to its destination (deterministic, adaptive,
hybrid).

2.2.3 Network Components

Before describing some more complex structures, it is interesting to foctiseon
different types of data units that can be found in a network. Figure 2#slthe
different data units that can be identified. The data to be transmitted is cegania
different units. The message is the largest unit. It is the application dataauadiit

is processed between two different end-nodes by exchanging gsatire network.
Before being transmitted, messages are often decomposed into smaller itita un
referred to as packets, according to the Maximum Transfer Unit (MTloyad by

the network.

Message ‘ ‘ ‘ ‘

Payload

Packet

Header

Flits

-

Phit

Figure 2.4: Data units.

The structure of a packet is composed of a header that contains thegrantin
the control information used to drive the packet from its source to its déstinand
a payload that contains the application data. Sometimes a tail is included to indicate
the end of the packet. Packets are composed of flits (flow control tinksijs are
the minimum data that can be controlled over a link by the flow control mechanism,
that is, between two adjacent nodes/switches. To transmit a single flit, multiple link

'Depending on the applied switching technique, the packet can be cothpbsither a single flit
(Store-and-forward and Virtual cut-through) or several flits (Woohe)
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cycles may be used. The piece of data transmitted in a single cycle over the link is

referred to as phit (physical unit).

The network components can be identified as switches and links.

e Switches: A switch can be defined as the network component able to intercon

nect devices (even other switches). The main task of a switch is to fothard
packets arriving on its input links to the corresponding output link. Figuse
shows a generic diagram of a switch. As it can be seen, there is a sdfarsb
attached to each input and output port. Each received packet is atldcate
an input buffer until, once it is routed, it can be transmitted to the output port
requested by the packet. Firstly, the routing unit will determine the apptepria
output port that drives the packet towards its final destination. Whee the
enough buffer space at the output port, the packet will compete forctesa

to the crossbar. Secondly, the arbiter takes care of resolving all thetjabte
requests to the crossbar according to the current status of the resafitbe
switch. Thirdly, the crossbar is configured to connect the selected limbut
to the corresponding output link. Finally, the queued packet at an inyfigrb
receives a grant to traverse the crossbar, and it will be transmitted totigt o
buffer.

Input buffers Output buffers

= Crossbar -
E

)

hannels

péc

Output Channels

:

f

Routing
Arbiting

Figure 2.5: A generic diagram of a switch.

Notice that there are some variations of this basic structure with bufferabnly

input or output ports.
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e Links: Links are the network components used to physically connect end-
nodes and switches and the latter ones among them. They can be classified
based on the direction of the data through the link.

Unidirectional links When two network components are connected using
this kind of link, the information can only flow in one direction. Figure 2.6
shows a unidirectional link. To allow a node be connected to the rest efsnod
the network has to be wrapped. This condition doubles the average distanc
traveled by a packet. Alternatively, two unidirectional links can be usach(e
one in one direction) to connect a pair of nodes.

— o

Figure 2.6: Unidirectional link.

Bidirectional half-duplex links These links allow both sides of the link
to transmit data when it is available. However, transmission cannot be done
simultaneously. So, an arbitration is needed to allow both sides to transmit in
a fair way. Figure 2.7 shows a bidirectional half-duplex link.

o
v

OR

__<
—

Figure 2.7: Bidirectional half-duplex link.

Bidirectional full-duplex links These links are halved, allocating half of
the bandwidth to each direction. Thus, both sides of the link can transmit si-
multaneously. However, if only one side is transmitting, the other 50% of the
bandwith is unused. Figure 2.8 shows a bidirectional full-duplex link. Notice
that there is a proposal to use the 100% of the bandwith in each directign by a
plying simultaneous bidirectional signalling [59]. Alternatively, bidirectional
full-duplex communication can be provided by using two unidirectional links
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(each one in one direction)

1 ]

— O

Figure 2.8: Bidirectional full-duplex link.

2.2.4 Topologies

An important parameter that influences the performance of the system igatial s
arrangement of the nodes into the network. The set of nodes and lmksm@anected
in a particular way, thus defining a topological structure or interconnegpidtern.

There are different types of topologies, each one with differentaciaristics, ad-
vantages and disadvantages [2]. Among the existing classifications dbgogm a

very common and accepted one defines three important categshissd-medium
networks direct networksandindirect networkg33]:

e Shared-medium Networks: They are built with a single interconnection ele-
ment that directly connects all the end-nodes. They constitute a well-ektblis
topology. These interconnection networks were used in the first pacate
puters but soon fell into disuse because of their low performance. liinéed
bandwidth restricts their use to multiprocessors with a low number of nodes.
Figure 2.9 shows two typical examples of such networks.

101
PP

Figure 2.9: Shared-Medium networks.

e Direct Networks: The direct network or point-to-point network is a dapu
network architecture, designed in a regular and well-defined patteradhiats
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well to a large number of processors. They are built of a set of no@éénth
clude a router to connect to other nodes. Each router has sevetsaiyyoch
allow for multiple links between nodes, forming topologies rich in resources,
but which are also complex and expensive. Examples of direct netvaoeks
mesh topologies (Intel Paragon [34] and the MIT J-Machine [71] usiDg 2
and 3D mesh, respectively), tori (Intel/CMU iWARP and Cray T3D using bid
rectional 2D and 3D, respectively) and hypercube (intel iPSC), eaetwith
several variants but following a common pattern. Figure 2.10 shows some ex
amples of these topologies.

+
o

(a) Mesh (b) Tori (c) Hypercube

Figure 2.10: Direct networks.

o Indirect Networks: The indirect, or switch-based networks do notigeodi-
rect connection among any end-node. Instead, the communication between
any two end-nodes has to be carried through several point-to-paintected
switches. Each end-node has an adapter that connects to a netwoitk switc
and each switch has several bidirectional ports. In the case of andhdet
work with N end-nodes, the ideal topology that achieves the best pafare,
should be the one that connects all the nodes through a single switch with NxN
ports. This network, known agossbar offers a non-blocking connection be-
tween all the nodes in the network. Figure 2.11 shows a crossbar netfvork
NxN elements.

When the number of end-nodes connected to the network grows sigtiifican
this type of topology is not feasible due to technological constraints. This en
courages the use of Multistage Interconnection Networks (MINSs) asapet
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N-inputs

N-outputs

Figure 2.11: Crossbar network of NxN End-nodes.

alternative to the crossbar. These networks connect input devicagpato
devices through a number of switch stages, where each switch is aarossb
network. In this kind of network, not all the switches have a processiag n
connected to them, but they are used as an intermediate step to reach the next
processing node or switch. There are a large number of proposaltsimegthe
topological organization, however the most interesting, from a practaiat p

of view, are those that use the same kind of switches arranged in stabasean
suitable for constructing parallel computers with hundreds of processbey

have been used in some commercial machines. Figure 2.12 shows a generic
MIN, in which the InterStage Connection (ISC) defines the connectionrpatte
between each stage of switches. A networlklbof= k™ nodes are arranged as

n stages with\//k switches withk-input/output channels each stage.

——31Switch =—3{ ISC | —=—3|Switch B ISC ISC |=—}Switch | =/—%
. Crossbar . . Crossbar . Crossbar .
» —— _kx — > — k"
(] (]
'8 —31 Switch [= —3ISwitch 1< —3ISwitch —/—% '8
c Crossbar : : Crossbar H H Crossbar H c
T KxK > KxK > - KK _[—> [
T ©
c c
o : : : (0]
= ——3 Switch—/—% ——3Switch B ——3Switch—/—% =
. Crossbar . . Crossbar . Crossbar .
— > KK - — > KK P — > KK [
N stages

Figure 2.12: A generic MIN.
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The network performance is strongly influenced by the pattern that cotiree
different stages. Among the more common designs of multistage interconnec-
tion networks, are the Omega, Baseline, Butterfly, Perfect-Shuffle s Glod
Benes networks. Each of these networks has a different pattermpéction

links but are topologically and functionally equivalent. As an example, Egjur
2.13(a) and(b) show the implementation of a Butterfly network 2-ary 3-fly
with unidirectional and bidirectional links, respectively.

000—{ . 000 000

Switch Switch Switch Switch Switch Switch
001—1] 2x2 >< 2x2 \/‘ 2x2 001 001 54> 2x2 2x2
010—f , ~—010 010 X \/

Switch Switch Switch Switch Switch Switch
011—1 2x2 2x2 2x2 011 011 242 2x2 2x2
100— , ~—100 100

Switch Switch Switch Switch Switch Switch
101— 2x2 ><: 2x2 /\4 2x2 101 101 242 X 2x2 2x2
10— . 110 10— , “/\‘ .

Switch Switch Switch Switch Switch Switch
111 — 2x2 2x2 2x2 11T 11— 242 2x2 2x2

(a) Unidirectional Links (b) Bidirectional Links

Figure 2.13: Butterfly networks.

Although the network structure is the same in both configurations, the differ-
ence lies in the number of switches that a packet has to cross between each
origin-destination pair. So, in the case of using unidirectional links, thagis F
ure 2.13(a), the number of switches to cross is three regardless of the origin-
destination pair. However, for the bidirectional network, that is Figur@ 2.1
(b), the number of hops varies from two (one switch) for end-nodes aede

to the same switch and six (five switches) for the end-nodes farther @iay.
ternatively, the switch interconnection pattern could be similar to that used in
direct networks, such as meshes and tori. In this case, switches ubset su
of their links to connect to other switches, whereas the remaining links can be
used to attach one or more end-nodes. This shows that there is nordiffere
between direct and indirect networks. Indeed, a direct network eaisid-
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ered equivalent to an indirect network with a single end-node attacheéitp e
switch.

Finally, Direct and Indirect Networksshare some common topological metrics
that define them and, as such, are worthy of mention.

Degree: Number of ports of each switch.

Diameter: The maximum distance between any pair of end-nodes.

Regularity: All the switches have the same degree.

Symmetry: The network looks like the same from any switch/link.

Connectivity: The minimum number of switches/links necessary to disconnect
the network.

2.2.5 Flow Control

Each switch is constituted by a set of ports that are used to send andertioei
packets flowing through the network. Each port has some buffers tbtreceived
data until it is forwarded to the next switch. By using the flow control meisman

the sender is warned about the availability of space within the receivesedBan
this information, the sender does not overwhelms the destination buffgs The
most commonly used mechanisms for this purpose can be divided into twosgroup
Credit-basedandStatus-basetlow control.

e Credit-based mechanisms give a number of credits to each switch to sénd pac
ets. The number of credits will depend on the available buffer space in the
neighboring node. Every time the sender node transmits a piece of daia, it co
sumes one credit. Eventually, when all the credits are consumed, the sende
stops sending packets. Once the space in the receiver is releasectedas
are sent to the sender and it can continue transmitting data.
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e The status-based mechanisms are based on marks. The receiver tthetiects
its input buffer is close to overflowing because the stored informationeetsce
a certain threshold. As a consequence, it sends a signal to the serstigp to
packet transmission. Similarly, when there is again available enough space in
the receiver (the stored information comes below certain threshold), dssen
another signal to the sender to reactivate data transmission. This tecimique
also known as called Stop&Go [14].

2.2.6 Switching Technique

Another important interconnection network design parameter is the switchihg te
nique. It determines how the packets advance through the switches atamgftiork.
The switching technique applied has a considerable impact on the switdtearch
ture and therefore on the performance achieved by the interconneetioark. The
most common switching techniques used in modern interconnection networke ca
grouped in three classes: store&forward, virtual cut-through andwole.

e Store & Forward: This technique determines that the packet passingythrou
the network has to be fully received and stored at the input buffer cfwtliteh
before it can be routed and sent to the corresponding output porteFR2glé
shows how this technique works.

Switch

(1) Packet is
stored in (3) Forwarding

et gl e —

(2) Routing

Figure 2.14: Store & Forward switching technique.

The links are only used at the time the information is sent from one node to the
next, avoiding the blocking of the link for longer than that strictly necesdary
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this switching technique, network latency is proportional to the packet length
and the number of hops. Indeed, the buffer size imposes certain ressiotio

the maximum packet size that can be injected, due to the fact that the buffers
have to store the entire packet.

Virtual cut-through: In this technique, if the required output channetis,fthe
packet is transmitted to the next switch as soon as the packet headeiisdgece
which can be performed without receiving the full packet [54]. Hosvethe
buffer has still to have enough buffer space to store the whole packeisi

the output channel is busy. For this reason, in the event of occupdtitwe o
output channel, the mechanism behaves in the same watoes & Forward
However, the influence of the distance to the destination node on network la-
tency is considerably lower than in the previous technique as, if the outptut p

is free, the packet is rapidly forwarded according so its intermediategst@ata

the switch. Figure 2.15 shows how this technique works.

|

Switch

The packet is routed
before the complete
D reception

1

Figure 2.15: Virtual Cut-Through switching technique.

Wormbhole: As in the virtual cut-through technique, Wormhole can forwaed th
packet before complete reception. However, the buffer size doeketarimine
the packet size. Therefore, the messages do not need to be split ikigpac
Buffer size is smaller and can hold only a small part of the packet [261irEig
2.16 shows how this technique works. Buffer are reserved as thetgdaskder
advances to its destination. In case a packet cannot advance b#uause
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quired switch port is busy, data (referred to as flits) stay at the radbnféers.
The tail flit frees the reserved resources.

| | |

Switch 1 Switch 2 Switch 3
A A A
B Cmm

| | |

Figure 2.16: Wormhole switching technique.

This switching technique is suitable for systems with small size requirements
such as NOCs. The need for temporary storage in wormhole networks is min-
imal, because the buffers should only be able to store a part of a padkst. T
technique, like virtual cut-through, is able to significantly reduce the lateficy
messages. However, it is more deadlock-prone as when the messagpésisto
into the network, it holds the possession of the reserved resourceas thien
path, involving several consecutive nodes.

2.2.7 Routing Algorithm

The routing algorithm establishes the path followed by each message @t péick
is the responsible mechanism for driving packets from the source albtite &se-
lected paths to reach the destination. Along the journey, packets showddseaev-
eral intermediate nodes, therefore the routing algorithm has to recogeinetivork
topology in order to select the appropriate path. The main objective of thimgo
algorithm is to select a path that reduces network latency, whilst also agaidim
gested routes [44]. Many properties of the interconnection netwoddnéctivity,
adaptivity, deadlock and livelock freedom, and fault tolerance) areeztdconse-
guence of the routing algorithm used. In general, a routing algorithmicisatisfy
the following properties: simplicity, speed, robustness, connectivity, maxigithe
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use of links and optimality. Next, a taxonomy of routing algorithms [33] is shown in
Figure 2.17.

From this taxonomy, we can highlight tleelaptive routingalgorithms, whose
main feature is their ability to adapt the route according to the network statey. Th
can change the route based on the traffic conditions on the networkngéekavoid
congestion situations. On the opposite side, we havedberministic routingalgo-
rithms. In this case, the route a packet will follow only depends on their oaigih
destination nodes and it will not be changed, regardless of the traffaitams.

ROUTING MECHANISMS

N

Number of destinations Unicast Multicast
A

Routing decisions Centralized Source Distributed Multiphase

Implementation Based on Tables Finite state machine

| <]
Adaptability Deterministic Adaptive
Progressive Progressive Backtracking
| ><]
Minimal path Minimal  Non Minimal
Number of paths Complete Partial

Figure 2.17: A taxonomy of the routing algorithms
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CONGESTION

This chapter describes and analyzes the effect of the congestionmribietercon-
nection networks, and examines the process of creating a congestionSmdse-
guently, some of the current congestion management mechanismeseatzd.

3.1 The Problem

Currently, due to the increasingly number of nodes in the systems, the mi&wo
tion network has an increasingly greater influence on the overall sysigormance
and, in particular, on the behavior of the applications that are runningeon. thde-
ally, the interconnection network should maintain the maximum throughput oace th
saturation point is reached in order to maximize the system performanceTBé]
maximum theoretical throughput depends on both the bisection bandwidtle of th
network topology and the applied communication pattern. Figure 3.1 showsethle id
behavior for an interconnection network. In this ideal network, baféee supposed
to have an infinite capacity.

As it can be seen in Figure 3.1, as the value of the injected traffic increases
the system responds with the same increased value for the accepted wnéfign
the injected traffic reaches the value “y”, which identifies the saturation pwidt
represents the maximum traffic value accepted by the interconnection kealidine

29
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Figure 3.1: Ideal performance for an interconnection network.

additional injected traffic must wait at thiefinite) buffers until packets arrive to their
destinations. Larger values of injected traffic would maintain a constarg f@atihe
accepted traffic. However, indeed, buffer capacity is limited. As a queee,
when a buffer becomes full, packets requesting it will have to remain siidppbeir
corresponding buffers, preventing, in turn, the advance of otrekes.
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Figure 3.2: Congestion situations in a network.

Figure 3.2 shows a situation in which multiple packets stored at the input suffer

of the switches compete for crossing the crossbars towards theirpondiag output
channels. As the volume of communication increases by the demand of ded;no
it will also increase the demand on the network resources, and competitioogssa
the same resource [10], usually a link, will occur. This status is knowoatention.



3.1. THE PROBLEM 31

In this case, the routing unit will select a packet between the contendersgss

the crossbar, whereas the others will have to wait at input bufferskePablocked
at the buffer headers prevent the remaining packets of the buffartfieong routed,
increasing their latency and decreasing their throughput. Thus, the ttzstkare
waiting for those messages will suffer a delay. This situation is known ad-Bea
Line (HOL) blocking, and if it continues for long, the packet accumulatibthe

buffers can grow excessively and even reach the saturation poiistn@&Ww situation
is known as congestion and causes unacceptable delays and throdigigsy mainly
due to the exponential increase of the latency for the packets waiting aiffieesb

Ideal Performance

I

No
Congestion

Severe
Congestion

Moderate
Congestion

Accepted Traffic

Injected Traffic

Figure 3.3: Real performance for an interconnection network.

Figure 3.3 shows the real performance for an interconnection netvbkle
the value of the injected traffic into the network is less than the value “x”, the ne
work will be capable of accepting and processing such injected traffo{it). As
the network load continues to increase, packets will start to be accumultatieel a
buffers giving rise to the congestion phenomenon. Therefore, latetbys packets
will increase, and accepted traffic will start to fall behind the injected traffihis
throughput penalization with respect to the ideal throughput is due to tHicice-
cies introduced by the applied routing scheme, switching technique, anddtavol
mechanism. Eventually, if point B is reached, the queues of the nodes Wil b
this situation, if the injected traffic value continues growing, the acceptefttvaf
drop. Values for injected traffic less than “x” do not generate any kincbages-
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tion because the network is able to accept and manage all the injected Walffies
within the range [x, y], will create a moderate congestion while the buffecsi-o
pancy is growing, but the network continues to be able to manage it. Howalees
greater than “y” will cause severe congestion into the network, causirtgyn, a
drastic reduction in network performance. Basically, the congestioriggmobccurs
when the number of packets that are transmitted through the network exiteed
maximum network management capacity. The objective of congestion manatgeme
is to maintain the number of packets into the network below the maximum level for
which performance start to fall dramatically. In Figure 3.3, the ideal vatuehe
injected traffic is “x”, because packets do not suffer from contentimhtherefore do

not increase their latency. However, the value for injected traffic shaatldeach the
maximum value “y” in any situation.

It should be noted, though, that congestion may appear even in the kbasetive
network is being used under its maximum theoretical utilization value. This is mainly
due to the imbalance of traffic caused by the routing strategy applied or tihe -
tern injected into the network. Although adaptive routing [30], [57], [492], [85]
and load balancing techniques [85], [41] can help to reduce these gitsiatione of
them can completely avoid performance degradation when the networkenges
congested situations. In this sense, it is necessary to apply specifigigesito mon-
itor and solve a congestion situation, avoiding the exponential increasenoyaad
keeping it bounded even with high levels of traffic load.

A simple analysis allow us to illustrate how a congestion situation could nega-
tively impact network performance. The congestion process starts irthverk due
to the existence of contention for accessing a particular resource (ioariak).
Figure 3.4 shows a set of packet flows coming from different originlscanssing the
output link .. and, therefore, sharing its bandwidth.

Assuming that all packet flows are injecting at the maximum rate allowed by
the bandwidth of the linksW;,,), the link L,. will have its bandwidth used at
100%. As a consequence, it can be deduced that flows Y1, Y2, arthkhé,,
are contributing with packets at a maximum rateBif/;;,,./3 (33%). In turn, the
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link L., evenly shares its injection rat&{¥;;,/3) between the flows X1 and X2,
which will contribute with a maximum injection rate @&W;,,./6 (16%) each one,
because they have to evenly sharefhg bandwidth. Although there is a congestion
situation, this is not detrimental to the overall system performance bechpsaelet

flows have the same destination and the bandwidth provided by the destinakitm lin
fully utilized. All the flows are contributing to the congestion and there arethero
affected flows with different destinations. In this case, the flow contralhaeism

itself will be enough to manage the packet advance and to evenly utilize titedera
bandwidth while the packet flows are injecting at the maximum rate that the network

X1 Y1
/ ll Lxy Q: Lyz
U—/

SW|tch Switch
D Y

Y2

can accept.

Figure 3.4: A congestion situation not affecting other flows.

Indeed, the real congestion problem arises when a new packet floweh i
not responsible for the congestion and with a different destination,gstafi by the
arisen congestion situation. In Figure 3.5, a new packet flow X3 has duaaed,
sharing the linkZ,,,, but it does not cross the shared output link.

Given this new situation, the bandwidth of the lihk, should be proportionately
allocated between the three competing flows, so the maximum accepted rath of ea
flow (X1, X2, X3) should beBW};,./9 (11 %) in order to acomplish the available
bandwidth limit imposed by switclf. However, the flow X3 can suffer from HOL
blocking if flows X1 and X2 have packets stopped at the swXclthus hindering
the normal progress of the flow X3. Notice that packets will be stoppecaititput
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ports of the switctX due to the fact that the aggregated bandwidth initially requested
by the three competing flows would be three times higher than that provideaby th
link L,. In turn, the linkL,, will be idle at least BW;;,,/3 (66%) of its time
wasting its bandwidth, which corresponds to the periods in which the flonesndl

Y2 are transmitting to the output link, .

As the flow X3 does not require to cross the congested outputZljakit could
harness the idle bandwidth of the,, link by increasing its injection rate from
BWiinil9 (11%) up to BW;,./9 (77%), and reducing its packet latency. This way,
an improvement in overall system performance could be achieved. tunéely,
unless the flows X1 and X2 adjust their injection rate accordingly, the HOtking
effect will prevent flow X3 from harnessing the idle bandwidth of hg link.

X1 Y1

Lxy Lyz
X2H—
Switch \\ / \\ Switch

[ I

X3 Y2

Figure 3.5: A congestion situation affecting other flows.

Traditionally, congestion in high-performance networks has been attdoke
over designing the network. The basic idea is to dedicate a larger numier of
sources (switches and links) than strictly necessary. As shown in F&j@rehe
saturation point would be increased to higher values if the network wexed®+
signed. However, this technique is not totally effective because if thetégjaaffic
rate continues to rise, a value at which the system is saturated will be elgntua
reached, thus increasing the latency and causing a reduction in neteréokpance.

There are some factors that make oversized systems unfeasible.

e The relative cost of the network components regarding the overallnsysist.
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Figure 3.6: Oversizing the network.

Although the popularity of interconnection networks is increasing (InfinBa
Myrinet, Quadrics, etc), their components (links, switches, network ates)
are very expensive when compared to the processors used.

e Power consumption is becoming increasingly important. As the Very Large
Scale Integration (VLSI) technology advances and link speed inggase
terconnects are becoming to consume a growing fraction of the total system
power [84]. Taking this into account, there are two ways of reducing oritw

power consumption:

a) Reducing the number of links in the network, using the remaining links
more efficiently. It causes that the remaining links have to endure more traffi
load and therefore it could create a congestion situation.

b) Using some frequency/voltage scaling techniques to reduce link power
consumption. As a consequence, links may temporarily have a lower band-
width and therefore it could create a congestion situation.

Consequently, cost and power consumption constraints require efffiditra-
tion of network resources. Building oversized networks does notappéde an ac-
ceptable solution, as the cost and power consumption are high. Treereffactive
and efficient congestion management mechanisms are required to avgiktion

situations.
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3.2 The Congestion Process

In order to gain a more comprehensible insight into the congestion management
strategies analyzed in the next sections, an in-depth analysis of thesprafcere-

ating a congestion tree, and how it spreads along the network from théortite
leaves is carried out in what follows.
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Figure 3.7: The congestion tree creation process.

Figure 3.7 shows the process of creating a congestion tree step by rsteig- |
ure 3.7(a), an initial situation for the three different flows y, andz crossing the
switch C without contention is shown. Packets belonging to the floaross the
switch from the input channél to the output channél‘(’). The flowy also advances
from Cy_, towardCj, and finally the flowz from Cy_, towardC,_,. Notice that,
in order to prevent switches from becoming a bottleneck, the internaldtidof
the switch crossbar is usually higher than the channel bandwidth. As tinlsvizith
speedup increases the switch complexity, often a maximum speedup of twedis us
[42]. Now, let us assume that the overall input traffic rate for the conabilosvs x
andy (x+y) is greater than the bandwidth of the output chargijglIn this situation,
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packets belonging to flows andy will have to compete for the output chanr(é(';

and, as a result of that, the output buffer will start to accumulate packé&igare 3.7

(b) shows. Notice that, with a speedup equal to 1, packets would start to aletemu

at their input buffers instead of at their output buffers. If this situatemains, and
flows x, y, andz continue injecting traffic into the switch, packets may begin to accu-
mulate at the input buffers, spreading the congestion along the switchchamuamels.
Figure 3.7(c) shows a new possible step in the congestion creation process, in which,
due to the fact that incoming packets are stopped at the input buffer chdrenel
Cj_1, the head-of-line blocking phenomenon could appear. As a consegjuitie
advance of packets belonging to the flavand directed toward the non-congested
channeIC,;f1 would be delayed, causing the degradation of the switch performance.
If this situation persists, congestion will be spread along the previous ®sitstop-

ping and accumulating packets at the output buffers of those switchisssifttation
provokes a new congested output channel at the previous switchtamsl & new
congestion process. Figure 34) shows how the congestion has been spread along
the congestion tree toward its leaves, affecting several switches. én tardtop the
propagation of congestion without delay, packet flows provoking estign have to

be correctly identified at the switch where contention starts.

Following this analysis, where an initial contention on a switch triggers the cre-
ation of a congestion tree, we can identify and classify the different fibatscan be
involved in the congestion tree.

Figure 3.8 shows a part of an interconnection network where a seitches are
connected by a set of links. As it can be seen, there is a congestion situdisre
two kinds of flows can be identified; namely the red flows, which will be refi:to
as “Hot-Flows”, and the green flows, that we will referred to as “CdilaBs”. We
definehot-flowsas those flows which generate congestion and expand the saturation
tree quickly. On the other handold-flowsare those flows providing packets towards
other destinations that are not already generating congestion on theirRather,
they are suffering the consequence of the congestion situation cayded-fhlows
This congestion may be originated either by packets destined to the samedsd-n
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or by packets destined to different end-nodes but crossing somedsliats along
their paths that become congested.

4= Hot Flows

Cold Flows

Figure 3.8: Flow identification.

In Figure 3.8, thenot-flowsconverge in the link connecting the switches A and
B creating what is known athe root of the congestion trethat is, the point where
congestion is originated. This congestion would not be a problem, as séme in
Figure 3.4, if all packet flows were destined to the same end-node andididfect
other flows. The back pressure action exerted by the flow control oheh&ork
would automatically limit the injection rate for each packet flow. On the contrary,
this situation there are packet flows whose final destination is not beyenddh of
the congestion tree but they share some links belonging to the congestioftise
is the case for the green flow in Figure 3.8. When crossing the link betwobasrc
and B, packets belonging to this flow will suffer an increase in latency) despite
the fact that they may be sharing underutilized links.

As it can be seen in Figure 3.8, the key lies in the correct identification asd cla
sification of the flows in order to apply corrective actions. In this way, tireective
actions will be applied only over theot-flows



3.3. BASIC FEATURES OF A GOOD CMM 39
3.3 Basic Features of a Good CMM

The applied techniques in congestion management must meet a set ofresqis ¢o
ensure the functionality and the performance of the network. Basicalbngestion
management mechanism should satisfy three conditions [10]: robustroégEnal-
izing network behavior in the absence of congestion; and finally, nargéng new
problems.

Firstly, a congestion management mechanism is a robust mechanism when it
works properly regardless of network parameters and traffic featgreh as the
network load, the packet size, network topology, etc. This represardsiditional
difficulty for the correct behavior of the mechanism, since the restrictiomisate
appropriate to avoid saturation for a given traffic pattern can be exedss other
destination distribution, thus unnecessarily increasing latencies betaratsan, or
what is worse, may be unable to avoid congestion.

Secondly, the congestion management mechanism should not penalize-the ne
work performance when it is not saturated. Namely, when the traffic laadhbt
yet exceeded the saturation point, which is the most frequent situatiartfié/gon-
gestion management mechanism should not restrict packet injection, raguogr
unnecessary overhead.

Thirdly, the restrictions applied by the mechanism to reduce congestiomdshou
not create new problems. Many mechanisms require an additional monitgsitegs
that increases the complexity of the system because they either requissgmais
[56], [86], [91] or need to send additional information that increasedrtiffic load,
worsening the congestion situation [17], [61].

Finally, congestion management mechanism should be fair regarding ta-all ne
work nodes and the time to react should be properly bounded to avoid $atenses
in solving the congestion problem. Notice that, if these conditions are not taken
into account, some nodes could start to apply strict corrective actionsebathers
have detected the congestion problem, thus reducing network load. Aglt tlieose
nodes will not trigger their congestion control actions. This could resuitarvation
in some nodes while others continue to inject their packets into the network withou
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detecting the congestion problem.

3.4 Congestion Control Strategies

As analyzed in the previous sections, the ability to manage a high numberkaitpac
without causing a large increase in latency is a critical issue for higloymeaince
networks. Moreover, if the applications that are being run have fineutgety, this
problem is even more critical because of the high communication bandwidtiieeq
ments.

A possible solution to the congestion problem could be to discard the codgeste
packets, radically eliminating the problem. This solution is applied to lossy neswork
that are commonly used in communication systems. However, in this thesis, we
present our work for lossless networks, which are commonly used indyB@ms,
NoCs, and Clusters of PCs. In these networks, it is unacceptable tpdobpts as
the packet latency would significantly increase due to packet retransnss3ibere-
fore, due to the characteristics of the networks as well as the systems thikgrare
applied, a congestion management mechanism is required in order tofsystm
performance degradation.

Congestion management in lossless networks has been widely studied@ver th
years [75], generating a lot of research and proposals. Technthae attempt to
manage and solve the congestion problems can be divided mainly into twosgroup
proactive strategies and reactive strategies. The first group ofgiésiis based on
avoiding the congestion, whereas the second group includes mecharisetsdn
detecting and recovering from congestion.

3.4.1 Proactive Strategies

Proactive strategies are intended to ensure the absence of conggstiondy knowl-
edge of the resources required during the execution of the applicalibase strate-
gies try to keep the network performance below the saturation point, socthgés-
tion never occurs. These strategies are also knowgoagestion prevention strate-
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gies

As an example, in a storage system, one way to avoid congestion is by disggibutin
the data through different devices, also providing different routesaohr them. This
way, the possible contention caused is minimized.

These proactive strategies have been applied by software [97]of1rdware
[95]. The main problem of these strategies is their implementation. It is noyalwa
possible to implement them. Generally, they have been designed for a speeific
vironment, or they require additional network components that oversizectinerk
and thus increases the implementation cost.

Other proactive strategies require the reservation of network resoumcad-
vance. That is, the entire data path is reserved before transmissiorpta&es This
requires a previous knowledge of the necessary resources fotraasmission, and
the reservation of the entire path. The main drawback of this strategy is that th
knowledge is not always available in all the possible environments. Mergthis
reservation of network resources adds a considerable delay and wadyeisome
packet overhead in the network.

Thus, proactive strategies are only used in protocols aimed to providéyQua
of Service (QoS) as in Asynchronous Transfer Mode (ATM) [78H aot for high-
performance interconnection networks.

3.4.2 Reactive Strategies

Reactive strategies are also known as congestion recovery stratagiethey are
based on a closed-loop control model that reacts after congestioregas.bThey
detect and solve the congestion on fly, at the moment it takes place [46183}
As a result, sources reduce or even stop the packet injection ratedilegpem the
congestion level. This strategy is usually based on three basic stepstiatetao-
tification, and correction. During the detection phase, some dynamic pararoéte
the network are evaluated to determine the onset of congestion. Thisstiomgee-
tection can be carried out by different methods.

A first proposal consists in detecting congestion when packets remaikelloc
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in the network longer than a predefined threshold. It is noteworthy thdtldloiing
threshold depends on the packet length [56], [55], [47], [86]. Dpison works at the
connection level between the source-destination pair, testing the statwsliodkih

Another option is based on measuring certain individual resourcesasutie
switch buffer occupancy [31], [48], [62], [76], [91], [94], 28. If the occupancy at
any buffer exceeds a predefined threshold, then packets crossisgitth will be
marked. As a consequence, switches are able to detect and identitpadkich
are supposedly contributing to congestion.

Finally, congestion can be detected by monitoring the number of pending mem-
ory requests [83].

After detecting congestion, the source hosts that are injecting too mucle traffi
have to be warned in order to evenly reduce their injection rate. For thipoger
several techniques can be applied. The first one can be carriedygueéns of
broadcast messages [86], [94], [91]. This solution does not gteeahat notified
sources are only those that are injecting traffic to the congested linksiefdohs
hosts non-responsible for congestion will receive warning packetgand reduce
their injection rate and, therefore, cause a decrement in network penfice. More-
over, broadcasting control packets waste network bandwidth, thaéiziag network
throughput even more.

Other proposals notify those sources directly connected to the switche wher
congestion is detected [24], [63], [11], [9]. This option does notdrieetransmit
additional information beyond the switch. However, it could also penalizéotted
sources which are not involved in the congestion.

Finally, another option is based on notifying those sources sending tpacke
ward the congested area [55], [48], [82], [76], which results in tebaise of the
available bandwidth. Generally, this option applies what is known as Explait C
gestion Notification (ECN) to warn the origin hosts. This notification strategyents
a number of advantages. In particular, ECN has greater simplicity andEtiasgle-
mentation in current commercial network technologies. As the proposegstion
management mechanism in this thesis use this option, we will analyze it more in
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depth in the next section.

Once the sources receive the congestion notification, they apply cest@insain
order to eliminate the congestion. The most applied one is the injection rate limitation
(also known as message throttling) [24]. This option can be carried aetliging or
by completely stopping the injection rate. This reduction can be achievedbging
the number of injection channels [9], or by inserting waiting intervals in-betwe
consecutive packet transmissions [56], [55], [48], [82], [76].

Other mechanisms try to solve the problem by temporarily separating the flows
responsible from the flows non-responsible for congestion in ordeertmve the
head-of-line blocking effect [31]. To do so, it is necessary to inoafe a set of
additional buffers. When the mechanism detects packets stopping thel adiaace
of other packets into the network, the additional buffers will harbor thpzsskets
causing the head-of-line blocking phenomenon. Later, these packetsanfigue
their journey to their destinations through some “slow roads” or, alterrigtibze
reinstated again if congestion disappears. This proposal is interestirigvowld be
desirable to test it under heavy congestion situations, because the nofrbiofers
is finite. So, when those buffers are full, the congestion process with@stopped.
Moreover, there are some proposals that try to resolve head-of-linkibtpeither at
the switch level [6], [58], [86] or at the network level [25], [62].

3.5 Congestion Management Based on ECN

Basically, the congestion management mechanisms based on the ECN uges con
tion detection strategy based on marking packets in transit, usually whededipesl
threshold is exceeded. This packet marking action is carried out at itehess of
the interconnection network.

The marked packet will continue its travel toward the destination nodejigrr
out the congestion detection information. When this packet reaches itsléntd
nation, the ECN technique takes advantage of the ACKnowledgment pgakas
sent back to the source to carry out the congestion detection informatioa twith
gins hosts. As a result of receiving marked ACK packets, those origits haill
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apply some corrective actions, normally based on limiting the injection rate into the
network. Figure 3.9 shows how the ECN technique works.

Switch
Data Packet Data Packet

————— qumm S B

Threshold

Destination

host

ACK Packet ACK Packet

Network

Figure 3.9: The explicit congestion notification technique.

There are some ECN proposals in lossless interconnection networks, videx
present the current proposals and their main characteristics for stomgenanage-
ment mechanism in clusters.

3.5.1 Current ECN Proposals for Clusters
InfiniBand

InfiniBand [48] is a clear example of a successful interconnection m&tieo clus-
ters. The InfiniBand Trade Association is comprised of leading entedfrigendors.
It found its niche in data centers and high-performance computing systbitls k-
quire high bandwidth and low latency, but it did not appear to solve anlylemo
that had not been solved previously by other network technologiesadiged as a
standard, easing its commercialization because of its reduction in cost, thwimgllo
the expansion to new and wider sectors. InfiniBand defines a SystearNatsvork
(SAN) in which a set of processing nodes and I/O units are connected twtivork
fabric through point to point links using channel adapters. The netisalikided into
hierarchical subnets. Each subnet exchanges packets solely bgsingvswitches.
Links provide bidirectional and high-speed connection between two.pé&itpire
3.10 shows an example of an InfiniBand network.

Although InfiniBand defines in its specifications an optional congestion geana
ment mechanism, it leaves open some aspects about it. The congestion mamiage
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Figure 3.10: An example of an InfiniBand subnet.

mechanism is implemented with a management agent called the congestion control
agent. It is based on ECN, and therefore defines a three-step ptocdstect con-
gestion and to adjust the packet injection.

Switch
Source HCA ~ - <\ Destination
ol ——-——Ei—-—-b FECN | —»|  Hca
!
ceT threshold
)
— ¢ — BECN d—g-=-=-=-=—=-=-- — — = BECN |&

Figure 3.11: The process of congestion detection and notification in lainuiBet-
works.

Figure 3.11 shows the process to detect and warn about a congestidioisitua
in InfiniBand networks. The InfiniBand specs propose a buffer Holgswhich ac-
tivates the packet marking strategy. The threshold value is established basa
value scale from O up to 15. The value 0O indicates that no packets havertarked,
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so0 no congestion will be detected at all, and the value 15 indicates a vagsayg
marking strategy. All other values, between 1 and 14, define a unifotnibdigon in
which the value of 1 indicates a low probability of marking and the value of 14 ind
cates a very high probability of marking packets. The exact meaning ofridshibld
values (0..15) is decided by the switch manufacturer criteria.

When a switch detects that the occupancy in a buffer goes beyond thefipes
threshold, it reports this congestion situation by marking the packets thetbaeel in
the buffer. To do this, a bit called Forward Explicit Congestion NotificatloBGN)
bit, in the base transport header of the packet, is set. When this paakbesethe
destination node, the FECN bit value is copied to the ACK packet that is esturn
to the source. To do this, a bit called Backward Explicit Congestion Notificatio
(BECN) bit, in the header of the ACK packet, is used. Once the ACK paekehes
the source node, the BECN bit is analyzed. If it is set (BECN=1), thgesiion
management mechanism will apply corrective actions in order to reduceathetp
injection rate. InfiniBand specs propose to adjust the injection rate by asiag
ble called Congestion Control Table (CCT) allocated in the Host Channaptéd
(HCA) of the source hosts, as shown in Figure 3.11, which is based dWvdifiing
Interval Insertion technique. The content of each position in this tablatgmbout
by a certain index value, represents a time value and it is the elapsed time tetwee
consecutive packet injections (inter-packet delay). A higher indeiev&presents a
greater elapsed time. Thus, the greater the number of marked packéisdetse
greater the increase in the value of the index of the table.

Eventually, if no more marked packets are received, which could be inaiaz
having ceased the congestion, then the packet injection rate shoul@r#oenitial
values. This is carried out through a timer which triggers a signal to deerbe
index of the control table and therefore to increase the injection rate. Tadion
rate recovery is commonly gradual. The adjustment of the different paeesnef
the control mechanism (index, table content, threshold, etc.) is a resionsitthe
congestion control manager.

Some congestion management mechanisms based on the InfiniBand specs hav
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been proposed to solve the congestion problem. In particular, we will Bemato’s
Proposal and Pfister's Implementation. Next, we describe these comgesdio-
agement mechanisms in terms of the packet marking techniques and thetionges
correction strategies applied by them, such as they were proposed.

Renato’s Proposal

This congestion management mechanism [82] is an end-to-end congestiagaena
ment scheme for InfiniBand that consists of an ECN packet marking mschaom-
bined with a source response mechanism that applies injection rate camroined
with a window-based limitation. In particular, it applies a kind of input packakma
ing strategy to warn about a congestion situation. To do this, switches nbestd¢o
buffers at the input channels.

The proposed packet marking mechanism operates in three steps. Bivigla
input buffer triggers packet marking each time it becomes full. Secorydpuatput
link that is requested for at least one packet stored in such a full ingrbs clas-
sified as a congested link. Third, all packets stored in any input buftbisaswitch
that are destined to any congested output link will be marked. It shouldtbd that,
in order to implement these steps, an expensive scan of all input burffarswitch,
even when only one becomes full, is necessary. To this end, two coaneedlsfined
for each output link. The first countér, records the current number of packets in
the switch that are waiting for that output link}; is incremented and decremented
as packets enter and leave the switch. The second cotiptegcords the humber
of subsequent packets that need to be marked when transmitted on thelimlitpu
Counter(Cs is initialized to zero. Whenever a buffer becomes full, the valyas
copied to counte€’;. Then, the output port starts marking the next transmitted pack-
ets, decrementin@’, at each transmission, until it reaches the value zero. Notice that
this action of copying the value frofY; to the C5 is performed each time a packet
arrives at this input buffer and the buffer is full. As can be seen, tusiter strategy
is not an effective solution because it may mark different set of packiate packets
can be transmitted out of order.
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Next, in response to the reception of a marked packet, the correctivaseto
plied by the origin hosts consist in limiting the packet injection by using a Window-
Based technique combined with a Waiting Interval Insertion technique. driogpse
a Window-Based technique based on a Static Window (SW) size equal forargy
situation because a larger value completely saturates the network. In addition
injection rate control based on inserting waiting slots is used. For rate tahieg
evaluate different functions to adjust the injection rate: Additive Inaédsltiplica-
tive Decrease (AIMD), Fast Increase Multiplicative Decrease (FJVAnd Linear
Inter-Packet Delay (LIPD). As a result of their study, the AIMD reiilue function
has the worst performance on all ranges achieving up to 10% lower utitizditam
the best functions FIMD and LIPD. So, they propose two novel saasgonse func-
tions FIMD and LIPD for dynamic and static traffic patterns, respectivelypartic-
ular, the FIMD function uses a constant value (m=2) to reduce packetioneby
dividing the injection rate, and the same constant value to increase the injeatton
based on an exponential function. On the other hand, the LIPD fungpipliea a
reduction in packet injection based on the inter-packet delay desigrrdeattun-
finiBand. The inter-packet delay represents the idle period length thasestéu
between the injection of consecutive packets of a flow, expressed inafimtscket
transmission. Basically, it increases the inter-packet delay by one each tiragked
ACK packet arrives at an origin host.

Pfister's Implementation

The general congestion management mechanism proposed for Infinigéines a
quite general approach for congestion management. The proposad lacth guid-
ance for setting its parameters and demonstration of its effectivenesasiseaalues
for thresholds and other variables are left open to the vendor criterivad not
even demonstrated that there were any parameter settings that workeaaiding
instability or oscillations. Pfister's Implementation [76] is targeted to this scenario
reporting an extensive evaluation of the InfiniBand proposal undierdift scenarios
and congestion control parameters. That implementation presents theiitahce
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for setting the parameters for InfiniBand and demonstrates that this is theffirs
tive solution to hot-spot contention. Pfister’'s Implementation applies an quaylet
marking strategy for packet marking. Switches need to have queueasasddo the
output channels in order to define a threshold and to apply its packet matikat-
egy. Unlike the Renato’s proposal, this approach does not use anpwibased
technique to manage congestion. However, after receiving markeetsaakori-
gin hosts, sources reduce the injection rate by applying a Waiting Intersaition
technique. Each time a marked packet is received, the inter-packet\agisgy is
enlarged by inserting a new waiting slot which corresponds to increagedineinto
the CCT. In particular, the waiting slot size applied depends on the HotEsgpee
(HSD) that indicates the number of sources contributing to the hot-spb¢ trafd
the number of network ports. Notice that this HSD depends on the traffiapatte
applied.

3.5.2 Main weakness of current proposals

Once the current congestion management mechanisms for multistage int&rconn
tions networks have been presented, it is interesting to highlight some assaa
that they present in both tHeacket Marking strategiesnd in theCorrective Actions

applied, in order to justify the work done in this thesis, which will be descréetl

evaluated along the next chapters.

e As it has been shown, the applipdcket marking strategiesary depending on
the place where packets are marked. Basically, there are two strategtes, th
marking packets either at input (Renato’s proposal) or output bufffister’'s

implementation), carrying out these actions by setting just one bit in the packet
headers. To this end, a threshold either at input or output bufferedefined

in order to detect and mark packets provoking congestion. Given thhat bo
packet marking strategies dedicate only one bit to mark packets in transit, the
congestion mechanisms are not able to detect different levels of congestio
Further, it is not possible to guarantee that all marked packets arensisigo

for congestion.
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e Inits turn, thecorrective actionapplied by the current proposals present some

drawbacks. On one hand, applying a Window-Based strategy, asdepia-

posal does, seems simple to implement and appropriate to palliate the conges-
tion. However, if the window has a fixed value, as Renato’s proposad,db

will be difficult to adjust the window with the correct value for any traffimeo

dition in the network. Moreover, initializing the window with the value of one,

as Renato’s proposal does, seems to cause a negative impact on tbheknetw
throughput (this would be the case, for example, when only one hodssen
packets towards a single destination host).

On the other hand, by applying an injection reduction technique based on an
index into the table which is incremented by a constant value depending on
the Hot-Spot Degree that indicates the number of sources contributing to the
hot-spot traffic, as Pfister's implementation does, can not be consideyeat
eralized congestion management mechanism because it depends orfithe traf
load applied.

As a result of these drawbacks detected, it is necessary to condumtoagh

analysis of new mechanisms for congestion detection by marking packetsit tra

and exerting congestion correction in a more precise and effective way.



Chapter 4

CONGESTION DETECTION
TECHNIQUES

This chapter describes and analyzes in depth different packet mastkatggies pro-
posed up to now in the literature together with two new packet marking appesa
proposed by us, in order to ascertain the pros and cons of each stogeletection
technique.

4.1 Introduction

As described in the previous chapter, there are different proposalsohgestion
detection. That is, detecting congestion when packets stay in the bufiger [than
a defined threshold, monitoring the occupation level in the buffers at tieh®s, or
depending on the number of pending packets. As a result of the congdstiction,
packets in transit are marked in order to carry out the congestion infommrati@rd
the origin hosts.

In this thesis, we have chosen the mechanism based on monitoring theduuffer
cupancy at the switches due to this implementation easiness. We will analyze the
different packet marking strategies in order to find out their advantagégdisad-
vantages.

51
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The packet marking strategies vary depending on the place wheretpacke
marked. Basically, packets in transit are marked by setting one or two bits in the
packet header. For this purpose, unused bits in the packet headbe ckedicated
to carry the congestion information. To this end, a threshold at input ooatmiit
buffer of the switches has to be predefined in order to detect an éxcessumula-
tion of packets in those buffers.

4.2 Packet Marking Strategies

We present and analyze in depth different packet marking strategipegwd up to
now in the literature together with two new packet marking approaches gedgay
us. In particular, five different packet marking strategies. Firstly, tpail Packet
Marking (IPM) strategy based on marking packets at input buffers efsthitch,
and its variant, the Renato’s packet marking strategy (RPM). Secondlpudtput
Packet Marking (OPM) strategy based on marking packets at outpigrguff the
switch. Thirdly, the Marking and Validation Packet Marking (MVPM) stratbgsed
on marking packets at input buffer and a subsequent validation attdutffers of the
switch. Finally, the Input-Output Packet Marking (IOPM) strategy basetharking
packets both at input and output buffers of the switch.

4.2.1 The Input Packet Marking Strategies

Basically, if the applied strategy is based on marking packets at inputfidtgitches

will mark packets once a packet arrives at an input buffer and tHermécupancy
surpasses a predefined threshold. We will refer to this strategy atsRapket Mark-

ing strategy (IPM).

Following the congestion process analyzed in Figure 3.7, we can olibater

this packet marking strategy, the congestion tree has to grow at least toittiep
reaching the input buffers placed at the same switch where congestits; atait is
shown in Figure 4.1, before the packets involved in the congestion tretetreted

and marked. When a situation similar to the one shown in Figure 4.1 is reached,



4.2. PACKET MARKING STRATEGIES 53

any incoming packet belonging to flowsand z will be marked regardless of its
destination. That is, both packets forwarded toward the congestedjjrix the
non-congested link’; _, will be marked.

Threshold

SV s s

Figure 4.1: The input packet marking strategy.

The variant applied by Renato’s Strategy (Renato’s Packet Markihg) RRghtly
differs from the original IPM strategy. As described in the previouptdra RPM
also marks packets at input buffers but instead of marking packets thbgrarrive
at a full input buffer, it uses two counters to record the incoming padkeds input
buffer and later to mark packets when they are crossing the switch tovsaggbased
congested output link. Again, to detect congestion when applying the Riakégy,
the congestion tree has to grow at least to any input buffer of a switch.

To apply any of these two strategies, just one of the unused bits in thetpacke
header should be dedicated to this purpose.

Analyzing in depth how the IPM and RPM strategies work, it can be noticed tha
applying any of these two packet marking strategies at input buffergotigestion
management mechanisms will suffer a delay in detecting the beginning of assong
tion situation. That is, taking into account how the congestion tree is cresg¢ed (
section 3.2), output buffers have to be filled before any input buféetssto accumu-
late packets. Later on, if the occupancy at the input buffer surpfissgsedefined
threshold, packets will be marked. Therefore, the congestion detecbongs suf-
fers a delay based on the time needed, firstly, to fill any output buffdrsaocondly,
the time to accumulate enough packets at any input buffer to surpass tiedipeel
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threshold.

As a consequence of this delay and in order to reduce the time requiretktd de
congestion, a new strategy based on marking packets at output adfars more
appropriated.

4.2.2 The Output Packet Marking Strategy

If the applied strategy is based on marking packets at output buffeitshes will
mark packets once a packet arrives at an output buffer and ther md€upancy
surpasses the predefined threshold. We will refer to this strategy asitQrepket
Marking strategy (OPM).

In this case, following the same example shown in Figure 3.7, congestion will be
detected when the occupancy of any output buffer exceeds thefipestithreshold.
As aresult, all the packets belonging to the flovandy, in Figure 4.2 and addressed
to the congested output lir®) will be marked. Notice that with this strategy, packets
belonging to the flovz are not being marked.

Threshold
C
X BEE — >
C0 B Co
— >

Figure 4.2: The output packet marking strategy.

Again, to apply this packet marking strategy, one of the unused bits in thetpac
header should be dedicated to this purpose.
4.2.3 Weaknesses of the Input and Output Packet Marking Stradgies

As described above, both packet marking strategies, that is IPM and @&tlitate
just one bit from the set of unused bits in the packet header to cartig@abngestion
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information. Although the strategies detect congestion when it appeagitimgshe
congestion bit, it is not enough to correctly detect the flows responsiblofages-
tion. Therefore, these strategies are not able to correctly classify #iswihercold

or hot-flows As a result, wrong marking actions could be carried out by incorrectly
marking packets belonging to flows non-responsible for congestion.
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Figure 4.3: Percentage of marked packets for the IPM, RPM, and ORMgites.

To quantitatively show the lack of accuracy of these mechanisms to detect
flows correctly, Figure 4.3 shows the percentages of marked packets by #e thr
packet marking strategies presented in previous sections, that is IPM, &kl
OPM. Additionally, values for both types of flowspld and hot-flows have been
separately represented. Notice that, although those results have haErdlior a
Perfect-Shuffle network 4-ary 5-fly with a traffic load based on a pot-gaffic and
with a medium injection rate (see section 7.2), similar results have been acfoeved
the other network configurations and traffic loads.

As can be seen, the three strategies effectively detect and mark mosttajtth
packets, (values between 93% for IPM and RPM, and 98% for OPMatticular,
the OPM strategy achieves better results as an indicative that the detectiotr of
packets at the ouput buffers is a better option. However, analyzingatlies/for
marking cold-packets, graph shows values between 5% up to 11% opaolkebts.
This means that the three strategies do not correctly classify both typeslodtp
and, as a consequence of that, wrong corrective actions could be da&e flows
non-responsible for congestion. Notice that, as the number of coldeiaikfar
larger than the number of hot-packets in our simulations, a small differertive per-
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centage value of marked cold-packets represents a great absolutet adnotongly
marked packets, which could penalize the applications that are sendiragtimgaor
those packets.

An interesting analysis can be obtained if results from the IPM and RPM strate
gies are compared in Figure 4.3. In particular, both strategies achie\enisaslues
for marking hot-packets, but a reduced value is achieved for colkdepad the IPM
strategy is applied instead of applying the RPM. It is due to the fact that R*M a
plies a variant of the IPM, which do not ensure that the packets crossivagd the
output channels of the switch, and being marked, are those packettededéthe
input buffers and classified as responsible for congestion. Thismehsdue to the
defined protocol for the counters (as described in section 3.5.1).

As a result, dedicating just one bit to carry out the congestion informationsh
some weaknesses. Firstly, both IPM and OPM strategies are not abler¢otiyor
identify the flows truly responsible for congestion. This, in turn, coulécifbther
flows or even other switches not involved in the initial congestion problenrigy,
they are not able to detect whether the congestion is or is not affectingflatvs
non-responsible for congestion. Thirdly, they are not able to handkretitt levels
of congestion severity.

Therefore, although the aim of a well-structured packet marking strasetgy
detect and mark packets belonging to flows responsible for congestmkgethto
reach good results is to avoid marking packets belonging to non-resjmfigits.

Next, a study of a new packet marking strategy based on a combinationhof bo
IPM and OPM strategies has to be analyzed in order to try to avoid the detected
weaknesses.

4.2.4 The Input-Output Packet Marking Strategy

Next, we propose a hew packet marking strategy, referred to as Ouyiptit Packet
marking (IOPM), that combines packet marking at both input and outdtensuin
such a way that packets can be indistinctly marked at input or outputrbuffio
this end, switches must have buffers at both input and output channessatolish
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the corresponding thresholds. Moreover, two bits are dedicated in thetdeeader,
the Marking Bitin (MBin) and the Marking Bitout (MBout). To implement the
mechanism in a standard interconnect, we can use any of the headeruailly us
reserved by the specs for vendor applications, as seen in Figure 4.4.

Header

Méin
MBoct Payload

<
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Packet
Figure 4.4: The marking bits in the packet header used by the IOPM strategy

To properly appreciate how this strategy works, and following the exarhplers
in Figure 3.7, let us review in detail how the packet marking process igedawut.
Figure 4.5 shows a general scenario where some flows inject packets sartre
target, leading to a congestion situation.
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Figure 4.5: Packet marking process carried out by the IOPM strategy.

Let us assume that hostsindy inject traffic toward the output channel h@sj.
Additionally, the host injects traffic toward the output link’;_,. In this scenario,
if the injection ratex+y surpasses the bandwidth@f, packets arriving to the switch
C, but not immediately transferred to the output lifi§, will begin to accumulate at
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the output buffet. These are the packets really provoking congestion and the output
link becomes the root of the congestion tree. In order to solve the problere, 0

it is detected, the injection rate of these flows should be reduced. Otherfrtise
situation goes on, packets will begin to accumulate at the input buffers siriteh

C. Some of the packets accumulated at the input buffer; will be destined to the
congested linky flow), that is,hot-flows However, others will be destined to other
links (z flow). Thesecold-flowscan suffer head-of-line blocking due to the First-In
First-Out (FIFO) policy applied by buffers. In this scenario, the IORMtegy works

as follows:

1. Packets arriving at an input buffer are marked if the number of dtforekets
in the buffer exceeds a predefined threshold. This is performed hsatiat
the Marking Bitin (MBin=1) in the packet header.

2. In the same way, when a packet is forwarded through a saturateat éintp
we proceed to mark it by activating the Marking Bitit (MBout=1). We as-
sume that an output link is saturated when the number of packets stored in
its buffer exceeds the predefined threshold. Again, only new incomioky pa
ets to the output buffer are marked rather than marking the ones storesl at th
congested output buffer.

Notice that both marking actions can be carried out several times on the same
packet during its journey from the origin to its destination, but, on the contitar
will never be unmarked. Notice that, by dedicating two bits in the packet heade
to carry the congestion information and, therefore, to warn the origin fadisgt
the network status, a more effective four-level scheme of correctitters can be
carried out at the source nodes. The possible values of the bits MBikiBodt are
the ones shown in Table 4.1.

The advantage of applying the IOPM strategy relies on its capacity to detect in
advance and to discriminate flows responsible for congestion from thbee that

This occurs due to the speedup provided by switches. Notice that, intordezvent switches from
creating a bottleneck, the internal bandwidth of the switch crossbar idlyikigher than the channel
bandwidth.
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Ack bits
MBin | MBout Meaning
0 0 No Actions

0 1 Marked at output buffer
1 0 Marked at input buffer
1 1 Marked at both

Table 4.1: Possible bit combinations when applying the IOPM strategy
simply are affected by it, and identify different levels of contribution to astipn
by classifying the network flows in three different types of flow:

e Hot-Flows flows truly responsible for congestion.
e Cold-Flows flows non-responsible for congestion.

o Warm-Flows flows that were cold-flows at the beginning, but as long as con-
gestion has spread along the network, they are becohotifjows but at the
moment contributing with a moderate degree to congestion.
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Figure 4.6: Flow classification when applying the IOPM strategy.

Figure 4.6 shows a possible situation where these three types of flowsecan b
identified when applying the IOPM strategy.

1. Flow w is crossing the switch without contention at any buffer. Therefore,
no marking actions will be carried out on its packets. So, this flow will be
classified as aold-flow
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2. Flowx is identified as avarm-flowas it is crossing a congested output buffer
but not a congested input one.

This flow is also contributing to the traffic at such output link. In order to
reduce the injection rate of the flowand avoid to accumulate packets at the
input buffer, which would affect the flowv, those packets belonging to flow
x will be marked at output buffer setting the MBout bit and their flow will be
classified as avarm-flow

3. Flowy is crossing both input and output congested buffers. Therefoth, bo
MBin and MBout bits will be set as indicative that this flow is a truly respon-
sible flow for congestion and then it is classified dw&flow

4. Flow zis crossing the congested input buffer but it is not traversing any con-
gested output buffer. This situation indicates that congestion has spte#ue
input buffer and packets belonging to flanare suffering head-of-line block-
ing at input buffer due to the high injection rate of thet-flow y Although the
flow zis not directly responsible for the initial congestion at the output buffer,
this flow will be classified as aarm-flowbecause it is contributing in more
extent to spread the congestion tree to the previous switch. So, packetstwill
only the MBin bit.

As a result of this flow classification, source hosts can apply differeetdef cor-
rective actions over their respective flows. Notice that the most imporérinkhis
new packet marking mechanism is to correctly detect congestion at the sviieske
the saturation starts by a correct classification of the flows, in order bqiret@nt
the spread of congestion along the previous switches, which would ereaie root
of congestion, and to avoid applying premature corrective actions thht penalize
performance. These advantages are not found in any previousgailop

Again, a comparative analysis of the percentage of the marked packitsid
hot-packets), will venture the performance of the new packet markiategy with
respect to the previous analyzed strategies. Figure 4.7 shows the shieg mae-
viously presented in Figure 4.3 plus the ones achieved by the new packeéhgna
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strategy.
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Figure 4.7: Percentage of marked packets for the IPM, RPM, OPM Q@RMlIstrate-

gies.

As can be observed, the IOPM strategy achieves a value of 98% of mdrtin
packets, which matches the value reached by the OPM strategy. Howeveer-
centage value for marking cold-packets is reduced to a 3%. This redutieleigant
when compared to the rest of proposals. This confirms that by usindatpaarking
strategy based on two marking bits, a better response can be obtained.

Notice that, in interconnection networks with no switch speedup, input tsuffe

will fill before output buffers do and the IOPM strategy will be able to deteages-
tion sooner than OPM does.
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Figure 4.8: Early detection of the congestion roots.

As it can be seen in Figure 4.8, two potential situations of congestion stagt.

On
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occurs at the switcly W, where both incoming flows converge at the output buffer

and are later splitin switcBW.,.. The second one, at switétiV,,, which is connected
to a destination host. As congestion trees usually grow from the root tathard
leaves (source hosts) [42], a packet marking strategy such as I@Ribh is able to
set the MBin and MBout bits depending on the input and output buffesperctively,
not only allow us to detect congestion sooner than the previous stratégleslast
stage, but also at the intermediate stages before the hot-packets rekash sit@ges,
whatever the speedup value is defined at the switches.

4.2.5 The Marking and Validation Packet Marking Strategy

As it has been seen, the Input-Output Packet Marking Strategy psesbptter con-
gestion detection mechanism with regard the previous strategies. Howtestdl,
penalizes a significant percentage of cold-packets (3%) which woffler $hhe ap-
plication of corrective actions, which in turn could affect the networkulgigout.

In order to remove this drawback, a new packet marking strategyredfes as
Marking and Validation Packet Marking (MVPM), is proposed and aredyZThis
packet marking strategy combines a packet marking at input and outffetshun
such a way that packets are marked at input buffers and validatedpait dffers
under certain conditions. To this end, switches also have to have bafffieosh input
and output channels to establish thresholds. Moreover, two bits areatktlio the
packet header, the Marking Bit (MB) and the Validation Bit (VB). To impletnen
the mechanism in a standard interconnect, we can use any of the headmsubityg
reserved by the specs for vendor applications. The MVPM strategysvearfollows:

1. Packets arriving at an input buffer are marked if the number ofdfraekets in
the buffer exceeds a predefined threshold. This is performed byatatithe

Marking Bit (MB=1) in the packet header. Notice that only newly incoming

packets to the input buffer are marked rather than marking those padkiets w
are already stored at the congested buffer.

2. When a marked packet (MB=1) is forwarded through a saturatedilin,
even in a different switch, we proceed to validate it by activating a sebiind
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in the packet header, the Validation Bit (VB=1). We assume that an output
link is saturated when the number of packets stored in its buffer exceeds the
predefined threshold. Again, only new incoming packets to the outputrbuff
are validated rather than marking the ones stored at the congested autput b

Notice that both marking and validation actions can be carried out several time
on the same packet during its journey from its origin to the destination, but,eon th
contrary, it will never be unmarked. Moreover, a packet cannotdtidated (VB=1)
if it has not been previously marked (MB=0). As a result, the possiblesgatfi the
bits MB and VB are the ones shown in Table 4.2. Note that the combination MB=0
and VB=1 is not possible in this packet marking strategy.

MB | VB Meaning
0 0 No Actions
0 1 Not Possible
1 0 Marked
1 1 | Marked&Validated

Table 4.2: Possible bit combinations when applying the MVPM strategy.

As an example, following the congestion process shown in Figuréc3, and
defining thresholds in both input and output buffers, packets crossegwitchC
(in Figure 3.7(c)) would get the values for MB and VB as shown in Figure 4.9.

Thresholds
In Out
Packets
C =
X~ Ml e 0
Co i ] MB=1
: : VB=1

Figure 4.9: Examples of marking packets by the MVPM strategy.
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The advantage of applying the MVPM strategy with respect the IOPM syrateg
consists in its capacity to correctly discriminate flows responsible for ctingdsom
those other that simply are affected by it. Using the same types of fldatsHlows
Cold-Flows andWarm-Flow$ described in the previous strategy, next we show how
the MVPM identifies and classifies the different types of flows.
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Figure 4.10: Flow classification when applying the MVPM strategy.

Figure 4.10 shows all the possible situations where these three types sttow
be identified when applying the MVPM strategy.

1. Flow w is crossing the switch without contention at any buffer. Therefore,
no marking actions will be carried out on its packets. So, this flow will be
classified as aold-flow

2. Flowxis also identified as eold-flowas it is crossing a congested output buffer
but not a congested input one. So, although this flow is also contributing to th
traffic at such output link, congestion has not yet reached the ingigrband
then it is not affecting other flows that could share the input buffer sisahe
flow w. This situation can occur when the total injection ratey surpasses
the accepted traffic at the output Iirﬂ{, but the injection ratex is not high
enough to accumulate packets at the input buffer, thus affecting thenflow
Therefore, those packets belonging to flowill not be marked, avoiding pre-
mature corrective actions that are not yet necessary. Notice that trasibe
avoids unnecessarily penalizing the flow that is sending only a few patkets
the congested link.
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3. Flowy is crossing both input and output congested buffers. Therefoth, bo
MV and VB bits will be set as indicative that this flow idat-flow

4. Flow zis crossing the congested input buffer but it is not traversing any con-
gested output buffer. This situation indicates that congestion has spte#ue
input buffer and packets belonging to flanare suffering head-of-line block-
ing at input buffer due to the high injection rate of that-flow y Although the
flow zis not directly responsible for the initial congestion at the output buffer,
this flow will be classified as aarm-flowbecause it is contributing to more
extent to spread the congestion tree to the previous switch. So, packetstwill
only the MB bit. This is achieved by avoiding the labeling of certain flows to
be classified as cold-flows by not contributing to the spread of congestion.
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Figure 4.11:. Percentage of marked packets for the IPM, RPM, OPMMIGIAd
MVPM strategies.

Again, an analysis of the percentage of cold and hot-packets markedeby th
MVPM strategy is necessary to evaluate the performance of this pack&tngar
strategy. Figure 4.11 shows the values previously presented in Figupué.the
ones achieved by the new strategy.

As can be seen, MVPM identifies the 97% of hot-packets. Although this i&lue
slightly lower than the OPM and the IOPM (because the MVPM strategy defines a
dependency between both marking and validation actions), MVPM prothdaxrin-
imum value of cold-packets wrongly marked, that is, about 0.1%. This Idweva
due to the application of a marking strategy based on a dependency behedao
marking actions, which is able to correctly identify the responsible flowsdonges-
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tion. In particular, the cold packets wrongly marked as a hot packets @se that
have been marked, firstly, as warm packets at an input buffer of atsaitd later
they are validated when crossing a temporaly congested output bufteherf dif-

ferent switch, which is congested just for a while, but it is not enouglttoraulate
packets at the input buffers of the same switch as an indication of a negéstion
in this part of the network. So, although the network is getting congestedénetit

switches at the same time, those packets still belong to a cold-flows. Thisadyr
during the onset of congestion at different points in the network.

Notice that we only represenbld andhot-flowsbut there are also warm-flows.
Therefore, if we also paid attention to those flows, the percentage of thpddkets
for hot-flows(that is, hot+warm) will reach a value near 99%. Additionally, no-
tice that none packet marking strategy will reach the value of 100% of ntahdi
packets because any marking mechanism based on a recovery stegdgytime to
reach the established threshold before marking packets.

4.2.6 Comparing the different packet marking strategies

Finally, in order to check the packet marking actions taken by the diffstestiegies
during all the simulation time, Figure 4.12 shows the packet marking perfoenanc
of the described strategies, that is, IPM, RPM, OPM, IOPM, and MVPREwa
congestion situation is created in a network. The top graph shows themarfoe of
aBidirectional MIN Perfect-Shuffle 4-ary 5-fhyetwork configuration when applying

a synthetic traffic with a medium rate and a packet size of 256 bytes. Bgepis
the evolution of latency when a congestion situation appears and no tiongasn-
agement mechanism is applied. The network configurations, traffic psttena
injection rates used in all simulations in this thesis are defined in the Chapteal? (Ev
uation Models). Graphs shown in Figure 4.12 represent the packetngaktions
carried out by the different packet marking strategies during the simula®it can

be seen, the IPM and RPM packet marking strategies achieve similarmarfoe.
Although RPM is a variant of the IPM strategy and it has a different mhoeto
mark packets, it does not significantly differs from the IPM strategy.
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Figure 4.12: Comparing the packet marking actions throughout the simulatimup

Secondly, the OPM strategy detects congestion and, therefore, stakimgnar
packets in transit sooner than IPM and RPM do. Thirdly, when consgl@acket
marking at input and output buffers separately, the IOPM strategepresimilar
results to that achieved by the IPM and OPM strategies, respectivelyllyFiie
MVPM strategy delays the validation actions with respect OPM, but coratestr
most of the packet marking actions during the period where congesti@s ésisown
as the shaded area). Additionally, if we take into account the global résul@PM,
that islnput+Output markingwe detect that IOPM does more marking actions than
the MVPM strategy. Although IOPM starts marking packets in advance, thidmgar
actions are long-lasting, much more than with the MVPM strategy. This is becaus
as IOPM does not have any dependency between input and outpuhgiagdtions,
both actions can be carried out in any order and in different switcheg de flow
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path. This situation causes negative effects in performance becanegsagckets are
marked by chance in different switches along the path to reach their destirend
as a consequence, origins will applied corrective actions althoughtbeypaneeded
because there is not a real congestion. This fact can be obsenvg@dgog graphs
IOPM and MVPM in Figure 4.12.

4.3 Parameters initialization: Buffer Threshold

The correct initialization of the parameters in a packet marking strategy isokey
detect and mark packets in transit which are responsible for congelstiparticular,
the parameter to initialize is thBuffer Thresholdwhich defines the limit beyond
which the packets in transit have to be marked. Notice that a wrong valueeshtbid
could either wrongly mark packets even when no congestion arises,t ateterct
congestion although a congestion situation is starting.

The threshold values are critical because they define the limit at which ingomin
packets must be marked. This implies that a high threshold value will prodoee a
rate of packet marking and therefore a possible congestion situation imetilierk.

On the contrary, a small value of threshold could mark a large number ké{saand,
therefore, the application of corrective actions might reduce the pagketion rate
in excess and consequently would result in a loss of network perfoenanc

The initialization of the buffer threshold for the analyzed strategies is diften
each one. That is, while RPM marks packets when the input buffersih(eéhtesh-
old value=Dbuffer size), the InfiniBand specs leaves the configuratitmeteendor’s
criteria. Based on these specs, and on their own evaluations, the OR&{)ptap-
plied by Pfister defines a threshold value at the output buffer aboutdd@&e input
buffer size.

On the other hand, for the IOPM and MVPM strategies, we define that the inp
and output buffer thresholds should be obtained under a traffic comditiavhich
traffic is uniformly distributed to all destination as the contrary to the existehce o
hot-spot situations. These threshold values should be chosen in saghtlatpack-
ets are allowed to cross the switches without being marked, regardlessragtthork
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load. Although the network traffic is close to saturation point, if destinationidistr
bution is uniform, the network itself will limit the entrance of the packets at origin
hosts. To define the buffer thresholds, we have calculated the aVeuéige occu-
pancy for a uniform traffic distribution with an injection rate near the saturgant.
The analysis was carried out with different packet sizes and netvemrfiguirations.

The occupation at both input and output buffers was traced separatebar-
ticular, we have obtained an occupation, on average, of about 66% 3 df the
input and output buffer capacity, respectively, for all the packetssemd network
configurations analyzed, as it is described in detail in section 8.2.2. fohereve
have assumed threshold values of 66% and 33% of the input and ouffartdizes,
respectively, for the IOPM and MVPM strategies






Chapter 5

CONGESTION CORRECTION
TECHNIQUES

This chapter describes and analyzes in depth the different congestrectoon tech-
niques used together with their main definition parameters in order to asodita
pros and cons of each mechanism. In addition, the chapter descriegmtameter
initialization strategies proposed in this thesis.

5.1 Introduction

The congestion correction techniques will be applied when origin hostéveean
ACK packet warning about a congestion situation. If this situation occarsges-

tion management mechanisms generally apply a combination of several bésic tec
niques to evenly reduce congestion. One of the most effective proeetuavoid
congestion consists in reducing the injection rate of the responsible flows.

Among the commonly applied techniques, we can refer to Window-Based tech-
nigues and Waiting Interval Insertion technigues. Additionally, when estign
vanishes, two basic techniques can be applied, progressive or immediattom
recovery.

71
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5.2 The Congestion Correction Techniques

5.2.1 Window-Based technique

Basically, this technique defines a window size to limit the maximum number of
outstanding packets per flow. The value of the window size dependsnaloreri-
teria. Notice that the outstanding packets are those sent packets thatdtdeen
acknowledged yet.

The window-based technique can be based either on a Static Window (SV) o
Dynamic Window (DW). In particular, this strategy is mainly used by TCP [3iiclw
applies a dynamic window, but other technigues use a static one.

If the window-based technique is based on a static window, the windowaiize v
will be kept fixed during all the time. To this end, the congestion managemeii-mec
anism just controls the maximum number of outstanding packets per flonefoheyr
applying a window-based strategy based on a SW seems appropriate tte ph#ia
congestion and simple to implement. However, the chosen value for the winziow s
may not be the most appropriate value for any traffic condition in the netWwoke-
over, initializing the window with a value of one, as Renato’s proposal ,dvey
negatively impact over the network throughput. Notice that, this would beabe,
for example, when only one host sends packets towards a single destinasio

In order to validate by simulation that applying a static window technique is not
a good solution to manage congestion, next we show network performesiziés
when applying a static window technique to palliate the effects of a simulated con-
gestion situation. No other corrective strategy has been applied, ongdavfimdow
size with different values during all the simulation.

Figure 5.1 shows the influence of the window size fdBidirectional Perfect-
Shuffle MIN 4-ary 5-fljetwork configuration when applying a synthetic traffic with
a high injection rate and a packet size of 256 bytés particular, Figure 5.1 shows
latency versus simulation time for a fixed-size window with the values SW=h®, a

INotice that the network configurations, traffic patterns and injection ragssin all simulations in
this thesis are defined in Chapter 7



5.2. THE CONGESTION CORRECTION TECHNIQUES 73

4. The shaded area indicates the congestion period.
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Figure 5.1: Latency for cold-flows with different SW sizes in a BidirectlaviéN
Perfect-Shuffle 4-ary 5-fly with a high injection rate and a fixed packest=256
bytes.

We can observe that, if the window size is equal to 1, the graph SW=1npsdhe
lowest values for latency during the congestion period. However, thieosongestion
situation decreases, the network latency would never recover its (loes)dlecause
a window size of 1 does not allow all accumulated packets at origin hosisgdur
the congestion period to be consumed. As we can see, a window size WW-2]S
provides the best performance in this case. Notice that, when the netwodt is
saturated, a larger window size does not have any effect since the A@Ke at
the origin before more than 2 packets can be injected into the network. ldovesy
the network becomes saturated, packet contention arises and packdts g in
the switch queues, increasing the Round-Trip Time (RTT). In this situatitargar
window size allows more packets to be in transit through the network, thumd¢gad
to an even more congested situation. In Figure 5.1, the graph with the wiridew s
equal to 4 (SW=4) confirms this behavior.

As a result of that, we can assure that applying a static window with a fixad,va
in any situation, is not a good solution to palliate the congestion effects. Meareo
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applying a SW with a window size of one, as Renato’s proposal does ethvrk
performance can suffer a negative impact in latency depending on rketwaofigu-
ration and injected traffic.

However, if a dynamic window is applied, the window size value can vary de-
pending on network behavior. Initially, the window size will start with the maximum
value defined for the target network configuration. When congestipraap, the
window size will be progressively reduced until the minimum value of onéerian,
when congestion vanishes, the window size will gradually recover its inisikaiev
Therefore, by applying a dynamic window strategy, the window size wily -
tween the values 1 and the maximum window size defined at configuration time.

5.2.2 The Waiting Interval Insertion Technique

The Waiting Interval Insertion technique allows to reduce the injection rateim-a
gressive way by injecting Waiting Slots (WS) between two consecutivegtsckhe
size of a waiting slot depends on the vendor criteria, and it is defined attmrk
configuration time. Depending on the severity of congestion, the elapsed éme b
tween the injection of two consecutive packets will be increased or destieaAs
long as the congestion ceases, the waiting interval between packet injedtibe
decreased until disappearing.

Basically, the technique works as follows. When an origin host recaivesrked
ACK packet, it waits during a waiting slot before injecting a new packet into the
network. If more marked ACK packets are received, then more waiting witits
be inserted, thus enlarging the waiting interval. It should be noted that thaiame
of new packets is forbidden along the waiting interval. Later, when unrdakkzK
packets are received, the number of waiting slots between packet ingutithive
decreased following the defined recovering method.
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5.3 Parameters Initialization

The correct initialization of the parameters in a congestion correction taghisq
key to recover from a congestion situation and, therefore, to achielb=tt@etwork
performance.

The set of parameters to initialize includes: tMndow Sizewhich limits the
maximum number of outstanding packets per flow andwadting Interval Calcu-
lation, which defines the duration of the waiting interval and the method used to
calculate it.

The Renato’s mechanism initializes the window size with a fixed value of one for
all network configurations and traffic load and defines its waiting intervéha sum
of waiting slots in which each waiting slot corresponds to the packet transmiss
time. On the other hand, the Pfister's implementation defines a waiting slot based o
the hot-spot degree which indicates the number of sources contributirgtotidspot
traffic.

Notice that both the definition of the window size in the Renato’s proposal, and
the initialization of the waiting slots in the Pfister's implementation are not a gener-
alized procedure that can be applied to any network configuration éctigdd. On
one hand, Renato applies a fixed value for the window size regardldss oétwork
configurations, and, on the other hand Pfister, defines a waiting sletl lmasthe
hot-spot degree what is not known in a real situation.

On the contrary, due to the fact that in our proposals the initial values séthe
parameters depend on the network configuration, their adjustment isrehsingle.

In what follows, we explain the strategy followed to correctly define the iniatles
for these parameters in the congestion management mechanisms propoded in th
thesis.

5.3.1 The Window Size

A fixed value of one for the window size seems appropriate to palliate theestiog
in a general scenario, but it may negatively impact network throughpotedter,
if a severe congestion appears and packets are stopped at origintheststwork
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would not be able to consume all the waiting packets at origins when congeggio
appear due to the fact that the static window may have fixed a value smallghéhan
optimum, which depends on the network configuration and maximizes the through
put network. Therefore, it is necessary to identify the optimum value éowihdow,
referred to asv, regardless of what window-based technique is applied: static or
dynamic window.

In order to maximize network throughput, the window size can be calculated as
the number of packets from a flow that can be injected into the network ucgiMiag
the first ACK at the origin host in the absence of contention in the netwook.itS
can be established according to the minimum RTT of the packets, which depend
the network depth or number of stages. Hence, the minimum RTT can be ¢adtula
as the elapsed time between the sending of a data packet and the recepitson of
corresponding ACK packet at the origin host. Hence, the minimum RTT aeespr
the time {4.:.) required by the data packet to reach and be delivered at the destination
and the timet(,.x) required by the ACK packet to reach and be delivered at the source
host:

RTTmin = tdata + tack (51)

Let us assume a simple approach to calculate the network base latency in net-
works undercut-through switchings follows:

L
toct = h * thop + <§) (52)

whereh defines the number of network hops,, includes thet, uting (time
needed to take a decision by the routing unit and to configure the switch),the
(time needed to cross the switch), amng; (time needed to cross a link)L is the
packet length, an@ defines the channel bandwidth. Thus, theg;, andt,.. can be
defined as:
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tdata = h * thop + (%)

tack = h * thop + (%)

where Ly, and L, define the data and ACK packet lengths, respectively.
Therefore, the minimum RTT can be calculated as:

RTTpin = 2 % o typ + (LdatatFack

The optimum valuev will be imposed by the maximum number of packets that can
be sent by the source during the time interval defined byRth&,,;,,. As each packet
needs™st to be injected,w is given by:

W= —f—— (5.3)
B
ReplacingRT'T,.;» by its calculated value, can be obtained as:
wZQ*h*thop*B+Ldata+Lack (5.4)

Ldam

Analyzing the Formula (5.4), it can be observed that the value of the ssipre
(2% h x tpop * B + Lgci) results in a constar’, only depending on the network
configuration. As a result, the value of will be bounded by the maximum and
minimum allowed data packet sizes:

K + Min(Ldam)
M?:n(Ldata)

K + Maz(Ligta)
Maz(Lgatq)

>w > (5.5)

where K = (2 x hox thop * B+ Lack) and Lijota = Lhead2 + Lpayload

2Control bytes in the header of all data packets
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Next, in order to calculate as an example the optimum valjef the window
size, let us assume a 4-ary 5-fly (512 hosts and 640 switches) bidirgatietwork
topology where the number of stages is 5, imposirgwalue equal to 9. Also, let
us assume the following fixed values,,, = 3 cycles, B = 1 byte/cycle, Ly, =
22 bytes, and.;..q = 22 bytes. According to the Formula (5.&)will vary between
two limits depending oML, yi0qq- That is, if Ly 1044 t€Nds towardo, then w ~ 1,
but if L,qyi0aq tends toward zero, thew ~ 25 = 4,45 .

So, the optimab value will be bounded by the interval [1 , 4.45]. Now, assuming
in particular a fixed data payload equal2@t bytes, we conclude that the optimum

w value will be:

— K+ (Lhead + Lpayload) _ 76 + (22 + 256) _ 3754 ~1.98 (5 6)
(Lhead + Lpayload) 22 + 256 278

The calculated valu&.28in Formula (5.6) means that if the window size is ini-
tialized with a value equal to 1, as Renato’s proposal would do, the comig@san-
agement mechanism would restrict too much the packet injection at origiiis,tiv
network is able to manage a larger volume of packets, at least a 28% merefdrie,
limiting the window size to one penalizes network throughput. However, thigvalu
also points that by choosing a fixed value of window size equal to 2 woulsesa
congestion because origins hosts are allowed to inject more packets {f7@%the
network can manage. So, the window-based strategy based on a dynizchdeww
which depends on the network configuration and traffic features, septed as the
best solution because it allows us to achieve, on average, the optimunfmatbhe
window size.

5.3.2 The Waiting Interval Calculation

A wrong selection of both the duration of a waiting slot and the total numbeadf w
ing slots AumberW9 inserted between consecutive packets could cause undesirable
effects, such as oscillations, unstable performance, etc.
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The previous proposals define both parameters depending on eithesttSpbt
Degree HSD), that is, the number of sources that contribute to the hot-spot, as the
Pfister's implementation does, or a constant value that is used to regulatgtti®m
rate, as Renato’s proposal does. However, in both cases, parsiindtalization is
not a generic procedure, because it depends either on the defifiedotttern, that
is the number of hosts injecting hot-spot traffic, or is a constant value hvdauald
not be useful under other network configurations or traffic loads, ifsorder to
define a general strategy able to be applied in every network and traffiitons, it
is recommended that both parameters, the number of waiting slots and théiomiura
are based on the network configuration parameters.

For our case study, thieary n-flymultistage interconnection network, the pa-
rameterk andn define the network structure, namely the size (radix) and number of
stages (network depth) through which switches are arranged. oheréfis inter-
esting to find a relationship between these parameters and those othefitieatoe
waiting interval calculation.

In particular, the switch radix valu&) could be used to calculate thamberWs
value because it defines the maximum number of hosts connected to a switan. S
a congestion situation, this value can be used to evenly reduce the inje¢don aa
fair proportion. Additionally, the duration of the waiting slots could be basethe
RTT,,;, as itis the minimum time needed to send a packet plus to receive its ACK.

As a result, the waiting interval is calculated as follows. In the absencemsf co
gestion, thenumber_W S value should be equal to 0. When the first ACK packet
notifying congestion arrives, theumber _W S is set to the value of one. If more
marked ACK packets are received, then thenber_W S value will be increased by
a constant factor equal to the switch radky. (In particular, the current number of
waiting slots will be multiplied by thé& value every time a new marked ACK packet
is received, in order to obtain the new number of waiting sletanfber W .S,,c.,),
as shown in Formula (5.7). As a consequence, the waiting interval is daidg
(5.8).
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number W .S,cw := K* number W .S yrrent (5.7)

WaitingInterval := number W Seyrrent * RTT (5.8)

Combining both Formulas (5.7) and (5.8) with the reception of some marked
packets produces the results shown in Table 5.1.

Number of marked
ACK packets received number_ WS Waitinglnterval
after Dynamic Window=1

0 0 0

1 KO kY« RTT
2 k! k'« RTT
3 k2 k?« RTT

Table 5.1: Injection rate reduction procedure for the k-ary n-fly ndtwor

On the other hand, the maximum number of waiting slots inserted between con-
secutive packets should be bounded in order to prevent packetb&img stopped
excessively at origin hosts while network throughput is being penalizethis end,
the network parameter, that identifies the number of stages in the network, could be
used to limit the maximum number of times themberWSvalue can be increased.

To justify the use of botk andn as parameters on the waiting interval calculation
procedure, let us assume a generic interconnection netwark n-flybased on only
one switch withk ports as the one shown in Figure 5K2gry 1-fly), allowing a total
k hosts to be interconnected.
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| h-=Interconnection
B hi—~|  Network

hkT’ - hk-1

Figure 5.2: Generic interconnection network, k-ary 1-fly.

We defineh; as the host: connected to the network, being the radix vakue
the total number of hosts injecting packets into the network. Let us divideethe s
K of hosts into two groups. The sdtrepresents the group of hosts injecting 100%
uniform traffic, and the seB represents the group of hosts injecting 100% hot-spot
traffic to a single destination host. So, the $étcan be defined a& = A U B,
where AN B = ¢. If k,a, andb represent the cardinal of the sé{s A, andB,
respectively, we can state that= a + b.

Assuming that the network is working at the maximum injection rate, let us con-
sider that each host is able to inject and receive at a maximum ratbytes/cycle.

As hosts belonging to the sdtinject traffic into the network evenly distributed be-
tween all the destinations, the traffic destined to a specific destinatiomhfvtetm a
host belonging to the set will have a maximum rate of:

r,?b_ = % bytes/cycle,where;0 <i <k —1 (5.9)

On the other hand, hosts belonging to theRBemject traffic only to thehot-spot
with the maximum rate of:

rB s = z bytes/cycle.

Consequently, total injection rate toward thet-spot rﬁs, can be calculated
as:

rf{(s:a*rf}S%—b*rgS:(k—b)*%—i—b*x:
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=(1+b— %) * x bytes/cycle (5.10)

Notice that, if the number of hosts injecting towards kfwg-spotis greater than
zero ¢ > 0), the injected traffic rate is greater than the maximum traffic rate that
can be accepted by thet-spof that is, = bytes/cycle. Therefore, all the injected
traffic to thehot-spotcannot be accepted and, as a consequence, a congestion process
starts. To solve that situation, it is necessary to apply a proportionattiedwf the
injection rate from every host injecting traffic to the congested area inasuaty that
the effective traffic arrival rate towards tihet-spotdoes not exceed the value of
bytes/cycle. The reduction functighcan be derived from:

rEox f(k,b,x) = x bytes/cycle

where r&. indicates the injected traffic towards thet-spotand f(k, b, z)
is the reduction function that has to be applied to evenly reduce the inject®n ra
Therefore,

x k
f(k’b’x):(1+b—g)*x:b*(k—1)+k (5.11)

Taking into account the range bivalues ( < b < k), the expression (5.11) can
have the following border value$1, 1 |. This result means that the reduction degree
in the injected traffic depends on the number of haésisjecting toward thehot-
spot Although this parameter cannot be predicted, this function shows the maximum
reduction function that would be needed in the worst case (all the origits Ho
injecting traffic to a single destination) in order to remove the congestion sityation
while still keeping the network busy.

On the other hand, real MINs are built with more than one stage due to the limited
number of ports of current switches. This way, for the generic caseany n-fly,
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made up ofn-stages of switches with leradix, a total number ok™ hosts can be
interconnected. Therefore, its injection rate reduction funcfioki®, b, ) should
have the following border valuest, 1. |.

As the congestion root can be placed at any stage of the network anariragy
terb cannot be predicted, a fair reduction on the injection rate will requirewctimh
factor of(%) to be applied each time a validated ACK packet is received.

Based on an exhaustive study, we can affirm that by applying thistieddanc-
tion (%) n-times at most, regardless of thealue (number of hosts injecting toward
the hot-spot), it is enough to stop the worst congestion situation in time, while still
keeping the links busy. Notice that the worst case would be when the nafitests
b injecting traffic to the hot-spot i8". So, applying the reduction functic(r%g) more
thann times is unnecessary and will provoke a decrease in network perfoemasic
it is shown in the Performance Evaluation Section.

We have shown how the parametérandn, established according to the net-
work configuration, are used to efficiently calculate the waiting interval. Aaritbe
seen, the mechanism is simple, easy to implement, and only depends on the&knetwor
configuration.






Chapter 6

PROPOSED CONGESTION
MANAGEMENT MECHANISMS

This chapter describes new congestion management mechanismerttiabhe more
refined congestion detection techniques, able to discriminate flows Ebjeifor
congestion from those other that simply are affected by it, with the applicatian of
efficient set of corrective actions aimed to limit the injection rate of thosesflow
volved in the congestion tree according to their contribution degree to thgastion.

6.1 Introduction

As a result of the analysis carried out in previous chapters about fleesdlif conges-
tion detection and congestion correction techniques, next we propeteoacom-
binations of the analyzed strategies that will be evaluated later in the Perfoema
Evaluation Chapter.

The new proposals for congestion management consist of end-tceagdstion
management mechanisms based on the use of explicit congestion notificatiie. U
other approaches [76], [82], these new mechanisms are not targetagérticular
network technology, but for MINs in general. However, the propaseghanisms
could easily be applied to current standard interconnects, such @B#mfthnetwork.

85
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In particular, two mechanisms will be described.

The first mechanism, known as Marking and Validation Congestion Manageme
(MVCM) [36], [39], is based on applying the MVPM strategy to classify gaeket
flows and, therefore, to mark those packets responsible for congestion

The second mechanism, know as Input-Output Congestion Manage@&nijl
[38], is based on applying the IOPM strategy to detect congestion and kqpackets
responsible for congestion.

In what follows, we describe both congestion management mechanisnirsg pay
special attention to the set of corrective actions applied as well as thedun@cto
combine these corrective actions with the different packet marking steateg

6.2 The Marking and Validation Congestion Management
Mechanism (MVCM)

The main goal of this new congestion management mechanism is to propery iden
tify the flows responsible for congestion, in order to apply packet injeditiitation

only at the source nodes that are actually causing congestion. Furtieenpagket
injection limitation is applied with the proper intensity in accordance with the de-
tected congestion degree in the network, thus minimizing the negative efieats o
the flows non-responsible for congestion. As a consequence, thabdeanetwork
resources are evenly distributed among the devices that demand them, iigprov
network throughput.

6.2.1 Congestion Detection Technique

The congestion detection technique applied by the MVCM mechanism is based o
the MVPM strategy. Remind that this strategy warns about congestion usirgjtsv
of the packet header: Marking Bit (MB) and Validation Bit (VB). MB is seten
the number of stored packets in the input buffer of the switch surpadbesshold.
After setting MB, VB is also set if the packet arrives to an output buffarupied
more than a threshold. Although this strategy, as it has been previousiynsho
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Figures 4.11 and 4.12, is the slowest to start marking packets, due to theddegy
between the marking and validation actions. Notice that by using two bits faepac
marking, the analyzed results show that it accurately classifies the diffgpees of
flows as hot, warm, and cold.

6.2.2 Congestion Correction Technique

Following the classification shown in Table 4.2, next we present in Table &.1 th
actions assigned to each possible combination of bits. As it can beldederate
actions will be applied ovevarm-flows whereasiggressivections will be applied
over hot-flows We will refer to asAggressivehe actions performed on those flows
whose ACK packets have both bits set. On flows where packets have erliBlbit
set, we take onl\Moderateactions in order to prevent congestion expanding to the
previous switch.

The following section details the processes of reducing and recovegrigjét-
tion rate when a congestion situation is detected into the network.

MB | VB Meaning Type of Flow Action
0 0 No Congestion Cold-Flow | No Actions
0 1 Not possible
1 0 Marking Warm-Flow | Moderate
1 1 | Marking&Validation| Hot-Flow | Aggressive

Table 6.1: Actions applied by MVCM depending on the flows classification.

One of the most effective procedures to avoid congestion into a netvaork ¢
sists of reducing the injection rate of the responsible flows. To this endrap®ge,
based on the three-level packet marking scheme applied, a two levelsdieor-
rective actions at the origin hosts, that combines in an effective way witdsed
techniques with the insertion of waiting intervals.

e The first level is based on adjusting the packet injection rate by using the
Window-Based mechanisnt is based on the idea of limiting, for each flow,
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the number of outstanding packets into the network. In this case, the win-
dow mechanism is based on a dynamic window where the window size is not
fixed, allowing fluctuation between a defined maximum value (DWmax) and
the minimum value of one.

If congestion persists after the dynamic window size reaches the minimum
value of one, a second level of measures will start to be applied in order to
duce the injection rate even more by introducing a delay between the injection
of two consecutive packets. This second level of corrective actidresisd on

the Waiting Interval Insertion technique

In order to carry out the different corrective actions, we rely on #weption
of ACK packets, which allow us to correctly identify the flows and to estimate the
degree of congestion. Table 6.2 shows the corrective actions apptiediat to the
congestion level identified by the values of the MB and VB bits received GK A

packets.
MB | VB Meaning Type of Flow Action Strategy Applied
0 0 No Congestion Cold-Flow | No Actions None
0 1 Not possible
1 0 Marking Warm-Flow | Moderate DW
1 1 | Marking&Validation Hot-Flow Aggressive DW+WS

Table 6.2: Corrective actions applied by MVCM depending on the flowsifies-

tion.

Next, the corrective actions to reduce the injection of new packets anddeeare

the initial injection rate are described in detail.

Reducing the Injection Rate

There are two types of corrective actions to apply.
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1. Moderate actions They are applied tavarm-flows In this case, only the dy-
namic window size is modified. The window size is initialized with the max-
imum value of DW,,., and it is reduced by subtracting one per each marked
(MB=1,VB=0) ACK packet received. If the window size reaches its minimum
value (one) and more marked (MB=1,VB=0) ACK packets arrive, the mech
anism will keep the window size equal to one and no additional actions will
be taken. This situation will remain until a non-marked ACK packet arrives
(MB=0,VB=0). Then, the window size will be increased by adding one per
each non-marked ACK packet received until the maximum value of,RWs
restored. This way, the injection rate f@arm-flowswill be decreased during
the strictly necessary period of time, thus stopping the spreading of d@rges
tree. In summary, the dynamic window size will be adjusted into the interval
[1..DW,02].

2. Aggressive actions They will be applied when validated ACK packets (MB=1,
VB=1) are received at origins. That is, they correspond to packetsbing
to flows truly responsible for congestiohdt-flowg. At the beginning, the
mechanism reacts by reducing the dynamic window size as moderate actions
do. If the dynamic window size reduction is not enough to stop the congestion
and more validated packets (MB=1,VB=1) continue to be received, stacter
tions will be applied intended to reduce the injection rate even more. This
second level of actions starts when the dynamic window size becomegequal
one. Then, waiting slots will be inserted between consecutive injected pack
ets in such a way that every received ACK packet with both MB and VB set
will increase the number of waiting slots (multiplying the current value by the
switch radix K). In any event, the injection rate has to be reduced until a min-
imum value is reached depending on the network topology. When this value
is reached, the injection rate is not reduced further, regardless tihainy to
receive more marked packets. Keeping this minimum injection rate is impor-
tant to prevent undue message throttling. On the other hand, the receftion o
ACK packets with MB=0 and VB=0 will reduce the number of waiting slots as
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explained below. The duration of each waiting slot is assumed as the minimum
time needed to send a packet plus to receive its ACK, that is, the minimum
Round-Trip Time delay (RTT). Notice that the minimum RTT is computed in
the absence of network traffic when only one packet is traversing terie

Notice that both situationanoderateand aggressiveactions, can occur for a
given flow at the same time. That is, packets belongingaom-flowsor hot-flows
can arrive during a congestion process indistinctly. In that situation, tltbanéesm
will combine the actions previously described.

Recovering the Injection Rate

The strategy to recover the injection rate must meet the tradeoff betwemwviagh
a fast response time when congestion has finished and avoiding injectingutio
traffic when the network is still congested.

Basically, the reception of non-marked ACK packets at the origin host0/B
VB=0) will allow the recovery of the initial values of the parameters for the-co
gestion control mechanism, that is, the full injection rate. The recoveigdgeiill
depend on the value the dynamic window has reached and the waiting irstepliald
because of the waiting slot insertion. The process of recovering thiajiedtion rate
is described as follows:

1. When the first non-marked ACK packet is received, if the total waititeyval
applied to that flow is greater than zero, it will be immediately eliminated, thus
allowing for a fast recovery, but keeping the window size equal to Gmethe
other hand, if the waiting interval is equal to zero, then the recovery méesha
will act over the dynamic window, as referred below.

2. If more non-marked ACK packets arrive, the dynamic window will rezov
the initial value, that is, DW,..., by adding one for each non-marked ACK
packet received. As a result, after receiving RWY consecutive packets with
MB=0 and VB=0, the full injection rate will be available (i.e., one packet for
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removing WS and DW,...-1 packets for restoring the dynamic window size at
its maximum value).

3. Inorder to speed-up even more the removal of the corrective aetiozrs con-
gestion is no longer detected, all parameters (Dynamic Window and Waiting
Interval) will be immediately set to their initial values if an origin host injects a
packet into an empty injection queue. The reason is that, if a host temporarily
stops injecting packets, then it no longer contributes to congestion. Mareov
if no data packets are injected, then no ACK packets will be receivedcd{en
although this host is not generating congestion, it will not be able to quickly
recover the initial values of the parameters, which may penalize the network
throughput. Consequently, when this situation occurs, the parametersicon
ling the corrective actions applied for this flow will be reset by setting DW =
DW,,.... and WS = 0. With this actions, we get an immediate recovery of the
injection rate.

Therefore, as can be seen, the proposed mechanism takes ceragtitbns im-
mediately against serious situations that could cause congestion in thelndtioar
ever, if congestion takes place only during a brief period of time, regdseiso very
fast. As a consequence, the mechanism should not penalize the neesfatkmance
in the absence of congestion.

6.3 The Input-Output Congestion Management Mechanism

As it has been seen, the Marking and Validation Congestion Manage memamsm
presents a well-structured set of techniques for congestion detectised lon the
MVPM strategy, and a congestion correction technique, based on a DWiced
with WS. However, because the MVPM strategy presents a dependehegdn
marking and validation actions, it may introduce a certain delay in detecting and
applying corrective actions when a congestion situation arises. In targeovide an
early congestion detection and analyze how it could affect the netwoitrpegnce,
a new congestion management mechanism, referred to as Input-Outpyesiion
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Management (IOCM) mechanism and based on the IOPM packet markatggstr
which decouples both marking actions, is presented.

6.3.1 Congestion Detection Technique

The IOPM strategy applied, as was proposed in section 4.2.4, enables-la\iel
scheme of marking actions. According to it, we can define the following levels o
corrective actions. Table 6.3 shows the four combinations.

MBin | MBout Meaning Type of Flow Action
0 0 No Congestion Cold-Flow | No Actions
0 1 Marking at output buffef Warm-Flow | Moderate
1 0 Marking at input buffer| Warm-Flow | Moderate
1 1 Marking at both Hot-Flow | Aggressive

Table 6.3: Actions applied by IOCM depending on the flows classification.

As can be observed, the bits combination, MBin=0 MBout=1, corresptmds
packets which have crossed a congested output buffer but didasstany congested
input buffer. This means that the referred packets are not contribatitihgg moment
to spread congestion. As a consequence, in order to balance thetiwereetions
applied, we classified these flows Warm-Flowand impose moderate actions to
carry out over the injection rate of these flows.

6.3.2 Congestion Correction Technique

The IOCM mechanism will basically maintain the same scheme of corrective action
applied by MVCM, but it will be extended according to the new capabilitiesrefi
by the applied packet marking strategy.

Table 6.4 presents the corrective actions applied by IOCM depending dlows
classification.

As it is shown, if an origin host receives an ACK packet marked only eithe
input (MBin=1 and MBout=0) or output (MBin=0 and MBout=1) buffecsrrective
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MBin | MBout Meaning Type of Flow Action Strategy
0 0 No Congestion Cold-Flow | No Actions| None
0 1 Marked at out-buffef Warm-Flow | Moderate DwW
1 0 Marked at in-buffer | Warm-Flow | Moderate DwW
1 1 Marked at both Hot-Flow Aggressive| DW+WS

Table 6.4: Corrective actions applied by IOCM depending on the flowsifitzgion.

actions will be applied only over dynamic window in order to stop the onsebif ¢
gestion. But, if a marked ACK packet is received with the value of MBin=M4,
then aggressive actions will be applied, that is, dynamic window plus wailtirg} s
in the same way as they were applied in MVCM.

Referring back to the example given in Figure 4.5, according to the |ORd# str
egy, both hostsx(andy) would receive the ACK packet with MBin=0,MBout=1 and
MBin=1,MBout=1, respectively, which means that both hosts have to etthedr in-
jection rate. Hosk will reduce the size of the dynamic window, whereas hostll
act over dynamic window and later increase the waiting slots. Notice that, gtthou
hostx will apply corrective actions, it will not actually affect its injection traffidea
if this rate is not enough at the moment to contribute to spread the congestion. In
contrast, by applying the MVCM mechanism, corrective actions on flowmill be
only applied after surpassing threshold at the input buffer and belidated at the
output buffer.

The early detection of that situation allows us to anticipate the application of cor-
rective actions, moderate initially, on those flows that could later becomensifie
for congestion. This would be the case of flgywhich will fill the output buffer
before starting to fill the input buffer.

6.4 Avoiding the Head-of-Line Blocking at Origins

Applying the FIFO technique at the injecting queues of the origin host, the HOL
blocking phenomenon could appear if a packet is stopped at the head ghi¢hie
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avoiding in this way the advance of the rest of the packets at the queigcduid
aggravate the network performance if a queue is shared with packedtetatg dif-
ferent destinations. In order to eliminate this HOL blocking phenomenon atrthe
gins and correctly evaluate the proposed congestion management methdini,

we assume a Full Virtual Output Queue (FVOQ) technique at the NICs e

host. Next, in order to improve the scalability of the mechanisms we propose and
evaluate some alternative structures, that is a Partial Virtual Output (B&M@EQ)

and a Shared-Buffer (SB) techniques.

6.4.1 Full Virtual Output Queue Technique

If packet injection were carried out through a simple output queue, assequence

of the application of corrective actions when congestion is detectedsdzenging

to hot-flowsstopped at the head of the buffer due to the reduction in the injection rate
would prevent the advance of the packets belongiraptd-flows To solve the HOL
blocking problem referred above, the most effective solution is to peoideparate
output queue for each packet flow, that is, applying a FVOQ technique.

The FVOQ implementation defines a number of queues equal to the number of
destination hosts and with a queue size that depends on the maximum value for th
DW size. Each origin host generates packets, classifying and storingitha dif-
ferent queue depending on their destination host. The number of pabkétsan
be stored in a queue is equal to the DW size, thus limiting the outstanding packets
per flow. Each time an ACK packet arrives at the origin host, the firdeburd the
corresponding queue is released, allowing to store another data paokée queue.
Notice that the queues are under the FIFO policy. Figure 6.1 shows th@BW#Oc-
ture.

The main drawback of the FVOQ implementation is that is not scalable. De-
spite the fact that FVOQ completely eliminates the HOL blocking phenomenon at
the source nodes, the required storage space depends on the ntiddstmations,
increasing proportionally with the number of hosts. The solution could bepéaisle
for small system sizes, but in systems with thousands of nodes the memogreq
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Figure 6.1: The full virtual output queuing technique.

ments would be quite significant.

Therefore, the FVOQ technique should be replaced by an alternativieamiem
able to significantly reduce the storage requirements (preferably, itslsizddsbe
independent of the number of hosts) without penalizing network perfaecenadNotice
that using a buffer organization different from FVOQ would also meatretexy flow
no longer has a dedicated queue to be stored, which could provoke tegtenethe
appearance of the undesirable HOL blocking effect. Two alternatipeoaphes will
be considered. One of them will consist of the use of a PVOQ techniguereas
the second one will involve the use of a SB technique. Both approach#éstesome
pros and cons, which we attempt to analyze in more detail in what follows.

6.4.2 Partial Virtual Output Queue Technique

The PVOQ technique consists in using a number of queues at the netwafladete
of the source hosts smaller than the number of destination hosts. In parttbelar
number of queues could range from, at least, two queues up to the nufriizst®
minus one. Therefore, the storage space could be significantly redoeesiming
independent of the number of hosts, considerably improving the scalalfilityeo
mechanism. However, when using a number of bounded queues, padketssed
to different destination hosts will have to share the same queue, mayhbegBGL
blocking, which could affect network performance, in particular the ket the
cold-flows. Notice that the first packet from the head of the queue igyah\whosen
to be injected into the network. Therefore, the key issue is to reduce theemumb
of queues as much as possible without affecting network performancmucb.
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The method used for mapping packet flows to queues is based on the til@stina
address. Some bits of the destination address indicate the queue to plaaekibie p

In particular, we usenodule mapping70], where the queue selected to map the
flow is obtained by applying the module operation to its destination addressa As a
example, for a network configuration of 512 destinations and 16 quéuwedgour
least significant bits of the destination identifier (9 bits) indicate the queue tdlmaap
flow.

Array of
counters

—
—»|Network

Packet Packet
generation injection

Figure 6.2: The patrtial virtual output queuing technique with an arrapohters.

Additionally, in order to bound the number of outstanding packets when a DW
mechanism is applied, as it is the case of MVCM and IOCM, the queue size is im-
posed by the DWmax value. However, notice that it is not required to sternghble
packet until its corresponding ACK has been received (remember thatsaume
a lossless network). It is enough to remember how many packets of the dev h
been injected. Thus, in order to reduce the amount of storage resaizeeeven
more, an array of counters can be used to control the number of outgiaatkets.

The counter range is imposed by the DWmax value in application of the comecti
measures. This way, just one buffer can be dedicated per queue willistore the
packet that could not be injected into the network due to the maximum couihter va
was achieved. We assume this implementation in the PVOQ technique as shown in
Figure 6.2. Notice that the number of destination hok}sq larger than the number

of dedicated queueg); For each flow, its associated counter is increased each time
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a packet belonging to it is injected into the network from the queue, whéréas
decremented when the ACK packet is received. Notice that the size obtimder
array & * round[logs(DWa. + 1)] bits) is not significant with regard to the space
occupied by a single packet.

6.4.3 Shared-Buffer Technique

The SB technique is an alternative solution to reduce the storage requisesiémne
network interfaces of the origin hosts. It is based on dedicating a fixtdrlgize

regardless of the system size and traffic load, so also contributing to impinev
scalability of the congestion management mechanism. It works as follows.

Array of
counters

0

iy

®—> Séheged — [Network
Packet utter Packet
generation injection

Figure 6.3: The shared buffer technique with an array of counters.

The origin host generates packets and stores them in a Shared-g&Bjepro-
vided there is free space. The mechanism chooses the most approaciket fpom
the SB to be injected into the network depending on the time when the packets were
generated and the number of outstanding packets per origin-destinatiobye to
the fact that the SB is limited, its size has to be defined large enough to enayre th
in a congested situation, the SB has enough free space to store thosts yeloise
injection rate is not affected by the corrective actions applied by the stinganan-
agement mechanism. This waypld-flowscan continue to inject packets into the
network while packets destined to a congested area remain stored in thedugfto
the applied corrective actions. Moreover, as the corrective actiqgriedmre based
on a DW, it is also needed to control the number of outstanding packetsigiar-o
destination pair. Therefore, a counter per destination host is requicedento track
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the number of outstanding packets belonging to every flow. Figure 6.3sstiisv
implementation.

Once a packet is injected into the network, its occupied space in the SB is imme-
diately released, remaining available for any other generated packeting flow.
As in the case of the PVOQ technique, if the buffer size is not large endhgh
injection of packets belonging tmld-flowscould be delayed. This would cause an
increase in their latency. Again, the key issue is to minimize the buffer size withou
negatively impacting network performance.



Chapter 7

EVALUATION MODEL

This chapter describes the methodology used to evaluate all the contributiade
in this thesis. Firstly, we describe the different methods that can be usedito e
uate a system. Secondly, the assessment method used and the neqgraradters
are explained. Finally, the simulated topologies and the applied traffic patams
described.

7.1 Evaluation Methods

The evaluation of a system can be accomplished in several ways [52]:

e Measuring a real system: This method provides real results from theatedlu
system. However, it requires the real system to be available, which in most
cases is expensive, or simply not available. This method is not used in this
thesis.

e Evaluating an analytical model: This is the cheapest alternative and psovide
results in a short time. However, these results are less accurate than other
methods. Therefore, this model is not used in this thesis because we need a
high level of detail in the model to obtain highly accurate results.

e Evaluating a simulated system: This is the most common process to evaluate
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a system. Simulation tools provide great versatility and are ease to use. Using
simulation tools may exhibit benefits but also inconveniences. Next, a list of
benefits are enunciated.

— Most complex real-world systems with stochastic elements cannot be ac-
curately described by a mathematical model and be so evaluated analyti-
cally. Thus, simulation is often the only possible way of investigation.

— Simulation allows to estimate the performance of an existing system un-
der the own projected set of operating conditions.

— Alternative proposed system designs (or alternative operating polaries f
a single system) can be compared via simulation to see which of them
better meets a specified requirement.

— In a simulation we can maintain much better control over experimental
conditions than would generally not be possible when experimenting with
the real system.

— Simulation allows to study in a short time the system running for a long
time (e.g., an economic system), or alternatively a detailed study of a
system running in a short period of time.

On the contrary, the problem of this method is the large required time to de-
velop the simulation model, which must be a “valid” representation of the sys-
tem under study for providing confidence simulation results, and also the time
needed to run simulations and obtain results with regard to real systems.

In this thesis we have obtained all the results by applyingsthmilated system
methodas it is versatile, simple to use, and allows many simulations to be run in
parallel, thus speeding up the research.

7.2 Simulation Tool

To perform these simulations, we have used one of the general-pumpae®nnection-
networks simulators developed by the GAP research group and aebpiup-
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INITIALIZATION Set simulation clock=0

Initialize system state and statistical counters.

ROUTINE Initialize event list.

TIMING ROUTINE

Determine the next event type, i

Advance the simulation clock.

MAIN PROGRAM
EVENT ROUTINE i

Update system state.

Update statistical counters.

Add general future events to the event list.

J

Simulation over?

lYes

REPORT Compute estimates of interest.
GENERATOR Print report.

Figure 7.1: The structure of the discrete-event simulation model used.

graded with new functionalities, in order to evaluate the different prdposa

Figure 7.1 shows the basic structure of the discrete event-driven simuiatidel
applied by the simulation tool used in our study. The simulation begins with the ini-
tialization routine, where the simulation clock is set to zero, the system stateeand th
statistical counters are reset, and the event list is initialized. Then, the timitigeo
is called to determine the next event to process. As an example, we cahsichext
one as the everit The simulation clock advances to the time in which the event
will occur. Then, the event routinas called, where typically three types of activities
occur: (1) updating the system state to account for the fact that ah evgrpei
has occurred, (2) gathering information about system performancgdsgting the
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statistical counters, and (3) computing the future events due to the accomgrtish
of the current event (this information is added to the event list). Afterggsiog the
event, the simulator checks if the simulation process has finished (reackimeg a
stamp or a certain number of processed messages). If so, the statistitsrgred
and the process finishes.

7.3 Simulator Features

There is a set of parameters (Input Parameters) to be defined in theimteotion
networks simulator used in this thesis. These parameters enable the simulalifen of
ferent network configurations under different workloads. As altes the simulation
process, a set of measures (Output Parameters) is obtained.

7.3.1 Input Parameters

e Design parameters of the network: Tirgtwork topology used (Multistage In-
terconnection Networks), trevitching techniqueapplied (Virtual Cut-Through),
links (Unidirectional or Bidirectional), theouting algorithm applied (Deter-
ministic), thenumber of virtual channels defined (one), thaput and output
buffer sizes and thedelay times(Routing, Switch, and Link).

o Traffic load parameters: Thalistribution of packets destinations(Uniform,
Hot-Spot), thepacket size(fixed or variable), and thgeneration rate

Some of these parameters have a specific value depending on the evatoation
tions. Therefore, their values will be indicated for each of the casasdy analyzed
in Chapter 8.

7.3.2 Output Parameters

There are a large number of output results that the simulator offers usdssathe
analyzed mechanisms. From the set of offered results, we use the fajlones,
and classify them in primary or secondary depending on their relevance:
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e Primary: Thenumber of packets(the nhumber of generated, injected, and re-
ceived packets, and the packets pending at origins or stopped in therkgtw
thethroughput network (amount of information delivered by the network per
time unit),average latency(it is interesting to know the average time needed to
cross the interconnection network from the origin to the destination nade),
erage latency from generation timgit informs about the average time needed
from the time the packet is generated at the origin node until it completely ar-
rives at the destination node).

Notice that all the results shown in this thesis are based on latency from gene
ation time because working with network latency could be misleading. Let us
take for example a network where a set of hosts restrict too much the injection
rate of some flows as a result of a congestion notification. Then, the global
network latency obtained will be reduced, but maybe the throughput vioeuld
also reduced due to the fact that network is becoming idle. That is, too much
restriction on the injection rate could cause idle channels. On the contrary,
latency from generation considers the extra time suffered by packet® due
congested network. In other words, a high value of the latency frorargen
tion would mean that larger buffers are needed to avoid a buffer owedied
therefore that the application crashes. Anyway, the latency valuesdshotu

be analyzed alone, but in combination with throughput.

e Secondary: The average occupancy queues (To detect a possilglestion
situation).

7.4 Traffic Load Models

Once the simulation system has been developed, we have to define theldeadfic
which has to be applied in order to get results with different situations dfcraf
There are different models of traffic load:

e Traces: In a real system, we can easily get trace files. Basically, these fi
contain information from the traffic generated by real applications, that-is,
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formation about the origin and destination nodes, the time when the packet was
generated and the size of packets. Next, these files are loaded into the simu-
lation system to simulate a real traffic load. The problem with this method is
that it is dependent on many factors so that, when the trace files are ajplied

a different system, it could not reflect the real network performance.

e Synthetic Traffic: This is the most used traffic load in system evaluations with
simulator tools because it allows to evaluate the network in the most generic
way. Traffic flowing through the network is generated from a prededfiradfic
pattern. We evaluate the complete range of traffic injection rate, from lovsleve
up to saturation point. The typical traffic distributions used are: uniforch an
hot-spot. Each one has a different distribution of packet’s destinati@xt, N
we describe them:

— For uniform traffigc each source end node sends packets to all the desti-
nations with the same probability. This pattern of communication is the
most widely used in other jobs [23], [18], [15], [32], [1], [40].

— For hot-spot a percentage of the source end nodes inject traffic to the
same destination, whereas the rest of origins inject traffic to random des-
tinations (i.e.uniform traffic). This traffic pattern allows to model the
situation when one or more end nodes (a disk server, for instance) are
frequently accessed by the remaining origins.

In this type of traffic load, the time to inject a packet and its size have to be
defined in order to obtain different injection rates. The synthetic traffiasy e

to generate, but could not fully model the traffic load in a real system. So,
in order to get valid results, a large humber of simulations has to be run and
analyzed.

To evaluate the proposed mechanisms in this thesis, we will use mainly synthetic
traffic. However, in a few cases we will apply different traces pradittem real
systems in order to validate their performances.
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7.5 Experiments

In this section we describe the selected parameters for the simulator, thé tyadfo
load applied and the experiments run.

e Performance indices: The most important measures to evaluate the network
performance arsimulation time number of injected packets per origin ngde
latency andthroughput Latencyinforms about the time needed to deliver a
packet at the destination node, whertd@sughputreports about the accepted
traffic. Simulation timeandlatencyare measured in cycles, wherghsugh-
putis measured in bytes/cycle/sw. Notice that, sw refers to the switches with
source hosts connected to them (i.e. the switches of the first stage).téris in
esting to know theanumber of injected packets per origin noiteorder not to
create an unfair traffic load that could provide inequitable results.

e Evaluated topologies: The presented results in this thesis have been dbtaine
by simulating the following topologies:

Unidirectional Multistage Interconnection Networks (UMIN)

— Butterfly network 4-ary 4-fly (256 hosts)

— Butterfly network 8-ary 3-fly (512 hosts)
Bidirectional Multistage Interconnection Networks (BMIN)

— Perfect-Shuffle network 4-ary 3-fly (64 hosts)

— Perfect-Shuffle network 4-ary 5-fly (512 hosts)

— Perfect-Shuffle network 8-ary 3-fly) (512 hosts)
Figure 7.2 shows two examples of networks used in our study, but with re-
duced dimensions in order to fit the diagram in this space. In particular, Fig-

ure 7.2a) presents a Unidirectional Butterfly 2-ary 3-fly network, and Figure
7.2(b) shows a Bidirectional Perfect-Shuffle 2-ary 3-fly network.
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(a) Unidirectional Butterfly 2-ary 3-fly (b) Bidirectional Perfect-Shuffle 2-ary 3-fly
Figure 7.2: Samples of used networks.

The interest in analyzing topologies with a different number of stagesnd
different values of radixk, is that, by varying these parameters, the perfor-
mance of the proposed mechanisms for the congestion management could
change. So, in order to ensure the proposed mechanisms work coureaddyy
different scenarios, it is necessary to simulate different configuragomorks.

e Evaluated Packet Sizes: Simulations have been carried out with diffdment
packet sizes. Depending on the network configuration, we have esadid
both fixed payload of 256, 512, and 1024 bytes and variable payldagi$ o
up to 512 bytes. In all the configurations, 22 bytes for the header reem b
assumed. Moreover, the ACK packet size is 22 bytes for all the caseseT
packet sizes have been assumed following some standard specsiBaihfin

e Switch design parameters: For the delay times (Routing, Switch, and Link) a
value of one cycle for each parameter has been assumed. The inputtaod
ports of the switch have 1kB buffers associated. In particular this tbsitte
is assumed when the simulated packet size used is 256 bytes. For the rest of
packet sizes, that is, 512 and 1024 bytes, a buffer size of 2kB aBddke
been assumed for the fixed packet size respectively, and a buffeofs2kB
for the variable packet size.

o Traffic load: As it is commented before, both a synthetic traffic pattern and
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a traffic load based on traces are used to evaluate the proposed merhanis
In particular, for the synthetic traffic two destination distributions have been
applied. Notice that, depending on the study case, these distributions have
been applied either in isolation or combined in a certain ratio, as will be shown
in Chapter 8.

— Uniform distribution In this type of distribution, the destination host is
chosen randomly from all hosts on the network.

— Hot-spot distribution In this type of distribution, the destination host is
always the same host for all the generated packets.

Basically, the traffic load used in this thesis is composed of two differenstype
of flows, that is, flows injecting uniform traffic and flows injecting hot-spot
traffic. In particular, all network configurations dedicate the 80% of idjio
hosts to inject uniform traffic while the remaining 20% inject hot-spot traffic.
Hosts injecting hot-spot traffic have been uniformly chosen between tHe tota
set of origin hosts. It first generates packets according to a unifatnidition

of destinations, and when the network becomes stable, then it createsfohot-
into the network.

Additionally, a traffic load based on traces have been applied. In oerafas
study, we have worked with traces from message passing interfacesttidP
allows computers to communicate with one another in clusters and supercom-
puters. In particular, the traces used in our study are from the applisation
DL_POLY [29] and CPMD [21]. DLPOLY is a general purpose software for
the study of the classical molecular dynamics process, and CPMD is a soft-
ware which implements the density functional theory, particularly desigrred fo
molecular dynamics. Both traces have been simultaneously run in order to
stress the traffic network even more. The process followed was, fistiy;

ject the traces from the CPMD application and to keep injecting packets from
this pattern throughout the simulation time. Secondly, when the network status
became stable, the traces from the_BOLY application were then injected.



108 CHAPTER 7. EVALUATION MODEL

From that moment, the network performance is traced.

7.6 Parameters of Analysis

We have based our analysis on two basic performance parameters, Hat@ety
andthroughput In particular, these parameters have been analyzed under certain
conditions, that is, under network saturation and congestion. This allde firsd

out if the Congestion Management Mechanisms (CMMs) analyzed are abig to
improve the network performance under a congestion situationii ptitky do not
affect network performance in the absence of congestion.

C(High)

Latency

/{ai;\;)// b(Medium)

Injected traffic
Figure 7.3: Analysis points depending of the traffic load.

In order to analyze the behavior of the system, we have defined threts pbin
analysis such as shown in Figure 7.3. They represent the achievedyldtera
given injected traffic into a network. These three poirtd(Q allow us to analyze
the network performance with a low, medium, and high traffic load, resgdgtiin
particular, the point; presents the network performance when the network is near the
saturation point but not in the saturation situation yet. In this three pointalysis,
we take samples of the system and represent the latency and throughputhe

simulation time.
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To obtain valid results, it is necessary to define a transitional period of diomla
in which the network performance is unstable. Once the system readiaédeastate,
we can take samples for the analysis. This period of instability dependsthwaorke
size and injected traffic. For each case of study the duration of the trangéiiod
is described in the Performance Evaluation Section.






Chapter 8

PERFORMANCE EVALUATION

In this chapter, we evaluate in depth all the congestion management mgetsgpro-
posed in this thesis. In addition, a comparative analysis with respect to éwiopis
proposals is made.

8.1 Introduction

After proposing two new a new congestion management mechanisms, twabakic
yses have to be carried out to validate the new proposal. The main goalhiedh ¢
if the mechanisms are able to effectively reduce the negative effectscchus con-
gestion situation. Firstly, the performance of the new proposal with differetwork
configurations and under different traffic loads has to be comparedtégthesults
when no congestion management mechanism is applied. The second stepnis to ¢
pare the mechanism performance to the ones achieved by previous@ip®his
second analysis is intended to verify whether the proposed mechanismislarnte
improve the results achieved by the latter ones.

Following this evaluation method, in this section, first, we show in detail a com-
plete analysis of the MVCM mechanism with different network configuratemmcs
under different traffic loads. Next, a comparative analysis betweekltHeM per-
formance and the previous proposals, (Pfister's implementation, andd®epin-

111



112 CHAPTER 8. PERFORMANCE EVALUATION

posal) is carried out. Additionally, the IOCM proposal has been addedstarthlysis
in order to find out which packet marking technigue achieves better rasuiffer-
ent environments, under the same conditions (network configurationadfid ivad).
In particular, this comparative study focuses on a global analysis ofaihgestion
management mechanisms such as they were originally proposed.

Next, in order to explain the behavior of these mechanisms, a more detailed ana
ysis of the influence of the different strategies applied for packet mgrkongestion
detection, and congestion correction is presented. In particular, tHisaaresents
the results of the impact of applying the different packet marking schelRés, (
RPM, OPM, IOPM, and MVPM), the window-based schemes applied (dicvand
static window), the corrective actions scheme defined, the effect dfingm WS
limitation, and the impact of applying a recovery scheme (progressive or imteed
recovery), such as they were defined in Chapters 4 and 5.

Finally, an analysis of the three techniques to eliminate the HOL-blocking phe-
nomenon by classifying generated packets at origins, that is, Full Viugbut
Queue, Partial Virtual Output Queue, and Shared-Buffer, suctoaeged in Chapter
6, is presented. Additionally, a study about the storage requirementslobétarna-
tive is done.

8.2 The MVCM Proposal

8.2.1 Performed Analysis

In this study, a large set of results from several network configursitmial different
traffic rates have been evaluated and analyzed. In particular, perice results for
the Unidirectional MINs (UMINs) Butterfly 4-ary 4-flgnd 8-ary 3-fly, and for the
Bidirectional MINs (BMINs) Perfect-Shuffle 4-ary 3;frary 5-fly and8-ary 3-fly
are shown. Notice that these network configurations have been dnaseler to find
out if the MVCM mechanism behaves in the same way regardless of the saftich r
and the number of network stages. Additionally, all these network coafigns
have been evaluated witlow, Medium andHigh injection rates.



8.2. THE MVCM PROPOSAL 113

The traffic patterns applied are based on synthetic traffic. Basically, #ffectr
load is composed of two different types of flows, that is, flows injectingauniftraf-
fic and flows injecting hot-spot traffic. Table 8.1 shows the synthetic trpffitern
applied to all these network configurations. In particular, in all networkigara-
tions an 80% of all origin hosts inject uniform traffic while the remaining 20%cinje
hot-spot traffic. Hosts injecting hot-spot traffic have been uniformlysehcamong
the total set of origin hosts. As shown in Figure 8.1, it first generatdsspgeaccord-
ing to a uniform distribution of destinations, and when the network becombele sta

then it creates a hot-spot into the network.

Network Traffic pattern

#Sources Destination
80% Uniform
20% Stop-HotSpot-Stoy

Table 8.1: The synthetic traffic pattern applied in the MVCM analysis

Uniform i Unif+Hot-Spot Uniform _
c N
L o b
- \
i
2 hd
[0
©)
B * . . »
i Hot-Spot Hot-Spot Qi i
Generation Packet i Slml.J|atI0n
4—?4 Reception ! Time
Unstable Simulation

Figure 8.1: Graphic diagram of the applied traffic pattern, based on spobtraffic.

Basically, hosts that send uniform traffic continue injecting packets duhieg
whole simulation, and hosts that generate hot-spot traffic remain inactiitehen
first 50,000 packets have been completely received at the destinatits Wwhsch
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makes the network performance stable. Next, they start generating & pathe
ets from each origin host with the same injection rate as that of the other hosts,
addressed to a single destination host (the hot-spot). Later, when estdiels com-
pleted the generation of the hot-spot packets, they stop generating rswNotice
that simulation finishes after all the packets belonging to the hot-spot tredfimoan-
pletely received.

In order to analyze the real effect of the mechanism over the difféyees of
flows in the network, botleold andhot-flowshave been separately traced in all sim-
ulations.

8.2.2 Parameter Initialization

First of all, to evaluate the MVCM proposal, it is hecessary to initialize preshjou
its configuration parameters with the correct values. As described inisedti® and
5.3, the correct initialization of those parameters is key to achieve a goodnisch
performance and, therefore, to reach the best results. In what &llwes describe
the process followed to initialize correctly the different parameters of théamem,
that is, the buffer thresholds, the window size, and the waiting intervaliedicn
values.

o Buffer Threshold: To define the values for the input and output biffeesh-
olds, we have calculated the average buffer occupancy under tsewaking
conditions under a well-balanced traffic, that is, when a uniform traftid
bution with an injection rate near the saturation point is applied. With this
traffic load, we try to stress the network by reaching performance valass
to the saturation point, thus obtaining the maximum values for the buffer occu-
pancy that can be achieved with a uniform traffic load. To obtain valid sample
for the analysis, it has been necessary to start the simulation and to wait for
stable period. After this transitional period, the simulator takes some samples.
Figure 8.2 shows the results of our simulations.
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Figure 8.2: The average occupancy for the input and output bufberdifferent

network configurations and packet lengths.

The analysis was carried out with all the network configurations evaluated
this thesis, that is th&MINs Butterfly 4-ary 4-flyand 8-ary 3-fly and the
BMINs Perfect-Shuffle 4-ary 3-fly, 4-ary 5-tind 8-ary 3-fly Additionally,
different packet sizes have been tested, that is, fixed packed $i286,512,
and 1024 bytes, and variable packet sizes between 64 and 512 byt{est- |
ticular, these packet sizes have been chosen with the purpose of augripar
results with those achieved by the current proposals for InfiniBandthese
packet sizes, the buffers were defined with a size of 1, 2, and 4 kdadif-
ferent fixed sizes of 256, 512, and 1024 bytes, respectively, &Rifdr the
variable size, in order to keep constant the ratio between the buffengizba
packet length. Notice that the occupancy at both input and outputrbuifere
separately traced. In particular, the occupancy for every input aipdibbuffer

has been checked every 1,000 cycles during all the simulation, thus oftainin

an average result at the end of the simulation process.

As it can be seen in Figure 8.2, we have obtained, on average, aramoyupf
about 66% and 33% of the input and output buffer capacity respbgtiveall
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the packet sizes and network configurations analyzed. These rdkwitsiato
choose the initial values for the thresholds which are the responsibletierted

ing a congestion situation. So, as a result of that, we have assumed the value
of 66% and 33% of the buffer capacity for the input and output buffespec-
tively, in all the simulations conducted in this thesis. Notice that, although the
obtained results for buffer threshold are similar in every configuratitwar&
analized, it will always depend on the buffer and packet size assubiaa-

ever, the most important thing is that the process applied to calculate the buffe
threshold is simple and effective.

Window Size: In order to initialize the dynamic window value for the different
network configurations analyzed in this thesis, let us apply the theordtick s
shown in section 5.3.1 to the largest and smallest network configurations (in
number of stages) simulated, that is, B®IN 4-ary 5-fly and theUMIN 8-

ary 3-flyconfigurations, respectively.

For theBMIN 4-ary 5-fly the calculated dynamic window values for the small-
est (256 bytes) and the largest (1024 bytes) packet sizes by apphgrigr-
mula (5.6) are:

_ K+(Lhead+Lpayload) __ T6+(224256) _ 354
w256 = (Lhead+Lpayload) - 224256 278 ~ 128

K+(Lhead+Lpayload) _ 76+(22+1024) _ 1122 ~ 1 07

w1024 = (Lhead+Lpayload) B 2241024 1046

where the value of thé( constant is equal t2 = h x ty,, * B + Lye) (S€€
section 5.3.1).

In order to check this theoretical values, we have obtained some simulation
results. Let us assume a uniform traffic distribution destination with an in-
jection rate near the saturation point and with the two different fixed packet
sizes. In these scenarios, we have obtained window sizes with valués of a
leastw,s; ~ 1.4 andw) gy, ~ 1.27 packets for packets of 256 and 1024 bytes,
respectively. These values have been obtained by calculating thgewena-

ber of outstanding packets per flow during all the simulation time. Notice that



8.2. THE MVCM PROPOSAL 117

a large number of samples have been taken during all the simulation time in
order to calculate the average value.

As the calculated values in the absence of contentionuagge = 1.28 and
wip24 = 1.07 packets, and the ones achieved by simulatiomég@ =14
andw) g,y = 1.27 packets, respectively, the correct window size to be chosen
should bev = 2 in both cases, which is the nearest integer value which does
not penalize network throughput as a smaller value would do. Notice that
the w’ values are slightly larger than the theoretical valuebecause some
contention appears in the network. Larger values for the window sizecdre
useful when the network is not congested, but allow to inject more paicitets
the network when congestion appears and packet latency increasssning

the congestion situation.

Next, we analyze the dynamic window size for thiIIN 8-ary 3-fly, with the

same conditions described in section 5.3.1 and evaluating both packet sizes,
that is, a fixed data payload equal2a6 and1024 bytes. We obtain that the
optimumw values are:

— K+(Lhead+Lpayload) _ 40+(22+256) _ 318
w256 = (Lhead+Lpayload) - 224-256 — 278 ~ 114

_ K+(Lheadt+Lpayload) _ 40+(2241024) _ 1086
wi024 = (Lhead+Lpayload) ~ 104

22+1024  — 1046

Again, let us assume a uniform traffic destination distribution with an injection
rate near the saturation point in both cases. With this configuration, we have
obtained a window size at least with a value.gt, ~ 1.2 andw; gy, ~ 1.09
packets for the data payload equalt® and1024 bytes, respectively. There-
fore, the correct window size to be chosen will be agais 2 in both cases.

As a result of all of that, we will apply a dynamic window with a value of two
in all the network configurations evaluated in this thesis, as a smaller or larger
value will penalize over or under the packet injection.
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e Waiting Interval Calculation: As a result of the analysis shown in section 5.3.2
where it was studied that the parameteandn from the network configura-
tion (k-ary n-fly) can be used to efficiently calculate the waiting interval in
multistage interconnection networks, we will apply the proposed method for
all the network configurations evaluated in this thesis. Remember th&k, the
parameter indicates the value to reduce the injection rate by dividing the cur-
rent injection rate each time a validated ACK packet is received, whereas th
parameter limits the maximum number of reductions that can be applied.

8.2.3 Evaluation Results

In order to check if the MVCM proposal is a proper alternative to redheeun-
desirable effects caused by a congestion situation, first we analyzepih Hew
the congestion management mechanism reacts against a congestion siteatie c
in a BMIN Perfect-Shuffle 4-ary 5-flgetwork. Different injection rates have been
checked, (low, medium, and high injection rate) when applying the syntheffic tra
described in Table 8.1. In particular, we analyze this network configuragoause
its size is big enough to analyze all the effects caused by a congestion situédio
tice that, although other network configurations are evaluated in ordenfmrodhe
mechanism performance, this network configuration will be the one usethipza
and compare later the MVCM mechanism with respect to the other currgrisats

in the same working environment.

Next, we will also analyze other network configurationsBaINs Perfect-Shuffle
4-ary 3-flyand8-ary 3-flyand theUMINs Butterfly 4-ary 4-fland8-ary 3-fly, also
with different injection rates, in order to validate that the proposed meahagts
good results regardless of the network configuration and traffic loadséfyarately
analyze latency and throughput resultsdotd andhot-flows Notice that, instead of
using network latencies, we calculated latencies from generation time in alhthe s
ulation results presented in this thesis. The reason is that, although réeatpps
would stop generating packets when packets cannot be injected into trerkaswa
consequence of congestion, working with network latency could be misgpaldet
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us take, for example, a network where a set of hosts restrict too muchj¢letidn
rate of some flows as a result of a congestion notification. Then, the giebabrk
latency obtained will be reduced, but maybe the throughput would be edsced
due to the fact that network is becoming idle. That is, too much restrictionseon th
injection rate could cause idle channels. On the contrary, latency froerafém
time considers the extra time suffered by packets due to a congested network
other words, a high value of latency from generation would mean that latgiers

are needed to avoid a buffer overflow, and therefore that the apphoai&y crash.
Anyway, the latency values should not be analyzed alone, but in combinaiib
throughput values.

Rat UMINSs Butterfly BMINs Perfect-Shuffle
ate
4-ary 4-fly | 8-ary 3-fly | 4-ary 3-fly | 4-ary 5-fly | 8-ary 3-fly
0.25 0.6 0.25 0.25 0.5 (1)
Low
16 39 4 32 32 (2
_ 0.45 1.1 0.45 0.53 0.9 (1)
Medium
29 69 7.2 68 58 (2)
. 0.6 1.6 0.62 0.76 15 (1)
High
38 102 9.6 98 96 (2)

Table 8.2: Traffic rates applied.
(1) bytes/cycle/injectingw and (2) bytes/cycle.

Table 8.2 presents the different injection rates applied to every casedy stu
Notice that values in rows (1) from Table 8.2 indicate the injection rateytes/
cycle/ injecting sw, whereas values in rows (2) indicate the corresponding rate in
bytes/cycle

In order to choose each of the traffic rates: low, medium, and high foecifsp
network configuration, a graph of latency versus traffic has beemeltaFigure 8.3
shows the traffic evolution on the network from low load till the saturation peiren

Iswrefers to the switches with source hosts connected to them, that is, the esviitthe first
network stage
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the MVCM mechanism is applied for tiBMIN Perfect-Shuffle 4-ary 5-flAddition-
ally, curveno CMM plots the network performance when no congestion management
mechanism is applied. The curld/CM identifies three points of analysis, namely
a, b, andc, which correspond téow, medium, and high injection rates, respec-
tively. In particular, the values of the injection rate are 32, 68, anthya8s/cycle
which correspond to a 0.25, 0.53, and Ol#ges/cycle/injectingw. This network
performance has been obtained by applying the traffic pattern showibla 4. in
each simulation point. Notice that this pattern combines uniform traffic andctraffi
addressed to a hot-spot. This fact explains the latency increase eeeromly a low
rate of traffic is applied.

The rest of the values for the other network configurations, shownhbite B2, have
been chosen following the same method.
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35000 | #
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25000 | / *
20000 | Vs c/
15000 | / ©
10000f <

soo~ & O

30 40 50 60 70 80 90 100 110
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Latency (cycles)

N
o
X

Figure 8.3: Points of analysis in a BMIN Perfect-Shuffle 4-ary 5-fly whapplying
the synthetic traffic traffic described in Table 8.1.

The method followed in the evaluation of the MVCM mechanism starts with the
study of theBMIN Perfect-Shuffle 4-ary 5-flwith a medium injection rate, which
could represent the normal load of an interconnection network, and wiittee
packet size of 256 bytes. Next, these results are compared to the daggedlwith
the same network configuration but with low and high injection rates, in order to
check if the MVCM mechanism is able to palliate congestion with different injection
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rates. Additionally, the same network configuration and traffic rates aieiaed

with a variable packet size, between 64 and 512 bytes, in order to validdatthéh
mechanism also functions with variable packet sizes. The MVCM has atsodval-

uated with fixed packet sizes of 512 and 1024 bytes. However, paafare results
for these values are not shown because they are similar to those obtaitteel fixed

packet size of 256 bytes.

Finally, in order to generalize these results to other multistage interconnection
networks, the MVCM is evaluated with other network configurations whicl trze
parameter& andn (in networksk-ary n-fly), in order to find out if MVCM is able to
also react efficiently, regardless of the size of the switch radiarid the number of
network stagesn).
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BMIN Perfect-Shuffle 4-ary 5-fly

1. Medium I njection Rate, Fixed Packet Size
Figures 8.4 and 8.5 show how the performance ofcble and hot-flows re-
spectively, are affected when a congestion situation appears ancgestion
management mechanism is applied to solve it. Notice that in all figures, the
shaded area approximately indicates the period of time during which the origin
hosts that generate the traffic destined to the hot-spot are injecting packets
order to provoke a congestion situation.
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Figure 8.4:(a) Latency andb) throughput for cold-flows in a BMIN Perfect-Shuffle
4-ary 5-fly without any CMM when applying a medium injection rate and a fixed
packet size=256 bytes.

In particular, Figures 8(4) and 8.%a) represent latencies from generation
measured in clockycles whereas Figures 8 4) and 8.%b) represent through-
put measured ibytes/cycle/injectingw.

As can be seen in Figure 84, latency forcold-flowsincreases up to more
than 140,000 cycles during the congestion period, thus penalizing the Inorma
traffic for cold-flows In the same way, Figure §#) confirms this trend by
showing the throughput drop suffered by these flows within this congestio
period. This reduction appears because traffic addressed to thedi@Hsws
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Figure 8.5:(a) Latency andb) throughput for hot-flows in a BMIN Perfect-Shuffle
4-ary 5-fly without any CMM when applying a medium injection rate and a fixed
packet size=256 bytes.

lower throughput than uniform traffic distribution does, due to the highar c
tention for the channels. Therefore, when the hot-spot traffic stérteganet-
work throughput falls down till the maximum level allowed by thet-flows
(hot-spot traffic). This is due to theold-flowsare suffering HOL blocking
provoked by théhot-flowsthat prevents the network bandwidth from being ef-
ficiently exploited. Figure 8®) shows howhot-flowsincrease their through-
put during the congestion period until approx the level where the thputgh
of cold-flowdrops. Also, as Figure 8(4) shows during this processot-flows
increase progressively their latency. Notice thad-flowstraffic is about 80%
of the generated traffic, so this decrease represents a very subssdirafahe
traffic that is not compensated by the increasbaiflowstraffic. Therefore,
the injected traffic is not fairly balanced.

This effect can be observed in Figures(@.)6and 8.6b) which present latency
and throughput, respectively, foold+hot flowswhen no CMM is applied. As
it can be seen, although the percentageatfflowsis about 20%, it provokes a
significant reduction in network throughput and an increase in netwtaRkdg.
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Figure 8.6:(a) Latency and(b) throughput for cold+hot flows in a BMIN Perfect-
Shuffle 4-ary 5-fly without any CMM when applying a medium injection rate an
fixed packet size=256 bytes.

Next, Figures 8.7 and 8.8 show how the MVCM mechanism is able to re-
duce the negative effects caused by this congestion situation. In patticula
Figures 8.7a) and 8.7b) represent latency and throughput, respectively, for
cold-flows whereas Figures 8.@) and 8.8b) represent latency and through-
put, respectively, fohot-flowswhen the MVCM mechanism is applied. As
can be seen in Figure &), the maximum value for latency has been reduced
to less than 4,000 cycles approximately. It represents an important reductio
when compared to the maximum value of 140,000 cycles achieved in Figure
8.4(a).

Notice that in Figures 8(4) and 8.7a) the scales of y-axis are different in
order to better compare the maximum values of latency achieved. In the same
way, the MVCM mechanism reacts avoiding the sharp drop which appeared
on Figure 8.4b), and providing a sustained performance level reducing the
throughput degradation, as presented in Figuréb3.7This result is positive

as it is indicative that HOL blocking is avoided and packets belongirngld-
flowsare barely suffering the congestion problems.
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Figure 8.7:(a) Latency andb) throughput for cold-flows in a BMIN Perfect-Shuffle
4-ary 5-fly when applying the MVCM with a medium injection rate and a fixedketc

size=256 bytes.
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Figure 8.8:(a) Latency andb) throughput for hot-flows in a BIMN Perfect-Shuffle
4-ary 5-fly when applying the MVCM with a medium injection rate and a fixedkptc

size=256 bytes.

In addition, when comparing thieot-flow performance between Figures 8.5

and 8.8, we can observe that, although packets belongihgttowssuffer

an increase in their latency up to 450,000 cycles in Figuré&:3.&ith regard
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to Figure 8.%a), again this result is positive because the MVCM mechanism
is able to fairly manage the network bandwidth due to the fact that oscillations
are reduced when the congestion period ends, as can be obsenigdriesF
8.8(a) and 8.8b).
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Figure 8.9:(a) Latency andb) throughput for cold+hot flows in a BMIN Perfect-
Shuffle 4-ary 5-fly when applying the MVCM with a medium injection rate and a
fixed packet size=256 bytes.
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Figure 8.10: Percentage of the utilization of the link connected to the hodsgtit
nation in a BMIN Perfect-Shuffle 4-ary 5-fly when applying a medium injectate,
a fixed packet size=256 bytes, and with no CMM and(b) MVCM.
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Notice that these results are expected because the total amount of bgindwid
demanded by the origin hosts cannot be provided by the hot-spot, sodhglthr
put is reduced and as a consequence, the latency of the involvedgpacke
increased.

In the same way, Figures &® and 8.9b) present latency and throughput,
respectively, forcold+hot flowswhen the MVCM mechanism is applied. As

it can be seen, Figure §4) presents a steady increase in the global latency.
However, when all hot-spot packets are consumed, latency is sudeeniged
unlike what Figure 8.@:) shows when no CMM is applied. Additionally, Fig-
ure 8.9b) shows that there are no longer throughput drops due to congestion.

Next, in order to validate the fairness of the strategy applied to reduce the
congestion, it is mandatory to verify that MVCM does not reduce the injec-
tion rate of flows injecting packets toward the hot-spot in excess. To this end
Figure 8.10 shows the percentage of utilization of the link connected to the
hot-spot for the analyzed network. Figures &d)0and 8.1Qb) present results
when no corrective actions are taken and when the MVCM correctiiensc

are applied over the responsible flows, respectively. Notice that dilméngpn-
gestion period, Figure 8.18) shows that the analyzed link is busy at 100 per
cent when the MVCM proposal is applied. On the contrary, when no CMM is
applied, the link bandwidth is not utilized at 100 percent in a sustained way du
to the fact thahot-flowsalso suffer the consequences of the congestion caused
by themselves. Moreover, when congestion disappears, the utilizatioesvalu
present less oscillations than when no congestion management is applied in
Figure 8.10a). So, although corrective actions are stopping packets belong-
ing to flows responsible for congestion at origins to provide enoughvaidital

for the flows non-responsible for congestion, those flows continue totinje
enough packets into the network to keep busy the link connected to the hot-
spot. Therefore, the MVCM proposal not only benefits latency anditirput

for cold-flows as it has been seen in previous figures, but also improves the
hot-flowsperformance by keeping the link connected to the hot-spot busy dur-
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ing all the simulation time. A higher injection of packets belongingdtflows
would create head-of-line blocking into the network and, therefore, taedg
for cold-flowswould increase.

As a result, it is verified that the set of corrective actions applied by MVCM
over the flows responsible for congestion not only benefilg-flows but it
does not penalize the accepted traffic ratehimtrflows rather it improves it.

. Low and High Injection Rate, Fixed Packet Size

Although a medium injection rate seems to be the normal traffic load for a
well-designed interconnection network, it is interesting to test how the MVCM
behaves when a lower or a higher injection rate is applied in the same network
configuration and with the same traffic pattern.

Next, graphs in Figure 8.11 show the network performance when applying
the same traffic pattern as the one applied in the medium injection rate, but
now with low and high injection rates. In particular, Figures 8d4] to (d;)
present results for low injection rates, whereas Figures 8,110 (d3) present
results for high injection rate. Moreover, Figures &4;) and(a2) represent
latency forcold-flowswhen no congestion management mechanism is applied,
whereas Figures 8.14; ) and(b,) present latency forold-flowswhen MVCM

is applied. As can be observed, again, the values of latency have teesn d
cally reduced when MVCM is applied, allowing the packet advance through
the network with almost no contention.

In particular, when applying a low injection rate, forld-flowsmaximum val-

ues of latency up to 100,000 cycles have been reduced to a maximum value of
2,000 cycles whereas values up to 300,000 cycles have been redu;66Q00
cycles for a high injection rate.

Comparing Figures 8.14;) and(a2) to the one in Figure 8(4), we observe
some differences in performance due to the different injection rate apjtied
particular, when a lower injection rate is used (Figure 8:1)), the period
generating the hot-spot traffic is larger than the one in Figur@8.Addition-
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ally, Figure 8.11a3) presents the shortest injection period for hot-spot traffic
because the injection rate is higher than the previous ones.

On the other hand, Figures 8(t1) and (c2) represent latency fdnot-flows
performance when no congestion management mechanism is appliedasvhere
Figures 8.11d,) and (dz2) present latency fohot-flowswhen MVCM is ap-
plied. Again, although packet latency is increased bechosélowshave to

stop packets at origins due to the corrective actions applied over the flows
responsible for congestion, once more the MVCM mechanism improves the
hot-flowperformance as it eliminates oscillations when the congestion period
is finished. As can be observed, the MVCM mechanism immediately reacts
against a congestion situation when a lower or a higher injection rate are ap-
plied as it did with a medium injection rate (see Figure(8)3

Based on our extensive study, we can conclude that MVCM works wtil w

a fixed packet size of 256 bytes regardless of the traffic injection ratieeof
nodes (graphs shown before) and also for packet sizes of 512084dbytes
(graphs not shown because the achieved results are similar). Nextnto co
plete the study, it is also interesting to analyze the same network configuration
but with a variable packet size. In particular, the size of the packets will va
between 64 and 512 bytes.
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Figure 8.11: Latency fofa;)(b;) cold and(c;)(d;) hot-flows in a BMIN Perfect-
Shuffle 4-ary 5-fly with(a;)(¢;) no CMM and(b;)(d;) MVCM when applying(x1)
low and(x2) high injection rate and a fixed packet size=256 bytes.



8.2. THE MVCM PROPOSAL 131

3. Variable Packet Size
Figures 8.12, 8.13) to (d1), and 8.18a2) to (d2) present the network per-
formance for theBMIN Perfect-Shuffle 4-ary 5-flwhen applying medium,
low, and high injection rates respectively, with a variable packet size/6l@4
bytes. Notice that the traffic pattern applied is based on distribution of a 50%
of 64-byte packets and a 50% of 512-byte packets.
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Figure 8.12: Latency fofa)(b) cold and(c)(d) hot-flows in a BMIN Perfect-Shuffle
4-ary 5-fly with (a)(c) no CMM and(b)(d) MVCM when applying a medium injec-
tion rate and variable packet size 64/512 bytes.

As can be seen, althougtold-flowsexperience a greater increase in their la-
tency in Figures 8.12), 8.13a; ) and 8.13a2) when no CMM is applied, than

for a fixed packet size of 256 bytes due to the congestion process MVBOG-
tinues to reduce the maximum values of latency, thus achieving good results
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(Figures 8.1%2h), 8.13b;) and 8.13b,), respectively) by applying its correc-
tive actions, that is, reducing latency foold-flowsbut allowing the maxi-
mum injection rate fohot-flowsin order to avoid penalizing them in excess.
Comparing Figures 8.12), 8.13d; ), and 8.18ds), with respect to Figures
8.12¢), 8.13¢1), and 8.13¢2), respectively, we can observe that MVCM re-
duces the oscillations and manages to achieve the best performariuat-for
flows by maintaining a constant injection of packets belongindnao-flows
until the congestion period is totally consumed.

Comparing these results with the ones achieved when applying a fixed packe
size of 256 hytes, it can be noticed that although applying a proportionally
traffic pattern composed of packets of 64 and 512 bytes, we obtain a small
penalization in latency due to the fact that the average packet size is slightly
larger (288 bytes) than with a fixed packet size (256 bytes).

After analyzing the MVCM performance for ti8MIN Perfect-Shuffle 4-ary 5-

fly, itis necessary to check if the mechanism behaves in the same way when the
network configuration changes. For this study, first we have anathe&MIN
Perfect-Shuffle 4-ary 3-flyhich reduces the number of stages in the intercon-
nection network with respect tiEMIN Perfect-Shuffle 4-ary 5-flgnd next the
BMIN Perfect-Shuffle 8-ary 3-flyhich increases the size of the switch radix
but maintains the number of stages with respecBtiéN Perfect-Shuffle 4-ary
3-fly. These network configurations have been evaluated with low, medium,
and high injection rates, and with different packet sizes (fixed andhlajia

as in the previous analyses. Next, we present results for medium tiattic r
with a fixed packet size of 256 bytes. The rest of the combinations betzave
expected, achieving similar results and leading to the same conclusions.

Following the same process of study applied in the previous analysis, Eigure
8.14, 8.1%a;) to (dy), and 8.1%a5) to (d2) represent the results of the net-
work performance when medium, low, and high injection rates are applied
in a BMIN Perfect-Shuffle 4-ary 3-flyespectively. In the same way, Figures
8.16, 8.17a,) to (d1), and 8.17az) to (dz) represent the network performance
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for a BMIN Perfect-Shuffle 8-ary 3-flyhen medium, low and high injection
rates are applied, respectively. In particular, the values of the injectten of

7.2 bytes/cycle, which corresponds to 0.45 bytes/cycle/sw, and 58 hygties/c
which corresponds to 0.9 bytes/cycle/sw, have been applied to theserketwo
configurations, respectively. All results shown below have been daatdiy
applying the traffic pattern described in Table 8.1 with a fixed packet size of
256 bytes.

As can be observed, the MVCM mechanism behaves as expected. Omethe o
hand, it reduces latency and palliates the throughput drogoldrflowscaused

by the congestion situation. On the other hand, althdwaitflowsexperience a
slightincrease in their latency because latencies are calculated sincatgene
time, their performance experience an improvement by eliminating oscillations
when congestion ends. Additionally, although the size of the switch radix and
the number of stages have changed for these network configurationsewith
spect to the previous one, again the MVCM mechanism behaves as ekpecte
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Figure 8.13: Latency fofa;)(b;) cold and(c;)(d;) hot-flows in a BMIN Perfect-
Shuffle 4-ary 5-fly with(a;)(¢;) no CMM and(b;)(d;) MVCM when applying(x1)
low and(z2) high injection rate and variable packet size 64/512 bytes.
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MVCM when applying medium injection rate and a fixed packet size=256 bytes



136 CHAPTER 8. PERFORMANCE EVALUATION

90000 10000
80000 | 9000 |
‘g 70000} ‘g 8000¢
S 60000 g 7000y
< 50000 2 6000
S 40000} & 5000
% 30000} £ 4000¢
= 20000} - 3000
10000 2000
0 ! 1000 k J
0 200000 400000 600000 0 200000 400000 600000
Simulation Time (cycles) Simulation Time (Cycles)
(a1) Low inject, Cold-flows, no CMM (b1) Low inject, Cold-flows, MVCM
250000
200000
z 7 200000
S 150000} 3
3 3 150000
g 100000 g 100000
=z T
= 50000} - 50000
n 0 n
200000 400000 600000 200000 400000 600000
Simulation Time (Cycles) Simulation Time (cycles)
(c1) Low inject, Hot-flows, no CMM  (d;) Low inject, Hot-flows, MVCM
10000 ‘ :
240000 5000
200000 % 8000
8 3 7000
S 160000 =Y
% Q 6000
Z 1200007 g 5000
S 9]
£ 80000 S ;888
-
40000 1 2000
0 ‘ 1000 ]
0 200000 400000 600000 0 200000 400000 600000
Simulation Time (cycles) Simulation Time (cycles)
(a2) High inject, Cold-flows, no CMM (b2) High inject, Cold-flows, MVCM
900000 ‘ ‘ 900000 ‘ ‘
750000 _ 750000/
8 3
S 600000 S 600000 f
g )
% 450000 % 4500001
c =
€ 300000} £ 300000,
- -
150000 150000
0 ‘ 0
0 200000 400000 600000 0 200000 400000 600000
Simulation Time (cycles) Simulation Time (cycles)

(c2) High inject, Hot-flows, no CMM  (d3) High inject, Hot-flows, MVCM

Figure 8.15: Latency fofa;)(b;) cold and(c;)(d;) hot-flows in a BMIN Perfect-
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Figure 8.17: Latency fofa;)(b;) cold and(c;)(d;) hot-flows in a BMIN Perfect-
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After analyzing the network performance when applying the MVCM mechaivis

a set of bidirectional networks, next, we present some more resultgHer con-
figurations of multistage interconnection networks in order to validate the MVCM
mechanism. In particular, two unidirectional networks have been analyizaiis,
the UMINs Butterfly 4-ary 4-fly and 8-ary 3-flyOnce more, these network configu-
rations have been simulated and evaluated under the same traffic condifubiesl a
in the previous analysis, that is, under the synthetic traffic describedhie Bal
with low, medium, and high injection rates, and with a fixed and variable paideet s
Again, as in all cases, the achieved results showed a similar qualitativeiteas
the one shown in previous analyzed networks. Next, we only show rdsuli®th
network configurations when applying a medium injection rate and a fixekiepac
size of 256 bytes.

Results for the UMINButterfly 4-ary 4-flynetwork are presented in Figure 8.18,
whereas Figure 8.19 presents results for the UNBIDiterfly 8-ary 3-flynetwork.

As it can be observed, again the MVCM mechanism reacts against thestiog
situation in time, that is, reducing the negative effects of congestion ovattie

flowsand providing a good network performance for botid andhot-flowsfor the

two analyzed network configurations.

As it can be seen in this analysis, the MVCM mechanism is an efficient conges
tion management mechanism, achieving good results with respect to the same situ-
ation without applying any mechanism to manage congestion. Additionallyfsesu
show that MVCM behaves well for multistage interconnections networlar dégss
to the network configuration and traffic load.
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Figure 8.18:(a;)(b;) Latency and(c;)(d;) throughput for(x;) cold and(z2) hot-
flows in a UMIN Butterfly 8-ary 3-fly with(a;)(c;) no CMM and(b;)(d;) MVCM
when applying medium injection rate and a fixed packet size=256 bytes.
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Figure 8.19:(a;)(b;) Latency and(c;)(d;) throughput for(z;) cold and(x2) hot-
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8.3 Comparing Proposals

In order to evaluate whether the new mechanisms improve the networkrparfoe

in a congestion situation with regard to the current proposals (Renatofaster)?
next, we show a comparative analysis of the congestion management iisethan
as they were originally proposed under the same network configuratimhsaific
loads. Additionally, we also compare MVCM with respect to the IOCM mechanism.
In particular, to compare them we show results for two types of traffic logidstly,

a synthetic traffic based on the one shown in Table 8.1 with three differjection
rates, that is, low, medium, and high injection rate, and secondly, a traffedlan
real traces.

8.3.1 Performance Results for Synthetic Traffic

First of all, a global comparison between the four proposals as theyanigiaally
proposed is undertaken. Figure 8.20 shows the average packeylaersus traffic
for the four analyzed mechanisms, that is, Renato, Pfister, IOCM, an@MW a
BMIN Perfect-Shuffle 4-ary 5-flyith a fixed packet size of 256 bytes.
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Figure 8.20: Latency vs. traffic for the analyzed CMMs in a BMIN Perf&lauffle
4-ary 5-fly with a fixed packet size=256 bytes.

The four mechanisms significantly improve the results for traffic and latertby w
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respect to the one achieved when no congestion management mechamsiet a
Among them, as it can be observed, Renato’s proposal shows thepgdi@tmance.

It is because this proposal defines a set of corrective actions basestatic window
with a fixed size equal to one in any situation. So, in the absence of congestio
cannot take advantage of the free network bandwidth because phaket® wait at
origins while channels could be idle (i.e. a single origin host injecting packeds to
single destination). Moreover, its packet marking strategy based on rggrégkets
only at input buffers seems insufficient to correctly identify the flowpoasible for
congestion in all situations.

In the same way, although Pfister's implementation achieves better results than
Renato’s proposal, it does not present the best performance as itsas a simple
packet marking technique based on marking packets only at outputbuffdh a
subsequent simple recovery strategy. Marking packets only at outiffietr$ also
appears insufficient to correctly identify the flows responsible for estign in all
situations. Indeed, as this proposal uses only a waiting slots insertiorigaehin
a progressive way, if a hard congestion situation is suddenly reachkedrerefore,
many waiting slots have been inserted, it cannot recover the initial paranetar
short time while the network is becoming idle. Additionally, since this proposed do
not use any window control, it allows packets to be injected without any limit while
no congestion is detected. So, it works well with low injection rates, but with hig
injection rates if marked ACK packets begin to arrive to the origin hosts, they imme
diately insert waiting slots which can excessively limit the accepted traffidjiga
to a decrease of network performance.

On the contrary, both MVCM and IOCM mechanisms present the bestrperfo
mance since they combine a better packet marking technique with a setativeffe
corrective actions based on a dynamic window and waiting slots insertioih was
described in previous sections, the dynamic window strategy carriesfiosttiajec-
tion control if the congestion situation is not so severe, but if this situatiosigier
it starts inserting waiting slots between newly generated packets. Additioaally,
the window-based technique applied by IOCM and MVCM limits the outstanding
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packets per flow in any situation, even without congestion, the techniquddedn
preventing a congestion situation before it appears. Notice that the slightvieap
ment shown by IOCM with respect to MVCM is due to the packet marking applied
which allows to mark packets in advance as it was analyzed in section 4 (Figure
4.12). A more detailed analysis about the influence of the applied pack&ingar
technique will be carried out in section 8.5. Anyway, results in Figure 8l&0h¢

that, with low injection rates, any of the three mechanisms are able to palliate the
effects of congestion, but, with medium and high injection rates, both Reretd’
Pfister's mechanisms are not able to achieve the network performandsecbidnen
applying the IOCM or the MVCM mechanisms due to the better corrective actions
defined and the improved packet marking scheme applied.

Next, in order to confirm these results, an analysis in depth of how the yatenc
and throughput of theold and hot-flowsis affected in the presence of congestion
when the four mechanisms are applied for the same traffic conditions and with th
same network configuration is presented in Figures 8.21 to 8.24. In partiEida
ures 8.21 and 8.22 show results for medium injection rate, whereas Fgj@Gand
8.24 show the performance of each flow type for low and high injection,rates
spectively, such as it was described in Table 8.2. Figure(8;2Xkhows latency for
cold-flow packets when no congestion management mechanism is appliecash
Figures 8.21as), 8.21(a3), 8.21(a4), and 8.21a5) show results forold-flowpack-
ets when the Renato’s, Pfister’'s, IOCM, and MVCM mechanisms are appéed
spectively. As it can be observed, the four mechanisms are able to diggtciuce
the maximum values of latency from the 140,000 cycles achieved in Figuré:)21
until less than 10,000 cycles. But, comparing the four graph$ (as), (as), and
(as), both MVCM and IOCM mechanisms achieve values for latency three and two
times lower than the ones obtained with the other mechanisms, that is Renato’s and
Pfister’s, respectively. Additionally, notice that not only are reducedvtiiues for
latency, but also the length of the time period required to consume thecatefow
packets affected by the congestion is shorter when applying any of thestwmech-
anisms (MVCM or IOCM) than that required by the other ones. To confireseh
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results, Figures 8.2h,), 8.21(b,), 8.21(b3), 8.21(b4), and 8.21b5), which represent
throughput when no CMM, Renato’s, Pfister's, IOCM, and MVCM mettias are
applied, respectively, show to what extend the corresponding meaimiai® able
to mitigate the throughput drop. Again, both IOCM and MVCM clearly present
more even throughput performance by eliminating almost all oscillations \@aser
when the Renato’s and Pfister's mechanisms are applied. Therefthid(oM and
MVCM mechanisms significantly reduce the negative effects of congestiamtioe
cold-flows

On the other hand, Figures 8(22) to (as) and 8.22b;) to (bs) present la-
tency and throughput fdrot-flows respectively. In particular, Figures 8(22) and
(b1), 8.22az) and(b2), 8.22a3) and(bs), 8.22a4) and(by), and 8.22a5) and(bs)
present results when no CMM, Renato’s, Pfister’s, IOCM, and MVCMImaisms
are applied, respectively. As it can be observed, both IOCM and MV&a®hcy
results present a shorter and steadier incline with less oscillations. Reregolts
for latency show the longest period to recover the initial situation, that isnehe
work status before the congestion appears, due to the fact that theatippliof a
static window stopsot-flowpacket injection for too long. In the same way, Pfister’s
graph shows a long period to recover the initial network state becausegapryof
injection packets appear during the simulation time as a result of the application of
the waiting slots insertion technique without any limitation, unlike both IOCM and
MVCM do. This negative effect, produced by not applying a correct litigitain the
waiting slots technique, will be analyzed in depth in section 8.4.4.

To corroborate these results, we can observe in Figure$t8)2® (b5) that the plots
that correspond to IOCM and MVCNb,) and(bs) present more stable values during
the congestion period, and, when congestion ends, oscillations hapgrp

Finally, Figures 8.23 and 8.24 show the latency results for low and high injectio
rates, respectively. In particular, graplas) to (as) represent latency farold-flows
whereas graph@; ) to (b5) represent latency fdrot-flows

Analyzing the results in Figure 8.23, we detect that for low injection rate tine fo
mechanisms are able to manage congestion, achieving similar results, aéxpec
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The four mechanisms use some typical well-known techniques to detect aradjena
congestion, so with low congestion any mechanism is able to detect and niainage
in time. On the contrary, when a high injection rate is applied, as shown in Figure
8.24, we observe that, again, both IOCM and MVCM mechanisms are theablees

to manage congestion in the best way. Moreover, we can state that, whgh a h
congestion degree is suddenly reached, the corrective actions appledh IOCM

and MVCM, that is, reducing the dynamic window and later inserting waiting,slots
reach the maximum capacity to manage congestion in a short time.

On the other hand, Renato’s proposal is not able to manage congestdin at
with a high injection rate because it applies a static window with a fixed value of
one. So, when corrective actions start to be applied as a consequietiee de-
tected congestion, the mechanism is never able to recover the initial vahissvill
be analyzed in depth in section 8.4.2. Likewise, Pfister's implementation reduce
the maximum value of latency farold-flows but does not achieve the IOCM and
MVCM results neither for latency nor throughput (value not shown in FEUAs a
result, we can conclude that both IOCM and MVCM mechanisms improve the per
formance achieved by previous proposals under the same networguwatitbon and
traffic rates.
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Figure 8.21: (a;) Latency and(b;) throughput forcold-flowsin a BMIN Perfect-
Shuffle 4-ary 5-fly with(z;) no CMM, (x2) Renato,(z3) Pfister,(z4) IOCM, and
(z5) MVCM when applying medium injection rate and fixed packet size=256 bytes.
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Figure 8.22: (a;) Latency and(b;) throughput for hot-flows in a BMIN Perfect-
Shuffle 4-ary 5-fly with(z;) no CMM, (z2) Renato,(z3) Pfister,(z4) IOCM, and
(z5) MVCM when applying medium injection rate and fixed packet size=256 bytes.
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Figure 8.23: Latency fofa; ) cold-flows andb;) hot-flows in a BMIN Perfect-Shuffle
4-ary 5-fly with (1) no CMM, (z2) Renato,(x3) Pfister, (z4) IOCM, and (x5)
MVCM when applying low injection rate and fixed packet size=256 bytes.
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Figure 8.24: Latency fofa;) cold-flows andb;) hot-flows in a BMIN Perfect-Shuffle
4-ary 5-fly with (1) no CMM, (z2) Renato,(x3) Pfister, (z4) IOCM, and (x5)
MVCM when applying high injection rate and fixed packet size=256 bytes.
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8.3.2 Performance Results for Traces

In previous sections, the newly proposed congestion management rnisechduave
been evaluated with several network configurations and under diffeedfic loads.

These traffic loads have been specifically defined to test the new pisposier dif-

ferent possible traffic conditions which create different levels of estign. As ana-
lyzed, both IOCM and MVCM mechanisms react efficiently against congedtios

presenting good performance results. However, all these resultdbaweobtained
by simulating synthetic traffic. Therefore, it is interesting to test the perfocamaf

the new mechanism under a traffic load based on real traces.

Simulating real traces involves, firstly, getting the trace files from a redicapp
tion, and secondly, adapting those files to the simulation environment whitlagzs
the mechanism. Notice that, although a traffic based on traces comes frafrap-re
plication, normally the trace files have to be adapted to the simulation environment.
That is, fitting the number of hosts and adapting the compression ratio to eds.ne
Therefore, when applying the resulting files to the simulation scenario, evacr
exactly replicating the original behavior.

In our case of study, we have worked with traces from message pastrfgce
(MPI) that allows nodes to communicate in clusters and supercomputersrtio-p
ular, the traces used in our study come from the applicationd®DLY [29] and
CPMD [21]. DL.POLY is a general purpose software for the study of the classical
molecular dynamics process, and CPMD is a software which implements thgydens
functional theory, particularly designed for molecular dynamics. Botretrdave
been simultaneously run in order to stress the traffic network even moegrohess
followed was, firstly, to inject the traces from the CPMD application and tp kee
jecting packets from this pattern throughout the simulation time. Secondly, thben
network status became stable, the traces from thePDILY application were then
injected. From that moment, the network performance is traced till all paakets f
the DL_POLY files are injected and consumed, as shown in Figure 8.25. Notice that
in this case, we globally analyze the flows in the network, instead of analgpidg
andhot-flowsin a separate way. This reproduces a more real scenario in which two
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Figure 8.25: Graphic diagram of the traffic pattern based on traces dpplie

or more applications interact. All the analysis is performedBMIN Perfect-Shuffle
4-ary 3-fly.

Figure 8.26 presents the network performance when applying the trafiedb
on traces in each analyzed mechanism. In particular, Figure(8;260 (a5) shows
latency, whereas Figure 8.@6) to (bs) shows network throughput. As it can be ob-
served, both IOCM and MVCM mechanisms obtain the same results and pitesen
lowest values for latency with respect to the other proposals. In partiocodimum
latency value up to 100,000 cycles in Figure §@6 is reduced to less than 5,000 cy-
cles in Figures 8.2@4) and 8.26as5). In particular, it achieves values around 1,000
cycles on average. On the contrary, the other two proposals reduceylatevalues
around 4,000 cycles on average, reaching peak values near 1§@686. Addition-
ally, as it can be seen, both IOCM and MVCM present less oscillations tleastller
proposals. These results are corroborated in Figure(®8.260 (b5), which shows
that, although the four proposals recover the throughput drop cdnyseahgestion,
both IOCM and MVCM achieve the best performance.

As analyzed, both IOCM and MVCM mechanisms are also able to manage real
congestion in a general scenario as that recreated by applying tiadtc lon traces.
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8.4 Analysis of the Influence of the Techniques Applied by
the Evaluated CMMs

In previous sections, the four congestion management mechanisms leavglble-
ally evaluated. The network performance have been compared suckyabhatbe
been originally proposed. Results show the global performance ofreachanism,
but they do not separately analyze the impact of the different technapmied by
those mechanisms, that is, the packet marking mechanism and the coraetitivis
scheme. Therefore, we consider convenient to carry out an eldeastudy [37] an-
alyzing to what extent the performance exhibited by those mechanisms is thee to
packet marking strategy or, conversely, it is due to the corrective actipplied.

In the following sections, we present an analysis in depth of the diffecdr@mes
applied by the evaluated mechanisms in order to assess the impact of eaiguech
on the final performance. In particular, the techniques analyzed agediffierent
packet marking schemes to detect a congestion situation, the window maméageme
schemes, the corrective actions applied to reduce the congestion dfiecigiting
slots insertion limitation, and finally the recovery strategies used when dimges
ends.

The results presented in the next sections have been achieved fdahatsytmaf-
fic pattern (as described in Tables 8.1 and 8.2) BMIN Perfect-Shuffle 4-ary 5-fly
with a fixed packet size of 256 bytes.

8.4.1 Impact of the Packet Marking Scheme

First, we are going to analyze the influence of the packet marking scheitie tHee

first mechanism that takes place to detect packet congestion. Thedket paarking
schemes described at section 4.2 have been separately analyzed, thatkisg
packets only at input buffers, referred tolB#, the Renato’s packet marking variant,
referred to aRPM, the Pfister's packet marking based on marking packets only at
output buffers, referred to aPM, the input-output packet marking, referred to as
IOPM, and finally the marking and validating packet marking, referred td\dBM.
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Figure 8.27: Impact of the different packet marking schemes applied iMENB
Perfect-Shuffle 4-ary 5-fly with a fixed packet size=256 bytes.

Notice that botHPM and RPM detect congestion at input buffers but they work in
a different way. That islPM just marks new incoming packets when the occupancy
overflows the defined threshold, wherda8M works in a more elaborated way, as
described in section 3.5.1.

Figure 8.27 shows a performance comparison of the five different ngpgskimemes,
but applying the same corrective strategy in all cases. This way, wevehurate the
impact of the packet marking scheme under the same conditions. In partib@ar
corrective actions scheme applied is the one used in the MVCM and IOPMamech
nisms, since it achieved the best results. Only the packet marking scherbedra
varied in order to detect whether the packet marking strategy is or is né&ethim
the behavior achieved by a congestion management mechanism. Table \8s3 sho
how the strategy of corrective actions has been adapted to the diffeemhtanisms
based on their packet marking strategy.

As it can be seen, all the packet marking schemes provide similar resulis. On
with medium and high injection rates, bdfM andRPM, based on marking packets
only at input buffers, present slightly higher values for latency. Thiduis to the
fact that packets are only marked at input buffers after the outp@¢rsudre full,
so this small delay slightly aggravates the congestion situation before thestimmy
management mechanism starts to apply the corresponding correctivesaction
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Scheme Marking Actions Corrective Actions
Input-Buffer | Output-Buffer
IPM 1 Not used DW + WS
RPM 1 Not used DW + WS
OPM Not used 1 DW + WS
1 0 DW
IOPM 0 1 DW
1 1 DW + WS
MVPM ! 0 oW
1 1 DW + WS

Table 8.3: Adapting the strategy of corrective actions to the differerkgtacarking

schemes.
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Figure 8.28: Percentage of marked packets for the IPM, RPM, OPM\VIGiAd
MVPM strategies.

These results are justified in Figure 8.28, which shows the percentageladna
packets for the different packet marking strategies. As it can be et |PM
andRPM are the ones that achieves the lowest marking values for marking truly hot
packets. On the contrary, they have a high marking percentage of atkdtpavith
regard to the other strategies. Anyway, after analyzing the results simokigure
8.27, it can be concluded that the impact of the packet marking scheme tisenot
most important factor determining the global performance of the mechanisis. Th
first conclusion is very important because it determines that if the coreeatitions
scheme is well-designed, the mechanism will be able to react against astionge
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situation in time, regardless of the packet marking scheme applied.

8.4.2 Impact of the Window Management Scheme

Two different window-based schemes are used in the current dimgesgnagement
mechanisms for MINs, that is, either a static or a dynamic window. In order to
decide which is the better scheme to apply, we will analyze the impact of thewindo
management scheme under the same working conditions. Notice that, in order to
correctly evaluate the impact of each scheme, no other corrective awtithrize
applied to manage congestion, only a window-based technique will be Useadl.
cases, the MVPM packet marking scheme has been applied, as it wag thee o
which that showed lower latencies, and it is the native marking schemezbeban

the MVCM mechanism.

50000 —
45000 t

40000 t
35000 r
30000 ¢
25000 ¢
20000 1
15000 ¢
10000 (
5000 ¢

30 40 50 60 70 80 90 100110
Traffic (bytes/cycle)

Latency (cycles)

Figure 8.29: Impact of the window management scheme in a BMIN PerfedtkSh
4-ary 5-fly with a fixed packet size=256 bytes.

Figure 8.29 shows the results for the two window management schemes with
different window sizes. In particular, curv&V/=1,2,4, and 8how network perfor-
mance with a static window scheme for sizes of 1, 2, 4, and 8 packetsctigspe
whereas curve®W=2 and 4correspond to the application of a dynamic window
scheme with maximum values for the dynamic window size of 2 and 4, resdgctive
As can be observed, both schemes work correctly with low injection ratesich a
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situation, although a congestion situation suddenly appears, the windmme-beech-
anism is enough to palliate the low-congestion effects regardless of thewvmdn-
agement scheme applied and the window size defined. However, with meddim a
high injection rates, the worst results are globally obtained if the congestion ma
agement mechanism is based on a static window. In particular, a fixed Vabne o
(SW=)) restricts too much the injection rate, preventing pending traffic from being
injected, although channels are idle and the network is not congesteddaditiof-

ally, although the size of the static window increases, it will never achieve simila
results to those obtained with a dynamic window.

An interesting fact is that the best results with a static window are achievedawith
SW=2 Higher values decrease network performance until that achiev&i\bs8
From this window size upwards, larger values of static window do notgehegsults
(curves not shown). Notice that a static window will not reduce injectioerwa
congestion situation is detected, therefore network will reach saturattbneawork
performance will decrease. Additionally, with a larger window size, thélpra gets
worse.

On the other hand, the best results are achieved when applying a dynissthosww
technique with an initial value of twdW=2). If a larger value is used, we continue
to obtain better results than with a static window scheme, but worse than with a
DW=2. This is because with a value of folb\\V=4) if congestion appears, as packet
latencies increase, too many packets continue to be injected while ACKs fare no
received, which will take more time to reach the origin hosts as a consegjoétie
arisen congestion. In this situation, a larger dynamic window value will nasbéul
when the network begins to be congested. So, as can be seen, thalbedbwthis
network is two PW=2).

As shown in both schemes (dynamic or static window), a window size of two
is the best option. This value depends on the RTT of the network, as psévio
calculated in section 5.3.1. In the analyzed network, when network peafure is
near the saturation point, the RTT is equal to the time needed to inject 1.4 packets
approximately, for a fixed packet size of 256 bytes. This is the ideal Sitleeo
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window regardless of the window scheme chosen, as it is the minimum size that is
big enough to avoid bubbles in packet sending. Therefore, a valueidifi chosen

as it is the nearest integer. This justifies why a SW=2 or a DW=2 achieveetiie b
results in their particular window schemes and corroborates the theongticiw

size value obtained in section 5.3.1.

Next, in order to confirm why a static window with a fixed value of one (as Re-
nato’s mechanism) is a bad option to manage congestion, we representria &8
latency versus simulation time faold-flowswhen applying only a static window
scheme to palliate the effects of a congestion situation. No other correctives
have been used, only a fixed-size window with different values (SVZ=and 4)
along the entire simulation. Figure 8.30 shows the performanceBdI&l Perfect-
Shuffle 4-ary 5-flywhen applying the synthetic traffic pattern shown in Table 8.1 with
a high injection rate and a packet size of 256 bytes. Notice that the grayrépre-
sents the time interval while packets toward the hot-spot are generated.
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Figure 8.30: Latency since generation time for cold-flows with different Sk#s
in a BMIN Perfect-Shuffle 4-ary 5-fly with a high injection rate and a fixedhet
size=256 bytes.

We can observe that, if the window size is equal to 1 (graph SW=1) lowasty
of latency are achieved during the congestion period. However, oramtigestion
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situation decreases, packet latencies continue increasing becausdow/ \sine of 1
does not allow all packets accumulated at origin hosts during the congestiima
to be consumed later. Note that latencies are calculated since generatior.cas
see, a window size of 2 (SW=2) provides the best performance. Notte/tien the
network is not saturated, a larger window size provides no advantmgesise ACKs
arrive at the origins much before 2 packets can be injected into the netivowever,
as the network becomes saturated, packet contention arises and gék&iager in
the switch queues, increasing the RTT and delaying ACKs. In this situatiarger
window size allows more packets to be in transit through the network, thusmd¢gad
to an even more congested situation. In Figure 8.30, the graph with the wsidew
equal to 4 (SW=4) confirms this behavior.

As aresult of that, we can conclude that instead of applying a static windbvew
fixed value of one in any situation, as Renato’s proposal does, the wimgahanism
has to be initialized with the correct value based on the RTT of the network.

8.4.3 Impact of the Corrective Actions Scheme

Both IOCM and MVCM mechanisms apply a set of corrective actions baseal o
combination of a window-based mechanism and the waiting slots insertion. On the
contrary, the other current proposals only use one of these stratddiesefore, it

is interesting to find out which strategy is the best to get good results. Torttljs e
we present in Figure 8.31 results for three different options analyizeet-DW+WS
option identifies the original combination of corrective actions applied by IG@M

and MVCM mechanisms which use a combination of both methods, that is, dynamic
window and waiting slots. TheDW-WSrepresents the use of a dynamic window as

a corrective action with the corresponding window size based on the BiWithout

any waiting slots insertion technique. Finally, HiW+WSoption identifies the use

of the waiting slots insertion without any window strategy. Results shown irr&igu
8.31 correspond to network performance when applying the threeaiffeptions

with the same packet marking strategy (MVPM), iBMIN Perfect-Shuffle 4-ary
5-fly.
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Figure 8.31: Impact of the corrective actions scheme for a BMIN Pe8haffle
4-ary 5-fly with a fixed packet size=256.

As can be seen, with low and even medium injection rates, any of the two options
(+DW+WS and +DW-WS) are able to manage congestion in a good way. owe
although the option -DW+WS seems to present similar results, it presentsifi sign
cant increase in latency with respect to the two other combinations.

On the other hand, with high injection rates the best results are achieved whe
both techniques (dynamic window and waiting slots) are jointly applied instead of
working alone.

On the contrary, when applying only the waiting slot technique without angdaevia
based mechanism, we get the worst results. This is because hosts imjketspa
without any limitation until congestion is detected. So, when congestion is dettecte
and origins are warned about this problem, traffic network is so collajsgdhe
congestion management mechanism is not able to react in time. It is alreadjetoo la
to react. On the other hand, when applying a dynamic window, at least tiesnsc
limits the injection rate to the maximum value defined by the dynamic window size
and according to the network configuration. So, if the value is correchtyleded,

that is, based on the RTT, hosts only proportionally inject the number &etaper
flow that the network can deliver in the best case. So, if more packetgeasrated,
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Figure 8.32: Impact of applying corrective actions based on (a) a D)o WS
technique for a BMIN Perfect-Shuffle 4-ary 5-fly with a fixed packeés256 bytes.

they will be stopped at origins instead of making worse the congestion situation
the network.

It is an interesting conclusion because it confirms that the window-baskdiggie
correctly sized is key to manage congestion.

Next, in order to check what happens when applying only correctierecdased
on a DW or WS with the different packet marking mechanisms, Figure 8.32ssho
network performances when applying (a) only corrective actionschas@ DW and
(b) corrective actions only based on inserting WS. Both Figures 8.328.32(b)
show the network performances when applying the different packedmgamecha-
nisms (IPM, OPM, RPM, IOPM, and MVPM.)

As it can be seen, both figures show similar results to that previouslyrjieesie
Figure 8.31. A simple window-based mechanism based on a DW, provities fge
sults than a technique based only on inserting WS. These results catetite idea
that the set of corrective actions defined is the most important strategyonges-
tion management mechanism from the overall performance point of vieyway)
an interesting conclusion is that the corrective action scheme is the one edrech
tributes to achieve a good global throughput by a CMM, whereas thepatkking
scheme improves the results by reducing the number of cold packets markeca

observed in Figure 8.28.
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8.4.4 Impact of the Waiting Slot Insertion Limitation

In this section, we check whether the waiting slot insertion limitation technique im-
posed by both the IOCM and MVCM proposals contribute to avoid penaliziag th
hot-flow performance, as it was analyzed in section 5.3.2. To this end, we analyze
what happens if no limitation on inserting waiting slots is defined. As was shown in
section 4.4.3, it is mandatory to limit the number of inserted waiting slots according
to the number of network stages in a multistage interconnection network. Agplyin
the waiting interval calculation without any limit causes a reduction in the packet
injection rate in excess, stopping packets at origins beyond it is requiteld the
network is becoming idle. To justify this behavior, let us analyze what happhen

no limitation in the waiting slots insertion technique is defined in the original MVCM
mechanism.

Figure 8.33 presents the average latency of packets belonging twttilows
when the MVCM mechanism is applied inBMIN Perfect-Shuffle 4-ary 5-ffpr a
medium injection ratéa) with a limitation in the waiting slots insertion method and
(b) without limitation.

600000
600000
. 500000}
B 7 500000f
S 400000 )
3 S 400000
5 300000 5 300000]
] [0)
§ 200000, 8 200000/
100000 ] 100000
0 : 0 .
0 500000 1e+06 0 500000 1e+06
Simulation Time (cycles) Simulation Time (cycles)
(a) WS insertion limitation (b) No WS insertion limitation

Figure 8.33: Analysis of the impact of the waiting slots insertion limitation over
hot-flows for a BMIN Perfect-Shuffle 4-ary 5-fly when applying a meudliunjection
rate.

As can be observed, some gaps appear as a consequence ofrigageasssively
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(more tham-times) the number of waiting slots. Notice that, for this network con-
figuration (4-ary 5-fly), the value is = 5. This is because, despite the fact that there
is available enough network bandwidth, too much packets belongingttiowsare
stopped at the origin hosts because the waiting interval applied is too lorgeNo
that this only occurs if MVCM inserts waiting slots without any limitation.
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Figure 8.34: Latency for hot-flows when applying the Pfister's implementatien
BMIN Perfect-Shuffle 4-ary 5-fly when applying a medium injection rate.

Additionally, we present in Figure 8.34 thet-flowperformance when applying
Pfister's implementation on the same network configuration and traffic load- An
lyzing Figure 8.34, we can observe that Pfister's implementation suffens finis
problem because, unlike MVCM, this mechanism applies the waiting interlal ca
culation strategy without imposing any limitation in the waiting slots insertion as
does occur with MVCM. Therefore, with a suddenly high congestion jmmsigould
receive a large number of marked ACK packets in a short period of timeasnd
consequence, they would introduce too much waiting slots, extending the waiting
period beyond it is necessary, that is, more than the maximum number of stage
the network. Comparing Figures 8.34 and §33it can be observed that there are
some differences. First of all, with MVCM the injected hot packets are woesl
sooner than when applying the Pfister's implementation. Additionally, the maximum
reached values of latency with MVCM are lower than with Pfister’'s implementation
Secondly, as MVCM applies a DW technique combined with the WS technique, al-
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though no limitation is applied for the WS insertion technique, a more steady and
constant consumption of hot packets is presented.

This analysis corroborates that the insertion of waiting slots is a good stitateg
palliate congestion, but the key of this strategy lies in properly limiting the number
of waiting slots insertion, as theoretically described in section 5.3.2.

8.4.5 Impact of the Injection Rate Recovery Scheme

As seen in previous sections, the set of corrective actions appliedtbyHsolOCM
and MVCM mechanisms is well-defined and, therefore, it is an efficienteglya
to react against the negative effects caused by a congestion situagandless of
the network and traffic conditions. But now, it is interesting to check if ticevery
scheme applied is also an efficient strategy when congestion disapfisaescribed
in section 6.2.2, the MVCM mechanism applies what we callramediate Recov-
ery scheme. Basically, this scheme is intended to recover the initial values for the
dynamic window and waiting interval as soon as the congestion is redueedaév
though no ACKs are received. In particular, both parameters will be imnedgset
to their initial values if an origin host injects a packet into an empty injection queue
Other proposals use what we call fhmgressive Recovescheme. Basically, it only
depends on the ACK packet reception or on a timer which times out and then the
initial values are recovered. Notice that ttnemediate Recovegchnique is com-
plementary and not replaces tReogressive Recoveryhat is,Immediate Recovery
is equal taProgressive RecoveplusReset Parameters

We have analyzed both options in order to decide which one works bet&r wh
recovering from a congestion. To this end, two configurations have &eduated,
the original scheme defined and applied by the two proposed mechanistid d6d
MVCM), called Immediate Recand the one used in most of the current proposals,
referred to afrogressive Rec To evaluate the impact of both recovery schemes,
we have used the MVCM mechanism as originally proposed fotrttmediate Rec
option, and the MVCM mechanism but with a progressive recovery sclesed
only on the ACK packet reception to recover the initial values, as the otrezrd
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proposals apply, for th@rogressive Reoption. Figure 8.35 shows the impact of
applying both schemes.
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Figure 8.35: Impact of the recovery scheme for a BMIN Perfect-Shdfary 5-fly
with a fixed packet size=256 bytes.

As can be observed, for low injection rate there is no difference in thefiope
mances. In this case, the congestion is not so heavy and the receptioK plakkets,
which warn of the non-congestion situation when congestion decréasegugh to
recover the initial network status. However, with a medium and high injectiten ra
the packet generation is so fast that the ACK packet reception rategsoogh to re-
cover the injection rate quickly when congestion decreases, and therefachieve
the best performance. The scenario is as follows. There is no gehgratkets
waiting at the injection queues to be injected, but there is still restrictions (waiting
slots) that are being applied until non-marked ACK packets arrive ansrand pro-
gressively release them. However, because of the low packet ¢jenethe number
of ACK packets will be also small, so the recovery period will be unnecibgsan-
larged. On the contrary, when applying tlremediate Recoption, if a generated
packet is stored in an empty queue, the initial parameters are immediatelynextove
Notice that when network is reaching the saturation point, the performdruatio
options converge.
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8.5 MVCM versus IOCM

Although section 8.4.1 showed that the impact of the packet marking scheme is lim-

ited in the overall behavior of a congestion management mechanism, prakiated

the mechanism has a well (structured) set of corrective actions, egutagent a par-

ticular analysis about the two congestion management mechanism, the IOGMand

MVCM, which presented slight differences in latency in Figure 8.20 dueap#tket

marking schemes used in those proposals, the IOPM and the MVPM, tigspec
Figure 8.36 shows the performance of both proposals, the MVCM an®@i|

with their corresponding packet marking schemesBMIN Perfect-Shuffle 4-ary 5-

fly from low injection rate until saturation. In particular, this figure zooms onieigu

8.20 in order to show the slight improvement presented by the IOCM mechanism.
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Figure 8.36: Latency vs. traffic for the MVCM and IOCM mechanisms in a BMI
Perfect-Shuffle 4-ary 5-fly when applying a fixed packet size=346%)

The improvement produced by IOCM with respect to MVCM is due to the early
packet marking at output buffers carried out by IOPM. This is bezaugput buffers
fill up earlier than input buffers do when congestion appears, ankefmcan be
marked at output buffers (MBout=1) regardless of the value of MBirgaanmented
in section 6.3.1. This way, the IOCM mechanism can apply corrective adighsly
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earlier. On the contrary, with the MVPM scheme, packets will not be validated
(VB=1) at output buffers until they have been marked (MB=1) at irjuffers. So,
MVCM could introduce a small delay on applying corrective actions.
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Figure 8.37: Analysis of the corrective actions applied by MVCM and 10@M
BMIN Perfect-Shuffle 4-ary 5-fly when applying a medium injection rate afixed
packet size=256 bytes.

To justify this small improvement, Figure 8.37 shows the corrective actiona take
over the flows responsible for congestion by both MVCM and IOCM meishas

In particular, the top graph shows the latency d¢otd-flowsin a BMIN Perfect-
Shuffle 4-ary 5-flynder a medium injection rate and a fixed packet size of 256 bytes
without any congestion management mechanism. On the other hand, giaph be
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shows the packet marking process and the corrective actions catiduy doth
mechanisms.

It can be observed that, when applying the MVPM packet marking strategst of

the marking and validation actions are carried out during the time the hot-glset p

is being applieda). On the contrary, the IOPM continues to mark packets at input
and output buffers beyond the end of the pulsg due to the wake created by the
pulse. However, as it can be seen, these marking actions do not haneitbeeffect
over the corrective actions because the first injected packet to an eogatg will re-
cover the initial values for the mechanism parametersAnyway, notice that most

of the marking actions are also carried out during the hot-spot pd)jses expected.

As a result of the marking actions, both mechanisms apply corrective actions
However, as it can be seen, IOCM starts to apply the dynamic window treduc
(e) before the MVCM does. This is because the IOCM strategy allows the vélue o
the dynamic window to be reduced at both input and output packet markthg w
out any delay caused by a dependency between marking actions. Swoaitkisg
independence allow us to apply corrective actions slightly sooner.
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Figure 8.38: Percentage of marked packets for the IOPM, and MVPltégies.

On the other hand, as it was analyzed in section 4.2.5, although IOPM datects
marks packets slightly sooner than MVPM does, this packet marking stredeges
a higher percentage of wrongly marked packets, as it can be seen ire B3,
because its accuracy is lower than that of MVPM. As a result of wronglgkimg
some packets, corrective actions could be applied over their flows arwlld pe-
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nalizecold-flowperformance. In particular, if these wrongly marked packets belong
to a critical application, IOPM could introduce a negative effect in the agiidin
runtime.

In order to analyze the effect of the wrong packet marking on the latehcy
the cold-flows Figures 8.39(a) and 8.39(b) show cold packet latency when applying
IOPM and MVPM, respectively. In particular, each figure present@plyin black,
which represents latency fopld-flow and a set of red dots, which represent latency
for packets with wrongly applied actions, as a result of wrongly marketlgia. As
it can be seen, Figure 8.39(a) presents a set of packets with wrortgipsaat the
beginning of the pulse as a result of the early packet marking at bothanpludutput
buffers. On the contrary, Figure 8.39(b) presents less wrongly achenause of
its well-structured and more accurate packet marking strategy basedidating
packets at output buffers after previous packet marking at inpeisuf
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Figure 8.39: Latency for packets with wrongly applied actions when appl¢an
IOCM and (b) MVCM in a BMIN Perfect-Shuffle 4-ary 5-fly with a medium iojen
rate and a fixed packet size=256 hytes.
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8.6 Avoiding the Head-of-Line Blocking at Origins

In previous sections, it has been shown that the MVCM mechanism astietter
results than the other proposals due to the application of a thorough paakdnhg
strategy combined with an efficient set of corrective actions. Howeageit was
seen in section 6.4, a FVOQ technique has been assumed at the NICs afitte s
hosts in all the simulations, in order to eliminate the HOL blocking phenomenon at
the origins, and therefore to correctly evaluate the proposed congestioagement
mechanism. In spite of this, a FVOQ technique is not scalable. Therefarajénto
improve the scalability of the mechanism, two alternative structures, that istial Pa
Virtual Output Queue (PVOQ) and a Shared-Buffer (SB), were ddfin section 6.4.
To find out if the MVCM mechanism with the proposed structures (PVOQ or SB
obtains the same performance as the one achieved with a FVOQ, nextseattle
evaluation and analysis of the two alternative structures.

In what follows, first we evaluate the MVCM mechanism with the same packet
marking and corrective actions scheme, given that it has been showa qaite
effective, but applying the two alternative structures. Next, we ptesstudy of the
implementation cost of both proposed structures, in order to find out if thrayibute
to lower the cost in a significant way with respect to the FVOQ technique.

To evaluate the new storage structures at the NICs of the source hestave
defined two different synthetic traffic patterns. These traffic pattermsnéended
to provoke network congestion with different intensity levels and, theeefio test
the new proposals under diverse traffic conditions. Table 8.4 desdhibdlifferent
traffic patterns applied.

Network Pattern | ‘ Pattern Il
#Sources Destination
80% Uniform Unif+HS+Unif
20% stop+HS+stop| stop+HS+stop

Table 8.4: Traffic Patterns Applied to Evaluate the PVYOQ and SB Structures.

In the first traffic pattern (Pattern 1), which has been used in previpalysis to
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evaluate the different CMM, a set of sources generate and injecefsaakcording
to a uniform distribution of packet destinations. Then, the rest of thecesurreate a
hot-spot in the network by injecting 1,000 packets to a single destination. affis tr
pattern has been applied to obtain the results of Figures 8.40, 8.41, 8d48,4&n
In the second traffic pattern (Pattern Il), hosts injecting packets to thepwdtwvork
as in the Traffic Pattern I, but hosts injecting uniform traffic start injectindgoum
traffic and randomly each one injects a set of 100 packets to the samech@trsh
after that, they continue injecting uniform traffic. This second traffic pattexrs
been defined to stress even more the network and to evaluate the belfidvionew
storage structures by generating a single bursty traffic. This trafficrpdtées been
applied to obtain graphs in Figures 8.42 to 8.44, and 8.47 to 8.48. Also, we sho
results for two configurations of packet size. In particular, a fixedgiegize of 256
bytes and a variable packet size between 64 and 512 bytes. For o#epfirket
sizes, that is, 512 and 1024 bytes, the results were qualitatively similar.

8.6.1 Evaluating the Scalability

Firstly, we show the evaluation results for tBMIN Perfect-Shuffle 4-ary 5-fly
Figures 8.40 to 8.44, and secondly, to corroborate the results, we shamalysis
for the BMIN Perfect-Shuffle 4-ary 3-fip Figures 8.45 to 8.48.

Curves in Figures 8.4@) and 8.4Qb) show the network performance for the
PVOQ and SB techniques when using different buffer sizes. Noticahbatize of
the queues depends on the technique applied (see section 6.4). In &igire,
the number of queues varies from 1 to 256 queues. For comparisoosgsturve
FVOQ, which represents the original MVCM implementation with 512 queues, is
included. Notice that the module mapping technique has been used to alloeste a n
generated packet into the available queues. So, a packet destined twstimeith
stored in the queue mod q whereq represents the number of queues.

On the other hand, curves in Figures § j&how the network performance when
different sizes of SB are used. The values of the buffer size vawydem 3kB (ap-
proximately 11 data packets for a fixed packet size of 256 bytes) andB1(3pprox-
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Figure 8.40: Network performance with) PVOQ andb) SB when applying pattern
I in a BMIN Perfect-Shuffle 4-ary 5-fly and fixed packet size=256by

imately 512 data packets). Notice that to define a FVOQ, at least a 278kBrafe
source would be needed:

(DWmazx x #destinations * packetsize)

However, using an array of counters (see section 6.4), the total se@lsed by
half (139kB), because only one buffer is required whatever the siggealynamic
window.

Comparing results from both figures, it is expected that, for an acceptablEnum
latency of 5,000 cycles, (notice that this value is 10 times the average lamnay f
packet when network is injecting uniform traffic near the saturation patngjould

be enough to dedicate a maximum SB of 25kB to achieve the same network perfo
mance as with the FVOQ scheme, whereas a PVOQ needs at least 128, quidak
correspond to 32kB (128 queues * 278 bytes). Moreover, for adsteh 10,000
cycles (20 times the average latency), a SB size of 25kB still continues twoog e,
whereas PVOQ needs more than 64kB (256 queues * 278 bytes) to ecmelar
results. Notice that when the PVOQ scheme is used, the number of queagexine
increases as congestion increases. On the contrary, the shaiedsimd remains
constant regardless of the congestion level.

In the PVOQ scheme, packets belonging to different flows share the ssgue.q
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As known, packets belonging to flows responsible for congestion grpesidoecause

of the injection restriction applied by the congestion management mechanism. So,
once congestion appears, this fact could cause head-of-line bloctomping also
packets belonging toold-flows which should not be affected by the injection restric-
tions. As traffic injection increases, more packets are affected and roeteeg are
needed to maintain the same performance. On the other hand, it is enougictiele

a SB size of 25kB to keep enough free buffer space to first allocatéaterdnject
packets belonging toold-flows As a result, these packets do not suffer the head-of-
line blocking phenomenon as it occurs in the PVOQ scheme. Additionally, ildho

be highlighted the best use of storage space compared to the PVOQ techniqu
Notice that with low injection rates, both proposals, PVOQ and SB, are able to
achieve the best results by dedicating a little memory space instead of applying a
FVOQ.
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Figure 8.41: Network performance with) PVOQ andb) SB when applying pattern
I in a BMIN Perfect-Shuffle 4-ary 5-fly and variable packet size.

Next, Figures 8.4(:) and 8.41b) show the performance of PVOQ and SB, re-
spectively, when applying a variable packet size between 64 and 3&2. b§gain,
the SB scheme just needs a buffer size of 25kB, whereas PVOQ needghraa
36kB (128 queues). Although we know that in both cases of study the nyesiaar
will depend on the traffic pattern and the injection rate applied, we haveatedlu
other traffic patterns which stress the network much more in order to dédheee
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is an approximate size which not only saves memory but also allows the Io&st pe

mance results to be achieved.
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Figure 8.42: Network performance with) PVOQ andb) SB when applying pattern
Il in a BMIN Perfect-Shuffle 4-ary 5-fly and a fixed packet size=B§ées.

10000 10000
9000 9000
&  8000F - 8000
< 7000+ 1q ﬁ 7000
& 6000t P & 6000 K
? 5000 -, le —a— 1 LC>)' 5000+ / 12kB ——
g 4000 ¢ giq — S 4000/, 25kB —e—
« q © 50kB
— 30007 128q ] — 3000y, 1008
2000 2564 — 2000 139kB —
1000  ROQ 1000t
25 30 35 40 45 50 55 60 25 30 35 40 45 50 55 60
Traffic (bytes/cycle) Traffic (bytes/cycle)
(a) PVOQ (b) SB

Figure 8.43: Network performance with) PVOQ andb) SB when applying pattern
Il in a BMIN Perfect-Shuffle 4-ary 5-fly and variable packet size.

Figures 8.42 and 8.43 show the performance when Pattern Il is applied with
fixed and variable packet sizes, respectively. In particular, cunvEgyures 8.42q)
and 8.43a) represent performance results for the PVOQ, whereas curves ireBigu
8.42(b) and 8.43b) show the performance results for SB. Analyzing the results for
both configurations of packet sizes, again, for a latency of 5,000 yaideast 128
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gueues are needed in the PVOQ scheme to roughly achieve the besinaeide,
whereas the SB continues to need 25kB of buffer size. Notice that, agaim ith
a particular buffer size for SB, which allows to reach the best perfocendor a
network, regardless the traffic load and injection rate, whereas the Ri&pénds
slightly on those parameters.

Now, in order to test whether the results obtained for the SB are significant
not, Figure 8.44 presents results when applying the SB scheme with a figket pa
size and with a modified Pattern Il in order to vary the pressure on thedshafter.

In particular, an increase and a decrease of 10% of the hot-spat trefinging to
thehot-flowshas been applied to obtain graglag and(b), respectively. Once more,
the SB still obtains good results with a memory size of 25kB for maximum latencies
of 5,000 and 10,000 cycles.
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Figure 8.44: Network performance when applying SB with a modified patténral
BMIN Perfect-Shuffle 4-ary 5-fly and fixed packet size=256 bytes.

Next, to justify that this performance is achieved in other network sizesrésgu
8.45 to 8.48 present results for tBMIN Perfect-Shuffle 4-ary 3-flyin particular,
Figures 8.45 and 8.46 are the result of applying the traffic pattern | witheal fix
and a variable packet size, respectively. In the same way, Figureau®¥d.48 are
the result of applying the traffic pattern Il with a fixed and a variable pasize,
respectively.

As it can be analyzed, dedicating a SB size of 3kB is enough to achieveshe b
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results in both values of latency (5,000 and 10,000 cycles), whereas \RXHO&)
more than 4kB (16 queues * 256 bytes) are needed for a fixed paidesdrsl more
than 6kB for a variable packet size.

Finally, we show in Table 8.5 a summary of the memory size needed by both
SB and PVOQ to achieve the same results as a FVOQ for different netwofige
urations. Additionally, each network configuration presented in Tablet\¥sthe
percentage of reduction of the memory size when applying either PVOQ writ8B
respect to the size required by FVOQ. Notice that all these values arésrésm
our simulations.

Network # Hosts | FVOQ PVOQ A% SB | A%
BMIN 4-ary 5-fly 512 | 256 kB | 32/64 kB | 87/75% | 25 kB | 90%
BMIN 4-ary 3-fly 64 32 kB 4/4kB | 87/87%| 3kB | 90%
BMIN 8-ary 3-fly 512 256 kB | 32/64 kB | 87/75%| 25 kB | 90%
UMIN 4-ary 4-fly 256 128kB | 16 /32kB| 87/75% | 12 kB | 90%
UMIN 8-ary 3-fly 512 256 kB | 32/64 kB | 87/75%| 25 kB | 90%

Table 8.5. Percentage of the memory reductions when applying SB or PVQ with
respect to FVOQ.

As can be seenin Table 8.5, the memory reductions are significant in betimnesh
Approximately, the memory dedicated by a FVOQ can be reduced betweear®%
90%, if a PVOQ or a SB is used.

In conclusion, the SB scheme is a cost-effective solution when compatkd to
alternative of applying FVOQ or even PVOQ in order to remove the hedih®f
blocking effect at origins. This is because, if the memory is well-managéd as
SB, a reduced value of memory size can be found so that it allows goaitsrsbe
achieved. Additionally, although the memory size seems to depend on thepiedffic
tern and the injection rate applied, we have checked that with a smaller memory fo
SB (25kb), the CMM obtains good results under a low, medium, and high infectio
rates and for different traffic patterns.
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Figure 8.45: Network performance with) PVOQ andb) SB when applying pattern
| in a BMIN Perfect-Shuffle 4-ary 3-fly and a fixed packet size=2%tb.
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Figure 8.46: Network performance with) PVOQ andb) SB when applying pattern
I in a BMIN Perfect-Shuffle 4-ary 3-fly and variable packet size.
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Figure 8.47: Network performance with) PVOQ andb) SB when applying pattern
Il in a BMIN Perfect-Shuffle 4-ary 3-fly and a fixed packet size.
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Figure 8.48: Network performance with) PVOQ andb) SB when applying pattern
Il in a BMIN Perfect-Shuffle 4-ary 3-fly and variable packet size.

8.6.2 Chip Area Requirements

In the previous section, we have evaluated by simulation the feasibility of the alte
native storage structures to improve the scalability of the MVCM mechanism. In
particular, the analysis was focused on the replacement of the FVOE@r lmuffa-
nization, which has been assumed in the evaluation of the MVCM mechanism, by
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a PVOQ or a SB organizations. Table 8.5 presented a summary of the calculate
memory sizes needed with regard to the network configuration.

In this section, we estimate the cost of the new storage schemes in the NICs of
the hosts by calculating the silicon area required to implement them. The hardwar
description language used in the design of the memory scheme¥enibx) using
the applications DSCH [67] and Microwind [67] to compile the correspondieg
signs. In particular, the method applied to obtain the results was, firstly, igndes
the proposed memory schemes with DSCH in order to get the Verilog filessand,
ondly, to import these files with Microwind to obtain the cost of implementation by
calculating the silicon area required. The different schemes have lesgmdd for a
45nm CMOS technology.

@_» Storage |_p, [Networl

packet | Structure Packet

I generation injection

Control
Memory|

Figure 8.49: Basic diagram implemented to calculate the cost of implementing the
different memory schemes (memory structure and control memaory).

Figure 8.49 shows a basic diagram representing the implemented scherae. In p
ticular, theh; identifies any origin host in the network, ti$orage Structureepre-
sents the different memory schemes analyzed, that is FVOQ, PVOQ arah&he
Control Memoryidentifies the additional memory needed to control the outstanding
packets, the dynamic window size, and the waiting slots per flow.

As a result of this study, the Figure 8.50 shows the implementation cost in terms
of required silicon area for different network configurations. Eagimtprepresents
the silicon area imm? required to implement each particular storage scheme. As it
can be observed, the FVOQ presents the highest cost in all casesgassxpected.
This is because its implementation cost directly depends on the number of tlestina
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hosts in the network.
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Figure 8.50: Required silicon area when applying the different memorgnses
evaluated.

The differences in cost that can be observed in Figure 8.50 betwe¢®@ Bnd
a PVOQ or a SB scheme are about 80 and 90% of silicon area reductpectely.

FVOQ | PVOQ | A% | SB | A%

me me mm2

8-ary 3-fly(512hosts)| 57.39 | 6.71 | 88.3%| 5.24 | 90.9%
4-ary 5-fly(512hosts)| 57.39 | 6.71 | 88.3%| 5.24 | 90.9%
4-ary 4-fly(256hosts)| 28.72 | 3.38 | 88.2%| 2.51 | 91.3%
4-ary 3-fly(64hosts) | 7.21 0.88 | 87.8%| 0.63 | 91.3%

Network

Table 8.6: Silicon area requirements for different configurations.

In particular, Table 8.6 presents the exact values of the silicon areaeédn
each network configuration. As a result, the implementation of any of the twe alte
native schemes to the original FVOQ scheme is shown to be highly recommended
Anyway, as concluded in previous section, SB presents the bestftadive alter-
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native for implementing the storage resources of NICs.
Notice that, despite the network configurations are differ8rdrfy 3-flyand4-
ary 5-fly), the obtained results are the same in both cases, as the number of hosts is
equal (512 hosts). Therefore, the size of storage depends onriteenof hosts and
not on the network configuration.



Chapter 9

CONCLUSIONS AND FUTURE
WORK

In this chapter we describe the contributions and conclusions of the war&,dhe
publications and the future work.

9.1 Contributions and Conclusions

The growth of parallel computers based on high-performance netlwaskmcreased
the interest and effort of the research community in developing new tacmsiap
achieve the maximum performance from these networks. In particulargetieog-
ment of new techniques for efficient routing to reduce packet latendyirammease
network throughput. However, high utilization rates of the network cousdlten
what is known asietwork congestignwhich could cause a degradation of the net-
work performance because all or a part of the network has excekdadaximum
utilization imposed by the saturation point of the network.

The aim of this dissertation has been the development of new Congestion Man
agement Mechanisms able to effectively detect and recover from a&stoig situ-
ation. These mechanisms are based on new strategidstfar early and thorough
detection of congestion, anigl new corrective actions that stop the growth of the sat-
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uration tree and offset its effects, allowing an even distribution of netnesturces.
Indeed, the main challenge has been to develop new strategies able te agivelv
performance acting on flows responsible for congestion and avoidimaipieig non-

responsible flows.

In this thesis, we aim at providing congestion management mechanisms which
achieve the previous requirements. Moreover, the proposed mechatsamplish
three additional requirements, such as their robustness, the fact thatatimet pe-
nalize network behavior in the absence of congestion, and finally, théhizcthey
do not generate additional problems.

A part of this thesis is dedicated to describe in detail the new strategiesrfor co
gestion detection and correction, which make up the new congestion mardgeme
mechanisms (i.e., MVCM and IOCM). Additionally, we have evaluated those mech
anisms under simulation, and compared their results to the ones achievedchy-the
rent proposals for congestion management (i.e., Renato’s and Pfistgtgsals). In
order not to loss generality, unlike other approaches, these new nigtisaare not
targeted for a particular network technology, but for the multistage integxdion
networks in general. However, the proposed mechanisms could easippledato
current standard interconnects, such as InfiniBand. Thereformong&der that this
thesis achieves the previously presented objectives.

The main contributions of this dissertation are the following:

e Firstly, this thesis presents a deep analysis of the congestion process. Th
analysis states that every congestion process starts in a switch whenaeme fl
compete for the same output link, and the bandwidth of the corresponding
output link is not enough to consume all the incoming packets. Additionally,
the study states that this situation is critical only if it affects other flows not
responsible for congestion. As a result of that, a suitable technique sifglas
packet flows into the network is needed.

e Secondly, this thesis presents a thorough study of the current techrigue
detect congestion in multistage interconnection networks. We have analyzed
the Input Packet Marking (IPM), the Renato’s Packet Marking (RRMY the
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Output Packet Marking (OPM) techniques, highlighting their pros and.con
As a conclusion, they are not able to correctly classify flows in a congestio
situation and, therefore, the marking actions may be applied over the packets
non responsible for the congestion. As a consequence, two newt paaieng
techniques have been proposed in this thesis, namely the Input-Outxet Pac
Marking (IOPM) and the Marking and Validation Packet Marking (MVPM)
techniques, which, unlike the previous packet marking strategies, udatsvo

to warn about a congestion situation. These new proposals allow to ttprrec
classify flows by identifying a four-level classification of congestion.

e Thirdly, this thesis analyses in depth the current schemes of application of
corrective actions, such as the static window-based and the waiting interva
techniques, which depend on a packet marking technique based onle sing
marking bit (i.e., IPM, RPM, and OPM). The study shows thitthe static
window-based technique is not an effective technique because it cauke
too much restriction on the packet injection, and therefore, it have to be re-
placed by a dynamic window-based technigijeyith a well-designed packet
marking technique, that is IOPM or MVPM, based on two bits, the correc-
tion actions schemes can be enhanced by applying a combination of differen
corrective actions, that is, a window-based technique and a waiting ahterv
technique. Additionally, a suitable methodology for parameters initialization
is proposed.

e Fourthly, two new proposals for congestion management mechanismeare pr
sented and evaluated, that is, the Marking and Validation Congestion lglanag
ment (MVCM) and the Input and Output Congestion Management (I0GM).
particular the MVCM and the IOCM mechanisms are based on the MVPM and
the IOPM packet marking techniques, respectively. Additionally, both GMM
apply a well-designed set of corrective actions based on a combinatian of
window-based and a waiting interval technique that make packets belonging
to the flows responsible of congestion wait at their source hosts, insfead o
remaining blocked into the network.
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o Lastly, this thesis presents the results of an extensive evaluation of tiemtcur
proposals for CMM, that is, Renato’s and Pfister's mechanisms, togettier
the new proposed CMMs, that is, MVCM and IOCM. The evaluation has bee
carried out by comparing those CMMs under the same network configuration
and traffic loads. Additionally, a study of the silicon area required by miffe
storage structures to classify generated packets at the NICs is predargar-
ticular, a Partial Virtual Output Queue (PVOQ) structure and a Shatdf:B
(SB) approach are analyzed.

From the analysis and evaluation of the proposed CMMs, the followingl@onc

sions are drawn:

e Firstly, the adjustment of the parameters of the proposed mechanisms, that is
the buffer threshold, the window size and the waiting interval calculatidg, on
depends on the network configuration, therefore the mechanism is sintple an
easy to implement.

e Secondly, it has been shown that the MVCM proposal provides goddrpe
mance for congestion management regardless of the traffic load. Mwreov
MVCM not only reduces latency farold-flowswith regard the current propos-
als, but also improves the performancéhot-flowsby avoiding oscillations in
network throughput and keeping their packet injection at the maximum rate.

e Thirdly, from the comparison between MVCM and IOCM mechanisms, we
conclude that, although IOCM presents a slight increase in performance f
accepted traffic, due to the fact that IOCM marks packets in advaneaibec
there is no dependency between both marking actions, it wrongly marks more
packets belonging toold-flowsthan MVCM does. Therefore, depending on
whether it is preferred to promote accuracy or an early packet markimgan
apply either the MVCM or the IOCM mechanisms, respectively.

e Fourthly, when compared to current proposals, it is observed that WMisiad
IOCM provide the best results for congestion management becauseirof the
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more efficient recovery actions based on a dynamic window, waiting insertio
technique, and immediate recovery of the initial parameters. Previousgaropo
als, that is, Pfister's and Renato’s proposals, obtain worse resuliaseethey

limit the injection rate too much, specially Renato’s proposal, due to the fact
that a static window is applied whatever the network behavior is. On the other
hand, Pfister's implementation applies a simple recovery technique based on
a waiting insertion technique, and if this technique works alone, it is not able
to react as fast as the combination of a dynamic window and waiting insertion
technique.

o Fifthly, analyzing in isolation the design issues that make different these pro
posals, packet marking and recovery techniques, we observe thpadket
marking election is not the most critical issue in a CMM. Even so, the strat-
egy that is based on input buffer marking combined with output buffer aalid
tion, that is MVPM, has obtained the best results, because it is the one which
wrongly marks less cold-packets in a congestion situation. Additionally, the
study concludes that marking only at input buffers achieves the lowésrpe
mance. Concerning recovery techniques, it is shown that applying @thtia
window restricts too much the injection rate and it will never achieve the re-
sults of a dynamic window does. Moreover, using a dynamic window as-a pre
ventive action combined with a waiting slots insertion technique minimizes the
penalization on the flows not responsible for the congestion. Grapbalriat
even by applying a simple dynamic window technique, it is possible to achieve
good results because the dynamic window better tunes injection limitation. Fi-
nally, a limitation in the waiting slot insertion and an immediate recovery of
the initial values of the injection rate, when congestion is not longer detected,
avoids penalizing thhot-flowsin excess, and is much better than a progressive
recovery.

e Finally, we have analyzed different alternative store structures to irefre
scalability of the MVCM and IOCM mechanisms. In particular, the possibility
of replacing the FVOQ at origins by either a PVOQ or a SB has been evalu-
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ated. Results show that it is not necessary to dedicate a FVOQ at origi hos
to eliminate HOL blocking. Despite the fact that applying a PVOQ contributes
to improve the scalability, the use of a SB is the best choice because its size is
independent from the system size. Further, it does not depend oppliech
traffic load. We have shown that a small size of SB is enough to maintain a sim-
ilar performance level to that achieved applying a FVOQ. Additionally, aystud

of the silicon area requirements for the different alternative store stasctu
shows that by applying a PVOQ or a SB instead of a FVOQ, the reductions
in the silicon area requirements is about 88% and 90% of the initial silicon
area required, respectively. In conclusion, SB is a cost-effeativgien when
compared to the alternative of applying FVOQ or PVOQ in order to remove
the HOL blocking effect at origin. This is because the required memory size
is reduced, it does not depend on the traffic load, and it is a fixed ptgame
that can be defined at network implementation. Notice that these sizes of SB
and PVOQ are related to a high injection rate, but if a medium injection rate
is applied (as in a normal network situation), smaller memory sizes for SB or
PVOQ could be used.
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9.2 Scientific Publications

Next, we list the articles published in relation to the work presented in this thesis.
Publications on National Conferences:

e “MVCM: A Packet Marking/Validation Mechanism for Congestion Man-
agement in InfiniBand”. J.Ferrer, E.Baydal, A.Robles, Bpez, and J.Duato.
In Proceedings of the CEDI 2005 - | Congreso Hapale Infornatica, XVI
Jornadas de Paralelisisctas de las Jornadas de Paralelismo, pages 189-196,
Granada (Spain), September 2005, Publisher: Ed. Thomson. ISBENB2-
430-7.

e “Fair Congestion Management in MINS. J.Ferrer, E.Baydal, A.Robles,
P.Lopez, and J.Duatoln Proceedings of the XVII Jornadas de Paralelismo
pages 217-222, Albacete (Spain), September 2006, Publisher:ridae de
Castilla-La Mancha. ISBN:84-690-0551-0.

e “A Comparative Study of Congestion Management Mechanism for MINS”.
J.Ferrer, E.Baydal, A.Robles, Bpez, and J.Duatdn Proceedings of the XIX
Jornadas de Paralelisinpages 387-392, Castel(Spain), September 2008,
Publisher: Publicacions de la Universitat Jaume |-CastellSBN:978-84-
8021-676-0.

Publications on International Conferences:

e “Congestion Management in MINs through Marked & Validated Pack-
ets’. J.Ferrer, E.Baydal, A.Robles, Ppez, and J.Duato.In Proceedings
of the 15th EUROMICRO International Conference on Parallel, Distributed
and Network-Based (PDP '0fages 254-261, Naples (Italy), February 2007.
Publisher: IEEE Computer Society Press. ISBN: 0-7695-2784-1.

e “Onthe Influence of the Packet Marking and Injection Control Schemesin
Congestion Management for MINS. J.Ferrer, E.Baydal, A.Robles, Bpez,
and J.Duato.In Proceedings of the 14th Euro-Par International Conference
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pages 930-939, Las Palmas de G.C. (Spain), August 2008. Publisgwoture
Notes in Computer Science, Springer-Verlag. ISBN: 978-3-540-@®45

“A Scalable and Early Congestion Management Mechanism for MINS
J.Ferrer, E.Baydal, A.Robles, Bjhez, and J.Duatdn Proceedings of the 18th
EUROMICRO International Conference on Parallel, Distributed and Né&vo
Based (PDP '1Q)pages 43-50, Pisa (Italy), February 2010. Publisher: IEEE
Computer Society Press. ISBN: 978-0-7695-3939-3.

Publication on International Journals:

“Progressive Congestion Management Based on Packet Marking dival-
idation Techniques. J.Ferrer, E.Baydal, A.Robles, Bpez, and J.Duato.
IEEE Transactions on Parallel and Distributed Systems (TPDS), September
2012.

“Progressive Congestion Management Based on Packet Marking dval-
idation Techniques. J.Ferrer, E.Baydal, A.Robles, Bpez, and J.Duato.
Computing Now. IEEE computer society. March 2012.
http://www.computer.org/portal/web/computingnow/0412/whatsnew/tc
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9.3 Future Work

e Taking into account that both the MVCM and IOCM mechanisms achieve good
performance with their original configuration, it will be interesting to analyze
the performance when considering the following modifications:

1. Applying an adaptive routing. Both CMMs apply a deterministic routing
mechanism to route packets through the network. Injected packets follow
the defined path at origins host regardless the network traffic anegtseng
tion. By applying adaptive routing, packets could be rerouted through
alternative paths if a congestion problem appears in any part of the net-
work.

2. Applying the proposed CMMs in other network configurations. This the-
sis presents a thorough analysis of the proposed mechanism when they
are applied in multistage interconnection networks. In particular over
Butterfly and Perfect-Shuffle MINs. It could be interesting to find out if
those mechanism also work correctly over other type of networks, and
therefore they could be applied in other network environments.

e There are other current proposals for congestion management wigsanp
good results. It could be interesting to evaluate and compare their results to
the ones achieved by our proposals. In particular, it would be interetsting
compare MVCM and RECN [35] under the same network configuration and
traffic conditions. The aim of this study i9) to evaluate if the technique
used in RECN to manage congestion is able to solve a heavy congestion situa-
tion as the MVCM mechanism does, aii)dif a combination of both MVCM
and RECN mechanisms could improve the network behavior in other networks
configurations and under other traffic conditions.

e As it was presented in section 5.3.1, the dynamic window size takes its value
from the integer number higher but closer to the real value achieved when
applying the (5.6) formula. As an example, for the BMIN 4-ary 5-fly networ
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we calculated a real value of 1.28, so the window size took the integer vialue o
2. As it can be seen, the mechanism allows to inject a 56% more packets than
the network can deliver. So, it also could create congestion, which Hae to
solved by reducing the size of the window, at origins, after the congeistion
detected.

A well-known algorithm to draw lines in a computer screen, that is,Bree
senham'’s line algorithincould dinamically be applied to accurately calculate
the window size value, and therefore to avoid creating congestion situations

TheBresenham'’s line algorithrdetermines which points in an n-dimensional
raster should be plotted in order to form a close approximation to a straight line
between two given points. As it uses only integer addition, subtractioniand b
shifting, the algorithm is easy to implement in standard computer architectures.
Nowadays, the speed and simplicity of Bresenham'’s line algorithm means that
it can be used in hardware such as plotters and graphics chips of ngrdpin

ics cards. It can also be found in many software graphics librarieveoria
either the firmware or the hardware of modern graphics cards.

With this algorithm, the new proposal could dynamically adjust and assign the
value of the dynamic window size in a preventive way, instead of reactiregiwh
congestion appears as current proposals do.
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