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Abstract: New challenges in education require new ways of education. Higher education has adapted
to these new challenges by means of offering new types of training like massive online open courses
and by updating their teaching methodology using novel approaches as flipped classrooms. These
types of training have enabled universities to better adapt to the challenges posed by the pandemic. In
addition, high quality learning objects are necessary for these new forms of education to be successful,
with learning videos being the most common learning objects to provide theoretical concepts. This
paper describes a new approach of a previously presented hybrid learning recommender system
based on content-based techniques, which was capable of recommend useful videos to learners and
lecturers from a learning video repository. In this new approach, the content-based techniques are also
combined with a collaborative filtering module, which increases the probability of recommending
relevant videos. This hybrid technique has been successfully applied to a real scenario in the central
video repository of the Universitat Politècnica de València.

Keywords: learning recommender system; learning object; learning videos; content-based; collabora-
tive filtering

1. Introduction

New challenges in education has raised due to the students’ profile changes in the
last decade. They demand new ways of learning, better adapted to their way of life and
moving away from classical teaching. Academic institutions must be agile in adapting their
teaching methodology to the new forms required, taking into account the opportunities
offered by the global world [1,2]. In this way, there has been a great increase in the supply of
massive online open courses (MOOCs) by academic institutions, as well as in the number of
students opting for this type of training [3]. MOOCs mainly relay on learning objects (LOs).
As IEEE proposes, a LO is “any entity, digital or non-digital, which can be used, re-used or
referenced during technology supported learning” [4]. Thus, MOOCs use different types
of LOs, with videos being one of the most commonly used to teach theoretical concepts.
In addition, new teaching approaches are emerging in higher education, such as flipped
teaching [5–7], in which the theoretical content is studied at home by the students, while
the face-to-face sessions are eminently practical, where the knowledge acquired is put into
practice by solving problems. To this end, the lecturer instructs the students which LOs
they should work on at home before the next face-to-face session. In this way, students
are encouraged to acquire the theoretical concepts not only through books or specialised
articles, but also through audio–visual material.

Furthermore, in this pandemic context, face-to-face classes have been replaced by
online classes in many institutions, increasing the adoption of flipped learning. Lecturers
need to plan subjects taking into account possible connectivity problems, as the possibility
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of students being unable to attend online classes due to health problems (quarantine,
hospitalisation) increases. In addition, students may have difficulties in accessing devices
during working hours, because they share them with their parents, etc. All these new
circumstances make it even more important to provide educators with useful tools to
search for and recommend good LOs, which can be accessed by students at any time.

Universitat Politècnica de València (http://www.upv.es, accessed on 14 May 2021)
(UPV) is a Spanish Public university which offers undergraduate degrees, dual degrees,
masters and doctoral programs. UPV has more than 28,000 students. UPV has been pro-
moting new pedagogical methodologies in their degrees in the last decade, such as flipped
teaching [8]. It has also made a great effort in developing MOOCs within the edX platform
(https://www.edx.org/, accessed on 14 May 2021), with more than 2 million enrollments
and having three courses in Class Central all time top 100 MOOCs in 2019
(https://www.classcentral.com/report/top-moocs-2019-edition/, accessed on 14 May
2021), and two courses top 30 in 2020 (https://www.classcentral.com/report/best-free-
online-courses-2021/, accessed on 14 May 2021). In addition, UPV participated in the
movement that arose during the first months of the pandemic to offer free certificates
for some of the MOOCs offered. This fact, together with the need for new training chan-
nels, has led to a significant increase in the number of students on this type of courses
(https://www.classcentral.com/report/mooc-stats-2020/, accessed on 14 May 2021).

Students need access to a variety of resources to understand the theoretical concepts
required in blended and flipped classroom environments. To facilitate this difficult work,
UPV has had a long-standing digital resources project with the aim of producing video
content as LOs. This video content is handled in the university central video repository,
called mediaUPV (https://media.upv.es/, accessed on 14 May 2021). This portal is not only
used in the field of MOOCs, but also in other educational projects.

mediaUPV allows UPV lecturers to upload and manage video content for students.
Students access mediaUPV usually through suggestions made by their lecturers through
the learning management System (LMS), but they also access the video portal and browse
through the content on their own. A relevant feature of mediaUPV against other alternatives
(e.g., YouTube) is that the videos have been prepared and recorded by lecturers from the
institution, so the quality of the content is guaranteed.

mediaUPV portal has become an essential tool to the institution during this pandemic;
however, the size of the mediaUPV content is a growing problem, and hence, it is increas-
ingly difficult to find the most relevant content for both students to view and lecturers to
suggest. Thus, UPV determined that both students and lecturers would benefit from the
development of a new Learning Recommendation System (LRS), that could recommend
relevant and related videos. Therefore, in our previous work [9], we presented the first
recommender engine proposed to carry out that purpose, which combined two content-
based techniques to recommend useful learning videos to learners and lecturers. However,
with that engine it was only possible to recommend videos labelled as high quality, that
is, with transcripts. Therefore, it is necessary to apply other techniques to cover the entire
mediaUPV catalogue.

In this paper we present an enhancement of the previous work, which extends the
proposed recommendation engine also using collaborative filtering techniques. Thus, we
describe how we have designed and developed a hybrid recommender system based
on both content-based techniques and collaborative filtering. Furthermore, a complete
analysis of the results in production of the initial content-based LRS since its application in
October 2019 until March 2021 is provided.

This article is structured as follows. In Section 2 related works are described. Fol-
lowing, Section 3 specifies a description about the LOs to recommend and the potential
users of the system. In Section 4, the proposed recommender system is explained. Then,
Section 5 shows the experimental results of the proposed recommender using the data of
the mediaUPV portal. In addition, Section 6 provides an analysis of the results of the LRS
used in production. Finally, Section 7 draws the conclusions and future work of this paper.

http://www.upv.es
https://www.edx.org/
https://www.classcentral.com/report/top-moocs-2019-edition/
https://www.classcentral.com/report/best-free-online-courses-2021/
https://www.classcentral.com/report/best-free-online-courses-2021/
https://www.classcentral.com/report/mooc-stats-2020/
https://media.upv.es/
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2. Related Work

Learning Recommender Systems (LRS) should assist learners in discovering relevant
LO than keep them motivated and enable them to complete their learning activities [10].
Most of the LRS adopt the same techniques than regular recommender systems [10–13],
such as: content-based, in which recommendations are determined considering user pro-
files and content analysis of the learning objects already visited by the user; collaborative
filtering, in which recommendations are based on the choices of other similar user profiles;
knowledge-based, in which it is inferred whether a LO satisfies a particular learning need
of the user to recommend it; and hybrid, in which recommendations are computed by
combining more than one of the above techniques.

In recent years, different approaches have been proposed in order to improve the
efficiency and accuracy of the recommendations and retrieval of useful LOs. In this way,
in [14], authors provide new metrics for applying collaborative filtering in a learning
domain, so users with better academic results have greater weight in the calculation of the
recommendations. However, the experiments did not carried out in a learning environment.
In another proposal, Zapata et al. provide a tool for filtering the retrieved results from
a user query, which uses a combination of different filtering techniques, such as content
comparison, and collaborative and demographic searches [15].

Other proposals focus on recommending to students those LOs that can be most useful
to them, providing solid arguments. This is the case of [13], which combine content-based,
collaborative and knowledge-based recommenders using an argumentation-based module
to recommend LOs inside a LMS. In this case, information on student profiles and learning
styles is also available. An item-based collaborative filtering method is combined with a
sequential pattern mining algorithm to recommend LOs to learners in [16]. In this case, LOs
are ranked by the students and it is also possible to obtain the browsing sequences made
by them. In a similar way, ref. [17] proposes a hybrid knowledge-based recommender
system based on ontology and sequential pattern mining for recommendation of LO.
Authors can adequately characterize learners and LOs using an ontology, since they have
detailed information about them. Personalized learning paths (sequence of LOs) that
maximizes the performance of the learner and effectiveness of learning are provided in [18],
hybridizing ant colony optimization with genetic algorithm. In this case, authors use
both learners and LOs attributes to determine the appropriate learning paths. In addition,
in [19], Dwivedi et al. recommend learning paths using a variable length genetic algorithm.
This approach considers learners’ learning styles and knowledge levels extracted from
the learners’ registration process. Finally, in [20], authors propose a method, based in a
collaborative filtering approach, for building a unified learner profile which is used to
recommend LOs to a group of individuals.

Besides, other works have been done to improve the accuracy of the searches in
mediaUPV. For example, in [21] a semi-supervised method is applied to cluster and classify
the LOs of mediaUPV, obtaining specific keywords that represent each cluster. In [22],
authors applied a custom approach for indexing and retrieving educational videos using
their transcripts, which are available in mediaUPV. Videos are classified in different domains
using the method described in [21]. In addition, they applied a Latent Dirichlet Allocation
algorithm [23] to get a list of topics and their score. User queries are classified in one of
the domains, recovering from that cluster those videos whose transcripts are the closest to
the query.

As can be seen, most previous work on LRS adopts a hybrid strategy, seeking to
harness the strength of each particular technique, overcoming its limitations by using
them together. Furthermore, the different strategies that can be applied depend on the
data available to describe LOs and users. In our case, a hybrid strategy will also be
applied, combining content-based methods. On the other hand, previous experiences
on the improvement of searches in the mediaUPV repository show us the usefulness of
characterizing LOs using available transcripts and titles.
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3. Problem Description

mediaUPV portal started in 2011 and by the end of 2019 it had 55,600 different videos
mainly from STEM topics, with more than 10 million views. During 2020 until the end
of March 2021, the mediaUPV catalogue increased almost a 44.8%, reaching 80,500. This
significant growth may be due to the increased need for the use of online learning resources,
not only for new forms of learning, but also for the institution’s traditional courses that
had to be converted to purely online teaching during the pandemic. From this database,
only 13,232 by the end of 2019, and 20,135 by the end of March 2021 are certified as high
quality LOs (an increase of 52.2%). All these high quality videos have a transcript (with
more than 100 characters), a title, and an author, however the videos are not classified
using any taxonomy and no useful keywords are associated to them for all cases. mediaUPV
platform generates the transcripts of what is said in the videos using the poli[Trans] service
(https://politrans.upv.es, accessed on 14 May 2021), an online platform for automated
and assisted multilingual media subtitling offered by UPV. poli[Trans] service is based on
transLectures-UPV Platform [24].

Hence, a 75% of the mediaUPV catalogue is composed by videos without transcripts.
It was detected that a huge percentage of that videos have a medium quality and could be
also interesting to lecturers and students. In fact, some of them are recordings of classes
from some subjects, which can be used for reinforcing the learning of students of similar
subjects in other degrees. By default, mediaUPV does not obtain the transcripts of these
recordings, because is the lecturer who has the permissions to demand them.

mediaUPV portal is mainly used by students and lecturers. The students are mainly
formal students of the UPV, but it also receives many visits from anonymous users, who
can register in some MOOC offered by the UPV. Moreover, mediaUPV is not connected to
the LMS of the UPV, so even though the user is authenticated, it is not possible to know his
student profile (e.g., enrolled subjects).

Therefore, the aim of this proposal is to be able to offer recommendations not only to
authenticated users but also to anonymous users of the system. In addition, the system
should be able to recommend not only students, but also lecturers who want to find quality
videos to suggest to their students. Therefore, the main objective is to be able to offer
recommendations on learning videos (that is LOs) that meet the quality standards set by
the UPV.

It is important to note that all recommendations made on the mediaUPV portal are
always through a video. That is, when a user logged into the system is watching a
video (which can suggest videos similar to the current video or content that the user has
watched previously), or an anonymous user watching a video (which can only suggest
content similar to the current video). This implies that there are no recommendations only
associated with a logged-in user. Thus, a hybrid system needs to be used in which the
current video, and (optionally) the logged-in user are considered.

4. Learning Recommender System Proposal

Collaborative recommendation has some well-known difficulties, such as the necessity
of a huge quantity of data for making accurate recommendations. In the same way, content-
based approaches also have some problems, such as the lack of serendipity. For this reason,
a hybrid approach which combines the previous techniques can improve the accuracy in
the provided recommendations and reduce the cold start impact.

In this way, our LRS is based on two different approaches:

• First, a content-based recommender module based on two components. One compo-
nent recommends taking into account the activity of the user identified in the system,
the profile-based module (PB). The other component offers recommendations based
on the content of the video being watched at the time, the item-based module (IB).

• Second, a collaborative filtering module (CF), which offers suggestions based on
similar other users with a viewing history similar to current user.

https://politrans.upv.es
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Thus, the computed recommendations are based on these two approaches, getting
a hybrid recommendation system, so that the user receives recommendations of videos
similar to the one she is watching at that moment, or also of videos that may interest her
due to her viewing history, and additionally, content considered interesting due to the
opinions of other users with a viewing history similar to her own. This fact increases the
serendipity, discovering contents to the user that are of her interest, although they are not
so similar, a priori, to learning videos already watched by the user so far.

In our proposal, LOs/videos are characterized by their title and their transcript (when
available). This characterization is used for the calculation of the similarity between the
LOs. As transcripts are in different languages, it is possible to recommend videos from
different languages.

Because there is a large set of words in the transcript and title of the videos, it is
necessary to have an algorithm that filters out the too common words, which do not serve
to differentiate the content. Thus, it is possible to focus on the particular words in the entire
collection, which serve to identify the content of a video. We need to use an unsupervised
term weighting approach, as our video repository is not categorized. Therefore, the
algorithm chosen is the well-known term frequency–inverse document frequency (TF-
IDF) [25], as it is a common term weighting scheme used to represent documents. In order to
improve the performance of the TF-IDF algorithm, also the stop words from the nltk Python
(https://www.nltk.org/, accessed on 14 May 2021) package are used. Furthermore, some
ad hoc words have been added to this package.

The item-based module takes only the information from the content of the videos, i.e.,
there is no information about the users. So, we can consider this module as a recommen-
dation by item-item similarity to be used when a (maybe anonymous) user is watching a
video. To do this, we take the characteristics (transcript and title) of each of the videos to
calculate the item-item matrix with the TF-IDF algorithm. Then, the cosine similarity of
two instances of this item-item matrix returns the similarity among the different videos.
Cosine similarity calculates the similarity between two n-dimensional vectors by the angle
between them in the vector space:

cosine_sim(−→p ,−→q ) =
−→p · −→q
|−→p | ∗ |−→q |

(1)

The profile-based module considers the content information (the terms extracted by
the TF-IDF algorithm from the transcript and title) of the videos viewed by users. In this
way, the recommendations to a user are made based on the similarity among the viewed
videos of the user in mediaUPV. In this case, the similarity is calculated using the cosine
profile-item matrix.

The collaborative filtering module considers the similarity between the users based
on their viewed videos. Thus, two users will be more similar depending on how many
videos they have both watched. In the opposite way, a user will have no similarity with
another user if the sets of videos watched by each of the two users are completely disjoint.
Therefore, the similarity is calculated using the cosine similarity between the users based
on their watched videos. Then, the prediction values of recommendation for each user
are calculated taking the dot product between the similarity of users and the viewed
videos matrix, normalizing the data properly. With these process, we have the prediction
to recommend each user in the system considering all users similarity (we will call this
approach all users). However, we can also obtain a different prediction to recommend if
we only consider the top k most similar users to the user to be recommended. To do that,
we calculate the top k nearest neighbours (NN) for each user in the system, and then, the
prediction values to recommend videos are also calculated (we will call this approach top k
NN). We note that the computation cost of this last approach considering the top k NN is
higher than the all users approach. The computation cost is also increased as k grows.

Finally, our hybrid recommendation (HR) system consists of two components, one
content-based (with two modules) and another collaborative-based (with only one module).

https://www.nltk.org/
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Thus, the recommendations are made taking into account the intersection of the videos
recommended by the modules (see Equation (2)). The rest of the recommendations are
obtained considering first the weight applied to each component, i.e., wCB for the content-
base component and wCF for the collaborative filtering module. Furthermore, it is possible
to balance the importance given to the two modules of the content-based component by
means of other two weights, wIB for the item-based module and wPB for the profile-based
one. In this way, in cases where there is no user (anonymous) the wPB and wCF are set to
0. Likewise, when an authenticated user is not yet watching a video, the wIB is set to 0
(however, this case is not currently applicable to mediaUPV portal).

HR = (IB ∩ PB ∩ CF) ∪ (wCB · ((wIB · IB) ∪ (wPB · PB)) ∪ (wCF · CF)) (2)

In the next section, we explain the experiments carried out to determine the combina-
tion of weights which offers the best performance.

5. Experimental Results

In this section, we explain the experiments carried out with the proposed LRS. We
have made tests with data from the videos watched by the users from September 2018 to
July 2019, dividing this data into a training set and a test set. We used this data to be able
to compare the new collaborative filtering module with the experiments already presented
in our previous work [9]. In this section, we first present the general experimental setup
in Section 5.1. Then, the experiments of both content-based modules are explained in
Section 5.2. Section 5.3 presents the experiments with the collaborative filtering module.
The experiments with the hybrid approach, which is the combination of the content-based
component and the collaborative filtering module, are explained in Section 5.4. Finally,
Section 5.5 contains a discussion of the results of all these experimental results.

5.1. Experimental Setup

As mentioned above, the database is comprised of all the videos available on the
mediaUPV as items to be recommended, as well as the usage data (views) of the users
logged into the system. Although the platform had more than 55,600 videos by the end of
2019, in the following tests we have filtered out the hidden videos (only available with a
direct link), the videos that do not have a transcript, and the videos in which the transcript
has less than 100 characters, leaving a total of 13,232 videos suitable for recommendation.

The data set used for these experiments is formed by of learning videos viewed by
users during an academic year at the UPV, from September 2018 to July 2019. The training
data set consists of the data from September 2018 to April 2019, while the testing data
set consists of the data from May to July 2019, i.e., 8 months for training and 3 months
for testing. The videos considered are those present on the platform until July 2019, after
filtering them as described above. Thus, we try to simulate a real scenario, in which the
training data represent the past activity of the users, while the test data is formed by the
activity of the following 3 months (“future”). Therefore, any recommendation from the
recommender that is among the videos that users have actually watched in the test set is
considered a success. Additionally, in these tests we only consider five recommendations
since it is the number required by the mediaUPV portal.

We use the well-known precision and recall measures to evaluate the success of
the recommender. Precision can be defined as the successful recommendations made
(videos that have been viewed by the user in the test set) divided by the number of
recommendations made:

precision =
success_recommendation
recommendations_made

(3)
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Recall is defined as the successful recommendations made divided by the number of
watched videos in the test set:

recall =
success_recommendation

watched_videos
(4)

For our tests we considered a set of regular users (reg_users) that we define as those
who have watched between 10 and 150 videos both in the training and test periods, having
1044 users in this set. We also considered a set of new users that have watched between 1
and 9 videos both in the training and test periods (there are 815 users in this set). If nothing
is specified, the regular users set is the one used.

5.2. Content-Based Component

To test the content-based modules we use both of them together to combine their
efforts. So this is like using the hybrid recommender engine but without considering the
collaborative filtering module. Thus, we focus on the content-based module centred on the
video being watched, that is, the item-based module (IB); and on the content-based module
that considers the user’s views, namely the profile-based module (PB). The weights for
each module in the hybrid recommender engine are set to wIB = 50%, wPB = 50% and
wCF = 0%.

5.2.1. Setting Transcript and Title Features

In this first test, we analyze the success of recommendations for the set of regular
users considering different amount of features for the transcript and the title of the video to
train the LRS, in order to establish the better amount of both. The graph in Figure 1 shows
the precision and recall for different values of the number of features considered for the
transcript, while the number of features for the title is kept at zero.
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Figure 1. Precision and recall results for the regular users set with different amount of transcript features.

In general, precision and recall increase slightly as the value of the features for the
transcript increases (from 7.2% to 7.7% for precision, and from 1.15% to 1.29% for recall),
as would be expected when more information is available from the transcript. The best
precision values are with 35,000 and 45,000 features for the transcript. However, the best
recall value is in the case of 350,00 transcript features. Therefore, the best configuration
for the recommender would be to use 35,000 transcript features, since this value achieves
higher recall than any other and equals the precision obtained with 45,000 transcript
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features. In addition, the computation of 35,000 transcript features is computationally less
expensive and, in particular, implies a lower memory cost.

It should be noted that, in the experiment made with 35,000 transcript features, the
number of users who have been recommended successfully is 254 of 1044, i.e., 24.33%.

Figure 2 shows the precision and recall for different values in the number of features
considered for the title having the transcript features fixed to 35,000. The best values
of precision and recall are obtained with the number of features of the title at 0. In
addition, both values decrease slightly and in a relatively uniform way as the number of
title features increases. So, apparently it is better to skip the title features. However, it is
interesting to analyze this considering the nature of the LOs of mediaUPV. In this way, we
have analyzed the set of words that determines the TF-IDF algorithm. As we mentioned
before, the videos on the platform correspond mainly to university courses, so there is
a set of terms that are certainly repetitive in the titles of the videos and do not provide
any differentiating information with respect to their content. Among these terms, we
find the following: {‘analysis’, ‘calculation’, ‘control’, ‘creation’, ‘data’, ‘design’, ‘exercise’,
‘engineering’, ‘introduction’, ‘management’, ‘mechanism’, ‘model’, ‘module’, ‘practical’,
‘practice’, ‘presentation’, ‘simulation’, ‘system’, ‘systems’, ‘theme’, ‘unit’, ‘virtual’}.
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Figure 2. Precision and recall results for the regular users set with different amount of title features.

5.2.2. Filtering Title Features

In order to increase the precision of the recommendations, we decided to filter the
terms of the previous list from the titles of the videos by considering them as stop words.
The results of applying this correction can be seen in the Figure 3, which shows the precision
and recall for 35,000 transcript features and different amount of title features. In this case,
it can be seen that the best global values of precision and recall are still obtained with 0
title features. However, it should be noted that with 10 title features, for the case where the
specified title terms have been filtered out, the precision and recall almost reach this base
case, slightly surpassing the case without filtering (with 10 title features). In addition, for
values up to 30 title features, the precision and recall are better for the case with filtered
terms. However, from 40 title features on, the effect of filtering is diluted and the results
are generally slightly worse, and most of the cases slightly worse than the unfiltered case.
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Figure 3. Precision and recall comparison with and without filtering title terms for different amount
of title features.

Consequently, we can say that filtering has significantly improved the results but
it is not enough to make the title relevant. Perhaps it would be necessary a still greater
filtering of terms that we have not considered ‘commo’ and that the TF-IDF algorithm has
not identified as such either. However, since we are considering 35,000 transcript terms,
the inclusion of 10 to 50 terms from the title can be considered irrelevant after the analysis.
Furthermore, it can also be interpreted as a video being better characterized by its own
transcript than by its title.

Although we have already seen that it is better to skip the title in all cases, we will
analyze in detail the difference between filtering the title terms and not filtering them for
10 title terms and different amount of transcript features. Figure 4 shows this comparison
(precision and recall) with and without filtering. Precision and recall are significantly
better if filtering of title terms is performed in all cases, with the only exception of 45,000
transcript features where precision is slightly higher for the unfiltered case (being also the
best result for the different transcript values for the unfiltered case of title terms). In this
particular case, it could be that by considering only 10 features of the title, but 45,000 for
the transcript, the effect of the filtering of the title is diluted. However, this is not a very
significant difference. On the other hand, as previously observed, the best results, both
in terms of precision and recall, are obtained with 35,000 transcript features in the case of
filtering the title terms.
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Figure 4. Precision and recall comparison with and without filtering title terms for different amount
of transcript features with 10 title features.

5.3. Collaborative Filtering Component

In this subsection we conducted experiments to test the performance of the collabora-
tive filtering module in its two variants, i.e., the one that considers the similarity with all
users (which we refer to it as all users) to make recommendations (taking the videos with
the highest recommendation values) versus the one that only considers the top k nearest
neighbour (NN) users to make the relevant recommendations.

Figure 5 presents the results of precision and recall for the sets of regular users
(watched from 10 to 150 videos) and new users (watched from 1 to 9 videos). The values
shown correspond to the collaborative filtering module considering all users recommen-
dations in the first column, and the subsequent columns consider the top k NN users for
recommending. Generally, for both the regular and new users sets, the best results in
precision and recall are obtained by the CF all users approach, which in fact doubles the
values for almost all the top k NN approaches. In this way, it is clear that the best approach
for collaborative filtering with mediaUPV data is the one that uses CF all users instead of
any number of the top k NN. Additionally, this approach is less costly computationally.
If we compare the different k values of the top NN, it seems that the best are 25 for the
regular users set, and 50 for the new users set, slightly decreasing in both cases as k grows.
All in all, the difference with the CF all users approach is significant enough to avoid any
top k NN approach.

In the case of the regular users, the CF all users approach achieves almost 9.5%
precision and 1.5% of recall. However, with the new users set, the precision is almost
3.7% and the recall over 10%. This difference between both users sets is mainly due to
the amount of historical data of the users. In the case of the new users set, data about
them is limited, as they have only watched 1 to 9 videos. This causes the precision of
the recommendation to be significantly lower than the precision obtained in the regular
users set, in which the amount of data is larger to build a more solid recommender. This
difference is commonly known in literature as the cold start problem. However, since our
recommender engine has different modules, we can leverage them to obtain satisfactory
results in any case.
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Figure 5. Precision and recall comparison of regular users and new users for collaborative filtering
module with different values of top N users obtained by nearest neighbour (NN) technique.

5.4. Hybrid Weights Setting

Our LRS is a hybrid approach that considers, on the one hand, a content-based
component with two modules named profile-based module and item-based module, and
on the other hand, a collaborative filtering component (with a unique module) as it is
specified in Equation (2). In this subsection, we first analyse the best combination of
weights for the content-based modules. Once found them, we study how to tune the
weights of the content-based component and the collaborative filtering component.

In Figure 6 we make a comparison of precision and recall of two different sets of
users, using different weights for the content-based modules of our hybrid LRS. We first
consider the set of new users of which we have little knowledge as they have only watched
1 to 9 videos in the data set (815 users). The second set are the regular users, formed by
users that have already watched between 10 and 150 videos in the data set (1044 users).
For regular users, the best precision and recall is obtained with balanced weights, i.e.,
{wPB = 40%; wIB = 60%} and {wPB = 60%; wIB = 40%}. However, for new users, the best
precision and recall values are obtained with low wPB, with 15.83% of new users receiving
successful recommendations.



Electronics 2021, 10, 1226 12 of 19

0.50%

1.50%

2.50%

3.50%

4.50%

5.50%

6.50%

7.50%

8.50%

9.50%

0.5%

1.5%

2.5%

3.5%

4.5%

5.5%

6.5%

7.5%

0%PB

100%IB

20%PB

80%IB

40%PB

60%IB

60%PB

40%IB

80%PB

20%IB

100%PB

0%IB

R
ec

al
l

P
re

ci
si

o
n

Recommender Modules Weights

reg_users_precision new_users_precision

reg_users_recall new_users_recall

Figure 6. Precision and recall comparison of regular users and new users, using different content-
based modules weights.

Having set the weights of the content-based modules to wPB = 60% and wIB = 40%,
since they obtain the best results, we can now set the weights of the combination of
the content-based component (wCB) with the collaborative filtering component (wCF) as
specified in Equation (2). For this, Figure 7 shows the results of precision and recall for both
groups of regular and new users with different weights for the recommender modules,
the content-based modules (CB) and the collaborative filtering module (CF). In this case,
the results for the different values of weights are the same except of the extreme values
of {wCB = 0%; wCF = 100%}, and {wCB = 100%; wCF = 0%}, that are slightly lower. The
reason behind this is that the intersection of recommendations of both the content-based
modules and the collaborative filtering module already gives the best results, and hence,
any combination of the weights (except the extremes) can be considered.
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Figure 7. Precision and recall comparison of regular users and new users, using different content-
based and collaborative filtering modules weights.
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The incorporation of the collaborative filtering module improves the precision from
7.7% to 9.85% for regular users (for new users is increased from 3.3% to 3.56%) with respect
to the version of the LRS with only the content-based modules proposed in [9]. Recall is
also slightly improved from 1.3% to 1.6% for regular users (9.1% to 9.9% for new users).
In this case, 28.5% of the regular users and 16.4% of the new users received a useful
recommendation. We also note that the results of the collaborative filtering module alone
(see Figure 5) when compared with the combined version with the content-based modules
also improve from 9.5% to 9.85% of precision for the regular users. Therefore, all of these
are positive results that justify the need of applying the collaborative filtering component
to our LRS to improve its accuracy.

Since there is no significant difference between the weights of the content-based
component and the collaborative filtering component, we propose balanced weights to
apply in production {wCB = 50%; wCF = 50%}.

5.5. Discussion

For new users from which the system has few information is harder to make successful
recommendations; however, this could improve in the future during the application of the
LRS as the users get more engaged to mediaUPV portal. In the case of the users from which
there is more historical data available, the accuracy of our LRS improves significantly,
specially when using the new developed collaborative filtering module combined with the
content-based modules. Furthermore, the collaborative filtering module will be able to
recommend videos that do not have transcript (we remind that only 20,135 from the 80,500
videos have transcript), which will suppose a lot of more possibilities to recommend to the
logged-in users when applied to production.

We emphasize that even though our hybrid LRS obtains a precision of 9.85% simu-
lating a real environment (we improved previous results of 7.7% precision without the
collaborative filtering module of [9]), 28.5% regular users and 16.4% of new users received
some good recommendation. In addition, the precision and recall obtained are significantly
better than a random recommendation.

In conclusion, after this analysis we established the parameters of the LRS to be
applied in production in the mediaUPV portal as 35,000 transcript features, 0 title features,
wCB = 50% · (wPB = 60%,wIB = 40%), wCF = 50%.

6. Production Results

In this section we show the results of the application of the LRS described in [9] to
the mediaUPV portal. That proposal did not contain a collaborative filtering module. It
should be noted that mediaUPV did not have a LRS until the application in October 2019.
The parameter configuration of the recommender system applied to production was the
one that worked best in the experiments of the previous work [9], that is, 35,000 transcript
features, 0 title features, wPB = 60% and wIB = 40% (without the collaborative filtering
module which has been developed for the present work).

The graph of Figure 8 presents the global precision and recall results of the recommen-
dations made to the users for the period from October 2019 until March 2021. We compare
different time ranges, from 10 to 480 min, in which the user can watch the recommended
videos. Hence, the column of 10 min represents the precision and recall of the video recom-
mendations that are watched within the 10 min after the recommendation is made. So the
precision increases as the time range grows. As it can be seen in Figure 8, the precision is
significantly lower for the cases below 120 min, and then, it only increases slightly. The
reason behind that might be that the users of mediaUPV portal usually watch long videos,
or they even do other tasks (like homework in the case of students, or preparing other
classes or new material in the case of lecturers) between watching a video and the next.
This may explain why the precision increases significantly if we consider a time after
recommendation of at least 120 min instead of 10 or 30 min.
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Overall, a precision of around 9.5% for 120 min after the recommendation, or higher
than 10% if we consider more minutes is a suitable result for our recommender system. We
note that most of the users that enter in mediaUPV portal do not seek for recommendations,
since they only watch the video that they need to (i.e., a student who must watch the
corresponding lesson). Additionally, the production results are significantly better (around
2–3% higher precision) than the experimental results with the training and test sets of
September 2018 to July 2019 originally used in our previous work [9].
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Figure 8. Production results of precision and recall considering different time range for the user to
watch the recommended video after the recommendation.

Figure 9 presents the results of precision and recall for different type of users consider-
ing at most 120 min after the recommendation to watch the video. All users (all_users) is
the set that includes the total amount of users that watched any video and received any
recommendation in our system from October 2019 to March 2021. The set of all users is
divided in other three sets, namely: new users (new_users), which are those that watched
between 1 and 9 videos in the period of application of our recommender system; regular
users (reg_users), the ones that watched 10 to 150 videos in the period; and top users
(top_users), those who watched more than 150 videos in the period. According to this
classification, we have 2297 new users, 8202 regular users, and 634 top users. The results in
precision and recall for all users and regular users are reasonably similar since this last set
is the larger, so it influences more the all users set, but also it is the middle point between
the new users and top users set.

The main results of Figure 9 show that the precision of our recommender engine for
new users is 6.3% with a recall of 12.74%. This precision is significantly lower than the
precision for both the regular users and the top users, that is 9.23% and 9.8%, respectively,
with a lower recall for the top users of 10.6%. From these results, we can confirm that
as the known data from the user increases, the accuracy of the recommendations also
increase. However, it is even hard to increase precision with top users due to the nature
of the recommendations of mediaUPV portal, in which most users only come to watch the
specific videos they have to. This scenario differs significantly from platforms like YouTube
where most users enter looking to spend some leisure time.

Globally, we make some successful recommendation to 35% of all users. Particularly,
we have successful recommendations for 24% of new users, 51% in the case of regular
users, and 78,6% for the top users. This results clearly show that a successful or useful
recommendation for a user is totally related to the amount of (historical) data that the
system has of the user. It is important to note that almost the 80% of the top users (the
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most informed set of users we defined) received any successful recommendation, which is
a very positive result for the recommender system. We can assume that our recommender
would be more accurate as the users are more engaged with it.
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Figure 9. Production results of precision and recall by different type of users within the 120 min after
the recommendation. All users include the total amount of users that received any recommendation.
New users are those that watched between 1 and 9 videos, regular users watched 10 to 150 videos,
and top users watched more than 150 videos.

In Figure 10, we show a violin plot (https://towardsdatascience.com/violin-plots-
explained-fb1d115e023d, accessed on 14 May 2021) depicting the distribution of daily
accesses to the videos of the mediaUPV platform during the year 2019, with no recommender
(before October) and with the proposed one. As can be seen clearly, the existence of the
LRS is correlated with an increase of the number of accesses to the videos by the users.

Figure 10. Video access with and without a recommender in production.

A common way in industry to measure relative quality of a recommender system is the
Click-Through Rate (CTR) (https://en.wikipedia.org/wiki/Click-throughrate, accessed
on 14 May 2021), that measures the percentage of clicks in the recommender per number

https://towardsdatascience.com/violin-plots-explained-fb1d115e023d
https://towardsdatascience.com/violin-plots-explained-fb1d115e023d
https://en.wikipedia.org/wiki/Click-through rate
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of views. As the CTR is used by the ads industry, there is an ongoing interest in CTR
prediction techniques [26]. In the case of a generic recommender system, anything above
0.35% means you are doing a good job (www.acquisio.com/blog/agency/what-is-a-good-
click-through-rate-ctr/, accessed on 14 May 2021). As can be seen in Figure 11, the CTR
is 1.28% on average, with notable peaks over 4%. These results can be considered quite
satisfactory, since they imply that the recommendations made to users generate interest
in them.

Figure 11. Clicks in recommender (CTR) in production.

Finally, we point out the percentage of clicks on each of the recommended videos
according to their order in the list, demonstrating the relevance of this order to users (see
Figure 12). About 28% of users click on the first video, and more than half of the users
click on the first two recommendations with a distribution that seems to be heavy tailed.
So the most relevant video by far for users is the first one and then the rest of the videos
follow a decreasing order of importance, which also points to a reasonable work of the
presented LRS.

Figure 12. Percentage of clicks in recommendations per list position.

www.acquisio.com/blog/agency/what-is-a-good-click-through-rate-ctr/
www.acquisio.com/blog/agency/what-is-a-good-click-through-rate-ctr/
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7. Conclusions

This work proposes a new hybrid LRS based on collaborative filtering and content-
based components capable of recommend learning videos based on viewing history and
current video content. Thus, the LRS proposed is able to recommend not only to authen-
ticated users but also to anonymous users from the mediaUPV portal, independently if
they are lecturers or students. In fact, mediaUPV portal has not information about learners’
profiles or needs, as it is not connected with any LMS.

The hybrid LRS has been applied to a simulated environment, using a data set of
learning videos and user profiles from the 2018-2019 academic year at UPV. The best hybrid
LRS configuration obtained 9.85% of precision and 1.6% of recall, where 28.5% of regular
users received some useful recommendation.

Furthermore, the content-based component of the approach has been applied in a
real scenario, the mediaUPV portal of the UPV from October 2019 to March 2021. This
portal is mainly used by learners and trainers to access to useful LOs for their MOOCs and
flipped classrooms. We can state that the application of this LRS to the mediaUPV portal
was positive as it improved the precision of the original experimental results of [9] (from
7.7% to 9.85%), it brought an increase in visits to the videos, and it had a significant CTR of
1.28% on average, with notable peaks of over 4%.

The results of our LRS must be seen in the context of its application. In this respect, it
should be remembered that we are dealing with videos of university lectures or subject-
specific lessons. This means that users of the system do not usually enter for leisure
purposes as on YouTube or Netflix, or to make purchases as on platforms such as Amazon.
Thus, users of this system usually enter to watch a specific lesson of the subjects they
are studying, or to search for a specific video about a particular topic. Therefore, it is
difficult for a recommender to obtain better results than the ones we show. In addition, it is
important to highlight what has been observed with the results in production with respect
to the time that elapses between the recommendation and the moment in which the users
watch one of the recommended videos. In this sense, it has been shown (Figure 8) that the
precision of the recommender almost doubles if instead of considering the 30 min after the
recommendation we consider 120 min or more.

As future work, we want to analyse the results in production of both components
working together, the collaborative filtering and content-based one. Thus, the collaborative
filtering component presented in this work is able to recommend videos that have no
transcript, which opens up more possibilities to increase the serendipity of the recommen-
dations. In addition, it would be interesting to evaluate whether to add the classification of
the mediaUPV videos obtained by [21] to the current characterization of the videos used by
our proposal, which is currently based on the video transcript and collaborative filtering.

We also want to test if we achieve better results by changing the term frequency–
inverse document frequency (TF-IDF) algorithm in the content-based module using other
techniques such as delta TF-IDF [27] or TF.IDF.ICF [28], which try to avoid the TF-IDF
problem of not considering intraclass or interclass distributions. In addition, we need to
further study if it will be possible to apply other variant weighting approaches of TF-IDF,
such as the presented in [29], in which the number of occurrences of a term, the number of
documents that include the term, and the number of classes in which the term appears, are
used to obtain a more accurate set of characteristic features.

Finally, we would like to conduct random user surveys to analyse the precision of the
recommender in a less automatic way and to get direct feedback from users. In this way,
we could know better the precision of the recommendations as the users could answer if
these recommendations are useful instead of basing them on whether they have seen the
video or not. This would avoid the uncertainty of the current analysis in which we do not
know for sure if users do not find the recommendations useful or if they only enter the
platform to watch the content they need without paying attention to any recommendation,
whether it is useful or not.
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