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Abstract

In this work we construct high-resolution numerical schemes for the calcu-
lation of the quasi-1D unsteady flow in pipes with variable cross-sectional area.
This is an example of non-homogeneous hyperbolic systems of conservation laws
that admit stationary solutions. We use the strategy developed by the authors
in [1] which is to transform the non-homogeneous system into homogeneous
writing the source term in divergence form, so that it can be incorporated into
the flux vector of the homogeneous system and discretized in the same way. As a
result, the source terms are automatically discretized to achieve perfect balance
with flux terms, obtaining well-balanced schemes that produce very robust and
accurate solutions. Concretely, the mentioned strategy will be used to extend
the flux limiter technique [2] and the Harten, Lax and van Leer (HLL) Riemann
solver [3] to the quasi-1D flow in ducts of variable cross-section. The numer-
ical results confirm the capacity of these methods to construct well-balanced
schemes.

Keywords: conservation law; source term; well-balanced scheme

1. Introduction

The main difficulty in solving numerically hyperbolic systems of conservation
laws is the necessity to accurately reproduce the discontinuities that can arise in
the solution even when initial data is smooth. Basic high-resolution techniques
for the integration of such problems have been developed during the last decades
(see, for example, [2],[3], [4], [5] and [6]). These techniques are characterized by
being higher-order in smooth regions of the solution, preventing the presence of
false numerical oscillations which appear with the use of the classical second-
order schemes around the discontinuities. More recently attention has been
turning towards the study of hyperbolic systems of conservation laws with source
terms because of these systems govern many problems of practical interest (see,
for exemple, [1],[7], [8], [9], [10], [11] and [12]). In the non-homogeneous case,
the development of these techniques gives the difficulty added by the presence of
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the source terms that need a different treatment depending, most of the times,
on the physical problem that they model.

Special attention requires the numerical treatment when non-homogeneous
hyperbolic systems admit steady solutions. In particular, many of the problems
that appear to approximate numerically solutions of non-homogeneous conser-
vation laws when the system admits stationary solutions are a consequence of
the inability of the schemes to compensate the difference of the fluxes with the
source terms to the input and output of each control volume. This is the case,
for example, of Euler’s equations with a geometric source term that represents
the computation of the quasi-1D flow in ducts of variable cross section (see [13]
or [14]), shallow water flows in an open channel, for whose integration many
numerical techniques have been suggested in the literature (see [7], [8], [9] and
[10], for example) or compressible axially symmetric flows in tubes with variable
cross section (see [15] and [16]).

Numerical solutions for the Euler equations of the quasi-1D flow in ducts
of variable cross-section have been important in Internal Combustion Engines
(I.C.E.). The flow in the pipes of I.C.E. has some characteristics which make an
accurate calculation very difficult. First, the unsteadiness of the reciprocating
operation that leads to a periodical but strongly non steady flow. Secondly,
compressibility plays an important role, therefore the flow must be treated as
fully compressible, and also as multicomponent because of the great difference
existing on the thermodynamic properties of the involved gases. And finally, the
presence of shock waves and huge thermal discontinuities due to the difference
of temperature between exhaust gases and fresh air. All this, combined with
high flux velocities, makes the calculation of the flow in pipes of an I.C.E. a
difficult problem to solve. Therefore, the research on numerical methods that
could be used to efficiently solve this pseudo 1-D flow has been one of the main
important topics in the area of engine modeling.

In this paper we use the technique introduced in [1] by the authors to ex-
tend some high-order schemes to quasi-1D flow in ducts of variable cross-section.
This method allows include the source term in a divergence form, generating
well-balanced schemes which preserve steady state solutions of hyperbolic con-
servation laws with source terms. To apply this technique a new flux, defined as
the subtraction of the primitive function of the source term from the physical
flux, is considered; so, the non-homogeneous problem is written as homoge-
neous. This strategy has also been used in [17] and [18] to the shallow water
flows. In this work we describe the extension of the flux limiter technique and
the HLL Riemann solver to the quasi-1D flow in ducts of variable cross-section.
The firs method requires characteristic decomposition in order to extend the
scalar problem to the vectorial case, while the HLL scheme does not need the
characteristic decomposition.

The paper is organized as follows. Section 2 briefly recalls the governing
equations of the flow in ducts of variable cross-section. Then, in Section 3, we
detail the well-balanced flux limiter and the HLL Riemann schemes adapted
to the quasi-1D flow. In Section 4 we will show numerical results of the flow
in a convergent-divergent nozzle in order to enable the capacity of the schemes
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developed to capture stationary solutions associated with non-homogeneous con-
servation laws. Finally, in Section 5 we summarize the main conclusions of the
paper.

2. Governing Equations

Equations for quasi-1D unsteady nozzle flows can be expressed in a conser-
vative form as follows

∂tW + ∂xF (W ) = S(x,W ) (1)

where W (x, t) represents the solution vector, F (W ) is the flux vector

W (x, t) =

 ρA
ρuA(

ρu
2

2 + p
γ−1

)
A

 , F (W ) =

 ρuA(
ρu2 + p

)
A

u
(
ρu

2

2 + p γ
γ−1

)
A


(2)

and

S(x,W ) =

 0
pA′(x)− gρAl

qρAl

 (3)

is the source vector including the effect of the cross section variation on the flow
and the effect of wall friction and heat transfer on the energy and momentum
equations.

This compact vector form includes the area in the solution vector and, as
can be observed in Equation (3), the source terms in the continuity equation
and in the energy equation are independent of the cross-section variation.

The above system, composed by the continuity, momentum and energy equa-
tions, is closed by the state equation

e = ρ
u2

2
+

p

γ − 1
· (4)

Here, the quantities ρ, u, p and e represent the density, velocity, pressure and
total energy; A is the cross section, A′ (x) is the x derivative of A, γ denotes the
specific heat ratio of the gas, q the term transferred to the walls, g the friction
and Al represents the wall surface per unit length, which coincides with the
value of the duct diameter in this case (Al = A). The flux Jacobian matrix is
given by

J(W ) =
∂F

∂W
=


0 1 0

γ−3
2 u2 (3− γ)u γ − 1

u
(
γ−1

2 u2 −H
)

H − (γ − 1)u2 γu

 (5)
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where H is the entalphy, which is given by

H =
a2

γ − 1
+
u2

2
(6)

and a denotes the sound speed.
Hyperbolicity of the above system implies that the Jacobian matrix J is

diagonalizable, with real eigenvalues. Therefore D = LJR, where D is the
eigenvalues matrix, and the eigenvalues of J (u− a, u and u+ a) will be on the
diagonal of D. The matrix of right eigenvectors is defined by

R =

 1 1 1
u− a u u+ a
H − ua 1

2u
2 H + ua

 (7)

and the left eigenvectors matrix is given by

L =

(
γ − 1

2a3

)
u
(
a2

γ−1 + 1
2ua

)
−
(
a2

γ−1 + ua
)

a

a
(

2a2

γ−1 − u
2
)

2ua −2a

ua
(

1
2u−

a
γ−1

) (
a2

γ−1 − ua
)

a

 (8)

Finally, Jacobian matrix of the source vector to read as follows

∂S

∂W
=


0 0 0

γ−1
2

A′

A u
2 − g (1− γ)A

′

A u (γ − 1)A
′

A

q 0 0

 (9)

The main cause of the conservation errors obtained with classical conser-
vative schemes used for problems with cross-section constant when they are
applied to pipes with variable cross-section is due to the use of density, mo-
mentum and energy as conserved variables, because if the cross-section is not
constant along the pipe, the actual conserved variables are mass, mass flow rate
and total energy. Furthermore, the flux terms F (W ) are the natural fluxes
that correspond to mass and energy in 1-D flow, while the momentum equation
establishes the equilibrium among the different forces that act on the control
volume. Many errors are directly linked to the fact that some singular contri-
bution has been omitted in the momentum equation. Indeed, the pA′(x) term
should always balance the second component of the flow vector [19], therefore
it should be incorporated in a divergence form, since it really corresponds to
the divergence of surface forces acting on the side walls of the control volume,
and not a source term as it is usually treated. Here, the pA′(x) term represents
the reaction forces from the wall to the flow in pipes where the cross section
varies and its evaluation also requires the integration of the product pdA over
the control volume.

In particular, the source term associated with the variation of the cross-
sectional area of the duct causes numerical errors in steady flow problems when
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an exact or approximate balance of the flux gradient and the source term is
not achieved. The numerical techniques we propose are able to preserve steady
states at the discrete level.

3. Description of Numerical Schemes

This Section is devoted to the formulation of numerical schemes based on
the homogeneous form of the balance laws in order to ensure well-balancing
properties. This technique, described in [1], and consisting in the transformation
of the non-homogeneous problem into homogeneous through the introduction
of a new flux formed by the physical flux and the primitive function of the
source term, preserves directly the well-balancing properties needed to compute
accurately steady state solutions for which the flux gradients are balanced by
the source terms.

Two schemes have been adapted to compute the steady quasi-1D flows. On
the one hand, the flux limiter technique, that is widely applied to homogeneous
problems and which requires characteristic decomposition in order to extend
the scalar problem to the vectorial case. This scheme has been adapted in [18]
for shallow water flows following this methodology. On the other hand, we
have extended the HLL Riemann solver [3] to the non-homogeneous problem
in order to obtain a well-balanced scheme that does not need the characteristic
decomposition.

3.1. Homogeneous form of the flux limiter technique

To design the flux limiter technique for the quasi-1D flow we first examine
the scalar case and then construct the numerical flux function for the system
case by implementing the scalar numerical flux in each characteristic field.

3.1.1. Scalar case

Let us consider the scalar non-homogeneous hyperbolic conservation law

∂tw + ∂xf(w) = s(x) (10)

that governs the evolution of the variable w (x, t), being f(w) the flux and s(x)
the source term, which we will first assume it depends only on x. Since we are
interested in finding discretizations that recognize stationary solutions of (10),
it can be observed that from the associated equation of a stationary state

∂xf(w) = s(x) (11)

the f(w) function could be written as

f(w) = K +

∫ x

x0

s(z)dz (12)
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being K and x0 constants. This expression indicates that to ensure the well-
balance property, we need schemes with similar discretization for the flux that
for the primitive function of the source term. With this aim, we denote

g(x,w) = f(w)−
∫ x

x0

s(z)dz (13)

that represents a new flux defined as difference of the primitive function of the
source term and the physical flux. Now, Equation (10) takes the form

∂tw + ∂xg(x,w) = 0 (14)

independently of the chosen value for x0.
With the above conversion from non-homogeneous to homogeneous prob-

lem we obtain two important objectives. On the one hand, the application of
schemes already applied to the homogeneous case, widely studied, to the case of
conservation laws with source term. However, the extension of some techniques
may not be immediate due to the fact that now the new flux depends not only
on w but also on the variable x. In order to design convenient methods for this
problem we shall formulate the schemes with a similar structure that the homo-
geneous case. On the other hand, this transformation allows to treat the source
term as a divergence term guaranteeing that the schemes recognize stationary
solutions associated with the non-homogeneous problem.

Considering a uniform mesh, with cell sizes ∆x and ∆t, and by integrating
Equation (10) over the rectangle

[
xj−1/2, xj+1/2

]
× [tn, tn+1], we obtain

wn+1
j = wnj −

1

∆x

∫ tn+1

tn

(
f
(
w
(
xj+1/2, t

))
− f

(
w
(
xj−1/2, t

)))
dt

+
1

∆x

∫ tn+1

tn

∫ xj+1/2

xj−1/2

s (x) dxdt (15)

where wj represents an approximation of the average of the solution on the
interval

[
xj−1/2, xj+1/2

]
in the corresponding instant, that is

wkj =
1

∆x

∫ xj+1/2

xj−1/2

w(x, tk)dx, for k = n, n+ 1. (16)

Taking into account the definition of g according to Equation (13), Equation
(15) can be rewritten as

wn+1
j = wnj −

1

∆x

∫ tn+1

tn

(
g
(
xj+1/2, w

(
xj+1/2, t

))
− g

(
xj−1/2, w

(
xj−1/2, t

)))
dt.

(17)
Therefore, limiting our scope only to the case of explicit techniques, we

suggest schemes whose conservative expression is

wn+1
j = wnj − λ

[
gnj+1/2 − g

n
j−1/2

]
(18)
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where λ =
∆t

∆x
and

gnj+1/2 = g(xj−k+1, . . . , xj+k, w
n
j−k+1, . . . , w

n
j+k). (19)

Let’s notice that g denotes an average numerical flux constructed as the dif-
ference of the numerical flux associated with the function f and other numerical
flux associated with the primitive function of the source term.

As a first application of this technique, we have the next formulation of the
classic Lax-Wendroff scheme, presented in [1], for the numerical integration of
Equation (10)

wn+1
j = wnj − λ

[
g
n+ 1

2

j+ 1
2

− gn+ 1
2

j− 1
2

]
(20)

where the estimation of the new flux between two nodes in the middle instant
is obtained, as in the homogeneous case, from a simple Taylor’s development.
That is to say,

g
n+ 1

2

j+ 1
2

=
1

2

[
gnj + gnj+1 − λ

∂f

∂w

∣∣∣∣n
j+ 1

2

(
gnj+1 − gnj

)]
(21)

being

gni = fni −
∫ xi

x
j− 1

2

s(z)dz for i = j, j + 1 (22)

and where we have chosen x0 = xj− 1
2
. Introducing now the notation

bi,k = −
∫ xk

xi

s(z)dz (23)

we can write Equation (21) as

g
n+ 1

2

j+ 1
2

=
1

2

[
fnj + bnj− 1

2 ,j
+ fnj+1 + bnj− 1

2 ,j+1 − λ
∂f

∂w

∣∣∣∣n
j+ 1

2

(
fnj+1 − fnj + bnj,j+1

)]
(24)

The scheme defined by Equations (20)-(24) can be expressed through the
next formulation

wn+1
j = wnj − λ

[
ĝj+ 1

2
− ĝj− 1

2

]
− λ

[
bnj− 1

2 ,j
+ bnj,j+ 1

2

]
(25)

where the flux in the middle ĝj+ 1
2

is calculated using only estimations of the

source terms in the interval [xj , xj+1]

gLWj+ 1
2

=
1

2

[
fnj + fnj+1 − bnj,j+ 1

2
+ bnj+ 1

2 ,j+1 − α
n
j+ 1

2

(
fnj+1 − fnj + bnj,j+1

)]
. (26)

It is precisely this type of formulation, with a structure similar to that of
the homogeneous case, that facilitates the extension of the schemes for the non-
homogeneous case.
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In the above expression, we have used the following notation

αnj+ 1
2

= λ
∂f

∂w

∣∣∣∣n
j+ 1

2

=


λ
fn
j+1−f

n
j

wn
j+1−wn

j
if wnj+1 − wnj 6= 0

λ ∂f
∂w

∣∣∣n
j

if wnj+1 − wnj = 0

(27)

An identical development would allow us to deduce the formulation of the
first-order upwind scheme on applying it to integrate Equation (10), defining
ĝj+ 1

2
in (25) through the expression

gUPj+ 1
2

=
1

2

[
fnj + fnj+1 − bnj,j+ 1

2
+ bnj+ 1

2 ,j+1 − sign
(
αnj+ 1

2

) (
fnj+1 − fnj + bnj,j+1

)]
.

(28)
Similarly, taking into account the construction of the flux limiters suggested

by Sweby in [2] for the homogeneous case, we can extend this technique consid-
ering ĝj+ 1

2
in Equation (25) as

gSWj+ 1
2

= gUPj+ 1
2

+ χ(rj+ 1
2
)
(
gLWj+ 1

2
− gUPj+ 1

2

)
(29)

where

rj+ 1
2

=

(
sign

(
αj+ 1

2−s

)
− αj+ 1

2−s

)
∆j+ 1

2−s
g(

sign
(
αj+ 1

2

)
− αj+ 1

2

)
∆j+ 1

2
g

(30)

being s = sign(αj+ 1
2
) and

∆j+ 1
2−s

g = fj+1−s − fj−s + bj−s,j+1−s (31)

With respect to χ(r) it can be any of the limiters found in the literature
(see [2] and [5]). Particularly, we have chosen for the calculations of the present
paper the superbee limiter:

χSB(r) = max{0,min{2r, 1},min{r, 2}} (32)

In summary, we can write the extension of the schemes proposed as

wn+1
j = wnj − λ

[
ĝj+ 1

2
− ĝj− 1

2

]
− λ

[
bnj− 1

2 ,j
+ bnj,j+ 1

2

]
(33)

with

ĝj+ 1
2

=
1

2

[
fnj + fnj+1 − bnj,j+ 1

2
+ bnj+ 1

2 ,j+1 − Φ
(
αnj+ 1

2

) (
fnj+1 − fnj + bnj,j+1

)]
,

(34)
being

ĝj+ 1
2

= gLW
j+ 1

2

when Φ (x) = x (Lax-Wendroff scheme)

ĝj+ 1
2

= gUP
j+ 1

2

when Φ (x) = sign(x) (first-order upwind method)

ĝj+ 1
2

= gSW
j+ 1

2

when Φ (x) = sign(x) + χ (r) [x− sign(x)] (flux limiter)
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Introducing the notation

g−j = fnj + bn
j− 1

2 ,j

g+
j = fnj − bnj,j+ 1

2

(35)

we have
g−j+1 − g

+
j = fnj+1 − fnj + bnj,j+1 (36)

and ĝj+ 1
2

in Equation (34) can be written by

ĝj+ 1
2

=
1

2

{
g+
j + g−j+1 − Φ

(
αj+ 1

2

) (
g−j+1 − g

+
j

)}
(37)

Notice that with this formulation of the schemes, Equations (33)− (37) pro-
vide easily computable numerical flux functions which have a similar structure
that the homogeneous case and where the source terms are straightforward dis-
cretized to achieve perfect balance with flux terms at steady states.

In order to define a fully second order scheme when the source term s in
Equation (10) depends on x and w(x, t), we must take into account two addi-
tional considerations which have been pointed out in [18], where an extension
to shallow water equations has been presented. On the one hand, a new term
has to be included in Equation (33) which read as follows

wn+1
j = wnj − λ

[
ĝj+ 1

2
− ĝj− 1

2

]
− λ

[
bnj− 1

2 ,j
+ bnj,j+ 1

2

]
− λ

[
hnj+ 1

2
+ hnj− 1

2

]
(38)

This term arises from the discretization of the source term with respect to
the time (see [20])

hnj+ 1
2

=
∆t

4

∂s

∂w

∣∣∣∣n
j+ 1

2

(
fnj+1 − fnj + bnj,j+1

)
(39)

On the other hand, we must use a quadrature rule with at least second order
accuracy to approximate

bni,k = −
∫ xk

xi

s(z, wn)dz (40)

As it has been shown in [20], we observe that the use of a trapezoidal rule
or other quadrature rule, at least second order accurate, to approximate bni,k
together with all the differences in the scheme are expressed as flux differences
balancing with the source terms, i.e., with terms of the form

(
fnj+1 − fnj + bnj,j+1

)
will be sufficient to ensure the C-property [7].

It is important to point out that there are not significant differences in nu-
merical results when other quadrature rules have been used to approximate bni,k.
However, the inclusion of the source term as a divergence term is particularly
important in order to ensure the balance of the flux and source terms at steady
since allows us to design well-balanced schemes in a rather straightforward way.
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In fact, the above suggested schemes preserve stationary solutions associated
with the conservation law (10). Let’s observe that substituting in each case the
definition of ĝ in the expression (33), we obtain

wn+1
j = wnj − λ

2

[
1− Φ

(
αn
j+ 1

2

)
+

∆t

2

∂s

∂w

∣∣∣∣n
j+ 1

2

] (
fnj+1 − fnj + bnj,j+1

)

− λ

2

[
1 + Φ

(
αn
j− 1

2

)
+

∆t

2

∂s

∂w

∣∣∣∣n
j− 1

2

] (
fnj − fnj−1 + bnj−1,j

)
(41)

Therefore, if wnj is a second order approximation to the steady-state solution
of (10), that is to say, it is satisfied

fnj+1 − fnj + bnj,j+1 = O
(
∆x3

)
, ∀j (42)

where bnj,j+1 represents a quadrature rule that is at least second order accurate
to approximate the integral of Equation (40), then

wn+1
j = wnj +O

(
∆x3

)
(43)

and wn+1
j approximates the stationary solution with the same accuracy, at least.

3.1.2. Vectorial case

This Section will extend previous schemes to solve non-homogeneous hyper-
bolic conservation law systems expressed as

∂tW + ∂xF (W ) = S(x,W ) (44)

where W = W (x, t) represents the flow variables, F (W ) the fluxes vector and
S(x,W ) denotes the source term. All vectors have m components.

Extension of the scalar case to systems of conservation laws is based on field-
by-field decompositions. We first consider linear, constant coefficient case and
the source term depending only on x,

∂tW + J∂xW = S(x) (45)

being the Jacobian matrix J constant.
We notice that Equation (45) can be written as

∂tW + ∂xG (x,W ) = 0 (46)

with G(x,W ) defined by

G(x,W ) = F (W )−
∫ x

x
j− 1

2

S(z)dz. (47)
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which can be considered as a new flux formed by subtracting from the physical
flow the primitive of the source term.

Since the system (45) is hyperbolic, the Jacobian matrix J is diagonalizable
with real eigenvalues. Therefore, if R is the matrix formed by the columns of
the right eigenvectors, the diagonalized form of J is given by

D = LJR, with L = R−1 (48)

being
D = diag (λk) , k = 1 . . .m (49)

the diagonal matrix of eigenvalues of J .
We can solve the system (45) by transforming it into the characteristic vari-

ables
U = LW (50)

Therefore, multiplying Equation (45) by L, we obtain

∂tU +D∂xU = LS. (51)

Since D is diagonal, this is a decoupled set of non-homogeneous scalar equa-
tions. Now, Equation (51) can be solved by applying to each scalar characteristic
equation the scheme presented in the previous Section. Then, the scheme ex-
pressed in terms of the original variables can be recovered by multiplying the
resulting discretized system of equations by R. Furthermore, for the case where
J is not constant, using an average (Roe average, by example) for Rj+ 1

2
, Dj+ 1

2

and Lj+ 1
2
, we can write

Wn+1
j = Wn

j − λ
[
Ĝj+ 1

2
− Ĝj− 1

2

]
− λ

[
Bnj− 1

2 ,j
+Bnj,j+ 1

2

]
(52)

where

Ĝj+ 1
2

=
1

2

{
Fnj + Fnj+1 −Bnj,j+ 1

2
+Bnj+ 1

2 ,j+1− (53)

− Rj+ 1
2
Φ(Dχ

j+ 1
2

)Lj+ 1
2

[
Fnj+1 − Fnj +Bnj,j+1

]}
or, equivalently,

Ĝj+ 1
2

=
1

2

{
G+
j +G−j+1 −Rj+ 1

2
Φ(Dχ

j+ 1
2

)Lj+ 1
2

[
G−j+1 −G

+
j

]}
(54)

denoting

G−j = Fnj +Bnj− 1
2 ,j

(55)

G+
j = Fnj −Bnj,j+ 1

2
(56)

and Φ(Dχ

j+ 1
2

) a diagonal matrix, whose diagonal elements are defined by

sign
(
αkj+ 1

2

)
+ χ

(
rkj+ 1

2

) [(
αkj+ 1

2

)
− sign

(
αkj+ 1

2

)]
(57)
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being

rkj+ 1
2

=

(
sign

(
αk
j+ 1

2−sk

)
−
(
αk
j+ 1

2−sk

))
δgk
j+ 1

2−sk(
sign

(
αk
j+ 1

2

)
−
(
αk
j+ 1

2

))
δgk
j+ 1

2

(58)

where sk = sign
(
αk
j+ 1

2

)
and αk = ∆t

∆xλk. We notice that δgk
j+ 1

2

can be viewed

as the components of the vector Fj+1 − Fj + Bj,j+1 in the coordinate system{
Rk
j+ 1

2

}
, i.e. it denotes the k−th component of the vector

Lj+ 1
2
(Fj+1 − Fj +Bj,j+1). (59)

As before, the above scheme can be extended to the case in which the source
term depends on x and W (x, t), by replacing Equation (52) with

Wn+1
j = Wn

j − λ
[
Ĝj+ 1

2
− Ĝj− 1

2

]
− λ

[
Bnj− 1

2 ,j
+Bnj,j+ 1

2

]
− λ

[
Hn
j− 1

2
+Hn

j+ 1
2

]
(60)

where

Hn
j+ 1

2
=

∆t

4

∂S

∂W

∣∣∣∣n
j+ 1

2

(
Fnj+1 − Fnj +Bnj,j+1

)
(61)

and taking a trapezoidal rule or any quadrature rule at least second order ac-
curate for each component of

Bni,k = −
∫ xk

xi

S(z,Wn)dz. (62)

Remark 1. The scheme (60)− (53) where the matrix Φ(Dχ

j+ 1
2

) is chosen to be

diag
(

sign
(
αkj+ 1

2

))
(63)

can be seen as the extension of the first-order upwind scheme for non-homogeneous
conservation laws. Moreover, the choice

Φ(Dχ

j+ 1
2

) = diag
(
αkj+ 1

2

)
(64)

gives the natural extension of the Lax-Wendroff scheme for this case.

The homogeneous form transformation applied in this paper allowed the au-
thors extend the second-order TVD schemes defined in [4] to the non-homogeneous
case with stationary solutions through a formulation of the same type (see [1]).

Finally, to implement the scheme defined by Equations (53) − (60) to ap-
proximate the solution of the system (1) which describes the quasi-1D unsteady
compressible flow in ducts with varying cross-section, we need some intermedi-
ate values for u, H and p. For this, we apply the Roe’s linearization technique

12



described in [21]. For our case, this averaging can be written as

χj+ 1
2

=
√

ρj+1Aj+1

ρjAj
, uj+ 1

2
=
χ

j+1
2

uj+1 + uj

χ
j+1

2

+ 1

Hj+ 1
2

=
χ

j+1
2

Hj+1 +Hj

χ
j+1

2

+ 1
, ρj+ 1

2
=
√
ρjρj+1

ρj+ 1
2
Aj+ 1

2
=
√
ρjAjρj+1Aj+1 , pj+ 1

2
= 1

γ

(
ρj+ 1

2
a2
j+ 1

2

) (65)

Following the averages determined above for uj+ 1
2

and Hj+ 1
2
, a natural

approximation of the Jacobian matrices in the middle, ∂F
∂W

∣∣
j+ 1

2

and ∂S
∂W

∣∣
j+ 1

2

,

as well as left and right eigenvectors matrices, Lj+ 1
2

and Rj+ 1
2
, respectively, can

be obtained from expressions (5)− (9).
Finally, to estimate the source terms B over the control volume [k, i], we

need the above averages of p and ρA and then we propose a simple arithmetic
average for the third component and the following discretization for the second:

b
(2)
k,i = p k+i

2
(Ak −Ai) + (∆x)(gρA) k+i

2
. (66)

We note that, in contrast with [1], the upwinding of the discretization of the
schemes described in this Section is based on the characteristic speeds derived
from the homogeneous flux.

3.2. Homogeneous form of the HLL Approximate Riemann solver

In this Section the HLL approximate Riemann solver, proposed by Harten,
Lax and van Leer in [3], has been adapted to calculate the quasi-1D nozzle flows.
The HLL scheme assumes only one constant intermediate state between the left
wave and the right wave and does not need characteristic decomposition of the
flux difference. For the non-homogeneous problems, the classical HLL numerical
scheme converges towards a numerical steady state which does not correspond
to the physical one.

The key step in the extension of the HLL scheme to Equation (1) in order to
obtain a conservative and well-balanced scheme is the formulation described in
previous sections, which allows to write the scheme with an expression similar
to the homogeneous case, like as

Wn+1
j = Wn

j − λ
[
Ĝj+ 1

2
− Ĝj− 1

2

]
− λ

[
Bnj− 1

2 ,j
+Bnj,j+ 1

2

]
− λ

[
Hn
j− 1

2
+Hn

j+ 1
2

]
(67)

with the intercell flux defined as

Ĝj+ 1
2

=


G+
j if λm(j) ≥ 0

G−j+1 if λM (j) ≤ 0

G∗ , otherwise

(68)
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where λm(j) and λM (j) are left and right wave speeds, respectively,

λm(j) = min
{
uj − aj , uj+ 1

2
− aj+ 1

2

}
λM (j) = max

{
uj+1 + aj+1 , uj+ 1

2
+ aj+ 1

2

} (69)

Therefore, the solution of the HLL solver consists of three constant states
separated by two characteristics λm(j) and λM (j). Furthermore,

G−j+1 = Fnj+1 +Bn
j+ 1

2 ,j+1

G+
j = Fnj −Bnj,j+ 1

2

(70)

include the effect of the source term, in contrast with the classical HLL scheme.
The numerical flux in the intermediate region G∗ can be obtained by con-

sidering the two following Rankine-Hugoniot conditions

G∗ −G+
j = λm(j)

(
W ∗ − W̄j

)
G−j+1 −G∗ = λM (j)

(
W̄j+1 −W ∗

) (71)

By eliminating the W ∗ term in the above equations, it gives

G∗ =
λM (j)G+

j − λm(j)G−j+1

λM (j)− λm(j)
+

λM (j)λm(j)

λM (j)− λm(j)

(
W̄j+1 − W̄j

)
(72)

Here, the modified difference of the flow variables must satisfy the following
relation

W̄j+1 − W̄j = Wn
j+1 −Wn

j + J−1
j+ 1

2

Bnj,j+1 (73)

in order to preserve the balance of the flux and source terms at steady states.
For the quasi-1D unsteady flow through a duct with variable cross-section

the modified difference W̄j+1 − W̄j can be expressed by

W̄j+1 − W̄j = Wj+1 −Wj +


γ

b
(2)
j,j+1

λm(j)λM (j)
0

b
(2)
j,j+1

1− γ

(
1 +

γ (3− γ)

2
·

u2
j+ 1

2

λm(j)λM (j)

)
 (74)

The assumption of constant values for G+
j , G−j+1, W̄j and W̄j+1 in Equation

(68) results in spatially first-order accuracy. In order to obtain a non-oscillatory
second-order spatial accuracy method we can instead allow these values for each
component to vary linearly in space, such that

q̂j = qj + 1
2 min mod {qj+1 − qj , qj − qj−1}

q̂j+1 = qj+1 − 1
2 min mod {qj+1 − qj , qj+2 − qj+1}

(75)
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being q̂ any approximation for w̄, g±, components of W̄ and G±, respectively.
The minmod function is defined as the argument with smaller value if all argu-
ments have the same sign and otherwise it is zero.

We would like to emphasize that one of the main advantages of the proposed
scheme is its simplicity because of the system of the balance laws can be solved
component-wise.

4. Numerical Results

In order to demonstrate the performance of the previously described methods
some computations are shown using the next three tests. The purpose of the
first test is to illustrate the well-balanced property of the schemes in order to
preserve a steady solution.

Second and third tests involve unsteady flows and have been proposed with
the aim of evaluating the ability of numerical schemes to converge with the
time towards the steady state. The interest of the third problem is to study the
accuracy of the numerical methods.

4.1. Preservation of steady states

To give a numerical validation of the well-balanced property, we consider
the test proposed in [22], where the following initial data are chosen in order to
guarantee a steady solution:

AL = 1.0, ρL = 1.0, pL = 1.0, uL = 1.0
AR = 1.1, ρR = 1.1314126, pR = 1.1886922, uR = 0.8035007

(76)

The initial discontinuity of the Riemann problem is located at x = 0.4. As is
described in [22], the right state given above has been obtained by prescribing
AR = 1.1, and then enforcing Riemann invariants (mass flow rate, enthalpy and
entropy) of the steady state to be constants.

For this case, the initial condition is a steady state that should be preserved.
We check whether the numerical values for the mass flow rate (ρuA) computed
with the adapted flux limiter scheme, described by Eqs. (60)-(53), and with
the HLL method, given by Eqs. (67)-(68), are round-off errors. For this, we
run the steady state problem with several machine precisions (single, double
and quadruple) and show, in Table 1, the L1-errors for the mass flow rate with
respect to the exact solution for the steady state (ρuA = 1). Numerical results
have been obtained with 1000 nodes and about 1000 time iterations.

As can be seen in Table 1, the errors are always of the order of the chosen
machine accuracy, checking that the well-balanced schemes perfectly preserve
the initial data.

4.2. Convergent-divergent nozzle

This test, proposed by the authors in [1], involves the convergent-divergent
nozzle shown in Fig. 1.
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Precision Adapted Flux limiter HLL extension

Single 4.25E − 07 8.22E − 07
Double 3.22E − 16 1.15E − 15
Quadruple 2.03E − 34 7.23E − 34

Table 1: L1-errors with different precisions for the stationary mass flow rate solution (ρuA)
for the problem described in Section 4.1.
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Figure 1: Convergent-divergent nozzle dimensions.

This is a nozzle connecting two atmospheres to different states. Initially, the
duct is in the same conditions as the left atmosphere and is separated from the
right atmosphere by a membrane. The transient begins when the membrane
breaks, evolving over time to reach the stationary solution. The schemes have
been tested numerically through the steady solution finally reached compared
with the exact solution. Inside the pipe and at both ends, homentropic flow has
always been assumed to make possible the computation of the exact solution.
The nozzle, illustrated in Fig. 1, has length of 1 m, a diameter of 0.05 m at
both sides and throat diameter of 0.038 m. The conditions of the calculation
have been 2 bars of pressure and 300 K of temperature on the left atmosphere,
whereas the right atmosphere has a pressure of 1.5 bar, so that a shock occurs
inside the duct. Numerical results have been obtained with 51 nodes.

For this problem, the cross-section variation, included as a source term, has
a significant influence on the flow. The transition from subsonic to supersonic
velocity takes place at the throat and a sonic shock occurs in the divergent part
of the nozzle. For this reason, it is essential to use a well-balanced and non
oscillatory technique but at least of the second-order accuracy. Unbalancing
schemes can destroy the convergence towards the steady state.

In Figures 2 and 3, the calculated pressure and velocity of the steady state so-
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Figure 2: Steady pressure results of the nozzle of Fig. 1 obtained with the flux limiter
extension, given by Eqs. (60)-(53), using 51 nodes.
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Figure 3: Steady velocity results of the nozzle of Fig. 1 obtained with the flux limiter extension,
given by Eqs. (60)-(53), using 51 nodes.
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lution for the convergent-divergent nozzle with the adapted flux limiter scheme,
described by Eqs. (60)-(53), are shown. Numerical results are compared with
the exact solution, depicted by the solid line. As can be observed in these figures,
the pressure and velocity obtained with the second-order flux limiter method
adjust quite well to the exact solution in most of the pipe, leading numerical
results very close to the exact solutions, capturing, both the position and the
strength of the shock very well. Only the shock point is wrong but no entropy
violating solutions are obtained. The numerical wrong shock point appears be-
cause, on the control volume where the shock is located, the calculation of the
flow properties in the middle is based on an average value between subsonic and
supersonic states.
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Figure 4: Steady pressure results of the nozzle of Fig. 1 obtained with the extension of the
first-order HLL scheme, given by Eqs. (67)-(68), using 51 nodes.

Fig. 4 shows the pressure steady solution obtained for the above described
convergent-divergent nozzle problem with the adapted HLL approximate Rie-
mann solver described by Eqs. (67)-(68). However, in this case, numerical
results are less accurate throughout the entire pipe because the scheme is only
first-order accurate, therefore an extension to second order is necessary. Figs. 5
and 6 show both the pressure and velocity steady solution with the second-order
spatial extension obtained using for each component to vary linearly in space
with a minmod limiter (Equation (75)) to prevent the formation of the spurious
oscillations.

As can be seen, the second-order extension of the HLL scheme gives much
better results that the firs-order version, leading to a good approximation of
the exact solution along the pipe except in the shock point where shows a
wrong numerical solution. Just like the adapted flux limiter scheme, this is
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Figure 5: Steady pressure results of the nozzle of Fig. 1 obtained with the second-order
extension of the HLL scheme, given by Eqs. (67)-(68), using 51 nodes.
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Figure 6: Steady velocity results of the nozzle of Fig. 1 obtained with the second-order
extension of the HLL scheme, given by Eqs. (67)-(68), using 51 nodes.
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Figure 7: Steady pressure results for the nozzle of Section 4.3.

consequence of the use of averaged values in computing the numerical solution
at cell interfaces between subsonic and supersonic fluid states and therefore it
leads to a solution that is not physically real at the shock point.

4.3. Convergent conical nozzle

Finally, in order to check the accuracy of the schemes for smooth solutions,
we consider a test that involves a convergent conical nozzle, with the following
geometrical dimensions: 1 m length, 0.05 m diameter at the left side and 0.01 m
at the right side.

The analyzed flow case is again the steady flow corresponding to a release
of pure air through the nozzle, from the left atmosphere at 1.5 bar of pressure
and 300 K of temperature to the right atmosphere at 1 bar of pressure. The
analyzed solution is the pressure at the steady state achieved at t = 0.06 s.

Pressure obtained with the adapted flux limiter (squares), described by Eqs.
(60)-(53), using 22 nodes, and with the HLL method (circles), given by Eqs.
(67)-(68), are shown in Figure 7, in comparison with the exact solution (solid
line). As can be seen, both methods yield similar results and show very good
agreement with the exact solution.

Table 2 contains the L1-errors and numerical orders of accuracy for the
pressure solution of the convergent conical nozzle problem. We can see that the
second order accuracy is achieved. Although numerical results obtained with
the flux limiter extension show a better prediction, the difference is not great.
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Number nodes Error Order Error Order
Adapted Flux limiter HLL extension

40 3.12E − 03 1.93E − 03
80 7.25E − 04 2.10 5.16E − 04 1.90
160 2.03E − 04 1.83 1.53E − 04 1.75
320 5.03E − 05 2.01 4.33E − 05 1.82

Table 2: L1-errors of pressure and numerical orders of accuracy for the solution of the con-
vergent nozzle test.

5. Conclusions

In the present study we have dealt with the simulation of quasi-1D unsteady
compressible flow in a nozzle with variable cross-section. For this, we base on a
technique described by the authors in [1] which consists in the transformation of
the conservation laws system with source terms in homogeneous system. To do
this, a new flux function has been introduced, which is defined by subtracting
the primitive function of the source term from the physical flux. This change
automatically preserves the balance among the source terms and the fluxes,
required to assure the convergence to stationary solutions associated with non-
homogeneous systems and indicates a natural way to apply to this type of
problems schemes well-known for the homogeneous case. However, the extension
of such techniques is not immediate in most cases and a new formulation for
these schemes is necessary.

Particularly, we have extended the flux limiter technique and the HLL ap-
proximate Riemann solver to simulate quasi-1D nozzle flows. The constructed
schemes are well-balanced in the sense that they preserve all stationary states
[7]. Numerical results applied to a convergent-divergent nozzle, and valid for all
quasi-1D geometries, indicate that the proposed schemes are very robust and
capable of accurately capturing stationary solutions. Also, the advantage of the
quasi-1D approach leads to CPU compute times that are really low compared
to a multidimensional technique. Although numerical results are slightly more
accurate with the adapted flux limiter technique, the extension to systems in
this case is carried out by componentwise application of the scalar framework.
However, the HLL scheme method does not need the field-by-field characteris-
tic decomposition. Thus, a considerable amount of simplicity and robustness is
gained while retaining the second-order resolution and gives to a well-balanced
scheme.

It should be added that the numerical schemes detailed in this work could in
fact be applicable to other type of non-homogeneous systems of PDEs in which
the source term plays an important role in the solution, where the balance
between flux and source term is necessary to reach steady state solutions.
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