
Journal of Manufacturing Systems 59 (2021) 283–298

Available online 13 March 2021
0278-6125/© 2021 The Society of Manufacturing Engineers. Published by Elsevier Ltd. All rights reserved.

Technical Paper 

Advanced teleoperation and control system for industrial robots based on 
augmented virtuality and haptic feedback 
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A B S T R A C T   

There are some industrial tasks that are still mainly performed manually by human workers due to their 
complexity, which is the case of surface treatment operations (such as sanding, deburring, finishing, grinding, 
polishing, etc.) used to repair defects. This work develops an advanced teleoperation and control system for 
industrial robots in order to assist the human operator to perform the mentioned tasks. On the one hand, the 
controlled robotic system provides strength and accuracy, holding the tool, keeping the right tool orientation and 
guaranteeing a smooth approach to the workpiece. On the other hand, the advanced teleoperation provides 
security and comfort to the user when performing the task. In particular, the proposed teleoperation uses 
augmented virtuality (i.e., a virtual world that includes non-modeled real-world data) and haptic feedback to 
provide the user an immersive virtual experience when remotely teleoperating the tool of the robot system to 
treat arbitrary regions of the workpiece surface. The method is illustrated with a car body surface treatment 
operation, although it can be easily extended to other surface treatment applications or even to other industrial 
tasks where the human operator may benefit from robotic assistance. The effectiveness of the proposed approach 
is shown with several experiments using a 6R robotic arm. Moreover, a comparison of the performance obtained 
manually by an expert and that obtained with the proposed method has also been conducted in order to show the 
suitability of the proposed approach.   

1. Introduction 

1.1. Motivation 

Surface treatment tasks used to repair defects are complex processes. 
For instance, in the automotive industry, surface finishing requires the 
dexterity of human hands and an intelligent use of feedback, which 
human experts obtain by touching and looking at the defects on the 
workpiece surface during the treatment [1]. In addition, the procedure 
required to repair a defect may also vary during its repair due to the 
condition of the surface (e.g., defects on a car body surface recently 
painted [2]). 

Although some automatic systems can be found in the literature 
dealing with surface treatment tasks in the automotive industry [3,4], in 
most of the factories surface treatment tasks to repair car body surface 
defects are still carried out manually by experts. The main reason for this 
is the difficulty of automating this process if the finishing tool does not 

perform consistently or if there is no possibility to check the result [1]. 
However, manual operation gives rise to some issues, such as the 

expert criteria variability or the exclusion of workers with motor dis-
abilities (e.g., those requiring wheelchairs). In addition, current solu-
tions fail to meet the demanding time requirements of automotive 
production lines [5]. 

In order to mitigate the above issues, this work presents a novel so-
lution based on a remote system for robot teleoperation [6] and 
human–robot interaction (HRI) [7,8]. On the one hand, the remote robot 
teleoperation will allow human workers to perform their tasks without 
being physically present on the production line. On the other hand, the 
remote HRI will allow to cooperatively solve the task at hand in synergy, 
i.e., the human user provides flexibility to adapt to complex operations, 
whereas the robot system provides precision and strength. 

* Corresponding author. 
E-mail address: esolanes@idf.upv.es (J.E. Solanes).  

Contents lists available at ScienceDirect 

Journal of Manufacturing Systems 

journal homepage: www.elsevier.com/locate/jmansys 

https://doi.org/10.1016/j.jmsy.2021.02.013 
Received 9 April 2020; Received in revised form 22 February 2021; Accepted 23 February 2021   

mailto:esolanes@idf.upv.es
www.sciencedirect.com/science/journal/02786125
https://www.elsevier.com/locate/jmansys
https://doi.org/10.1016/j.jmsy.2021.02.013
https://doi.org/10.1016/j.jmsy.2021.02.013
https://doi.org/10.1016/j.jmsy.2021.02.013
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jmsy.2021.02.013&domain=pdf


Journal of Manufacturing Systems 59 (2021) 283–298

284

1.2. Literature review 

HRI has been a subject of numerous studies due to the possibilities 
that it offers to fulfill tasks and accomplish objectives that would not be 
possible only with autonomous machines. This type of collaboration has 
been widely implemented by using haptic devices. For instance, in [9] a 
mobile robot is commanded using a joystick with haptic feedback. A 
similar system is deployed in [10,11] to teleoperate different types of 
mobile robots. A multiple robot team interaction is developed in [12] 
using wearable haptic devices. In [13,14] robot arm interaction is used 
off-line for path planning and task learning, respectively. 

The current emergence of mixed reality (MR) technology opens a 
new scenario for the improvement of many industrial processes [15]. In 
particular, MR has been used to improve all kinds of industrial processes, 
from maintenance services [16–19] to industrial robot programming 
[20]. MR fills the gap between reality and virtuality, where it can be 
considered two subcategories [21]: augmented reality (AR), i.e., merg-
ing virtual objects into the real world [22–24]; and augmented virtuality 
(AV), i.e., merging real-world objects into virtual worlds [25]. 

Teleoperation based on AV has been proposed by many researchers 
to give rise to feasible solutions to complex industrial applications. For 
instance, a robust adaptive control algorithm was proposed in [26] to 
deal with system uncertainties and to provide a smooth estimation of 
delayed reference signals in robot teleoperation applications. In [27], a 
remotely controlled welding scheme was developed to transfer human 
welder knowledge to a welding robot. A teleoperation scheme was 
proposed in [28] to perform inspection and maintenance tasks in oil and 
gas well-pads stations. In [29], a telemanipulation application was 
developed for surface taping. Furthermore, a teleoperation scheme was 
proposed in [30] to remotely command industrial robots for hazardous 
manufacturing environments. In particular, a collaborative robot was 
used by the worker to remotely teleoperate an industrial robot using the 
master-slave technique, while a model-driven display system based on 
cameras and an AR headset was also used by the worker to be aware of 
the production context in real-time. 

For most industrial teleoperation tasks, the visual feedback needs to 
be accompanied by touch feedback. For example, this is the case of 
surface treatment tasks such as polishing or cleaning. Thus, haptic de-
vices are commonly used for this purpose. For instance, a teleoperation 
interface based on AV and haptic feedback was developed in [31] for 
hole-cleaning workcells using robots. Moreover, a novel dual-arm tele-
operation architecture with haptic and visual feedback was proposed in 
[32] to enhance the operator immersion in surface treatment tasks. 

1.3. Proposal 

Although HRI and MR have been widely explored and studied, as 
discussed above, this work presents a novel advanced teleoperation and 
control system for industrial robots that allows to get the best from 
humans and robots. That is, the flexibility of humans to adapt to com-
plex operations and unforeseen situations, such as workpiece position 
errors (obviously, the responding time to adapt to these unforeseen 
situations depends on the worker’s ability), and the precision and 
strength of robots. In addition, the teleoperation system developed in 
this work, which is based on a novel AV interface and haptic feedback, 
provides the user an immersive virtual experience when remotely 
commanding the robot system in order to properly perform the task with 
security and comfort. 

With the proposed approach, the user is able to command the robot 
from a different workspace without missing information of the task 
environment. All the elements of the robot workplace are modeled in a 
VR environment, which allows the user to see the movement of the robot 
in real time in order to check how the robot responds to the user com-
mands. Moreover, the haptic feedback allows the user to feel the robot 
dynamics and its interaction with the environment. 

Moreover, for safety, non-modeled real-world data obtained with a 

3D camera is included in the VR environment. This allows the user to 
visually verify if this data matches the virtual objects and, if that is not 
the case, the user may decide, for security reasons, to abort the robot 
teleoperation. For further safety, a force sensor mounted on the robot 
end-effector is also used to abort the robot operation when the measured 
values are abnormally high in order to protect both the robot and its 
environment from damage. 

All these functionalities allow the user to have a full immersive 
experience whilst receiving information regarding the robot and its 
workspace. 

Without loss of generality, a surface treatment operation is consid-
ered to illustrate the proposed approach, where the human operator and 
the robot system cooperatively perform the treatment on the surface of a 
known workpiece. In particular, the operator is responsible for remotely 
teleoperating the tool position, whereas the robot automatically ensures 
not only the perpendicularity between the workpiece surface and the 
robot tool but also a smooth approach to the workpiece. For this pur-
pose, a high-level controller is developed to control the robot system, 
which includes three types of controllers within a task prioritization 
strategy. 

1.4. Content of the article 

Section 2 gives some theoretical basis used in this research. Then, 
Section 3 presents the proposed application, whereas the high-level 
controller of the robot is detailed in Section 4. Next, the feasibility of 
the proposal is proved in Section 5 with several experiments. Finally, 
Section 7 presents the conclusions of this work. 

2. Theoretical basis 

This section presents the theoretical basis used to develop the pro-
posed approach in Sections 3 and 4. This background theory is related to 
the computer vision system, the robot kinematics, the task prioritization 
method and a non-conventional sliding mode control. 

2.1. Computer vision system 

Computer vision is widely used in industrial robot tasks since it 
provides flexibility and precision. The camera can be placed in the end- 
effector of the robot system (eye-in-hand configuration), e.g., see [33], 
or, alternatively, it can be placed in a structure to “observe” the whole 
workspace of the robot system (eye-to-hand configuration), e.g., see 
[34]. 

If a 2D camera is used, the depth can be estimated by processing the 
acquired data [35]. Alternatively, this estimation is not needed if a 3D 
camera is used [36], e.g., the Microsoft Kinect. 

Moreover, a camera network can be used to have a complete view of 
the scene and to avoid the so-called dead zones or blind spots. For this 
purpose, the number and placement of the cameras have to be properly 
chosen. For instance, a systematic camera placement framework was 
proposed in [37] to overcome the problem of blind spots using the visual 
performance of the overall network (index of the total workspace 
covered) and the number of cameras used (index of the total cost of the 
solution). 

In particular, a network of three 3D sensors (Kinect cameras) with 
eye-to-hand configuration is used in this work. 

The process of “registration” is needed to obtain the transformation 
relating two views of the same workpiece [38]. This process is useful to 
obtain the position and orientation (i.e., the pose) of a workpiece by 
matching the point cloud acquired by the camera with the virtual model 
of the workpiece. In particular, this research uses the ICP method 
(Iterative Closest Points) [39] to obtain the pose of the workpiece since it 
is widely used due to its effectiveness and simplicity. 
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2.2. Kinematics 

The kinematics of the robot system can be expressed as: 

p = l(q), (1)  

ṗ =
∂l(q)

∂q
q̇ = Jq̇, (2)  

p̈ = Jq̈ + J̇q̇, (3)  

being p = [ x y z α β γ ]T the pose of the robotic system, where α, 
β and γ represent the orientation angles (roll, pitch and yaw, respec-
tively), q = [ q1 ⋯ qn ]

T the configuration of the robotic system, J the 
Jacobian matrix and l the so-called kinematic function [40]. 

2.3. Task prioritization method 

This method is useful to address a set of tasks with different priorities 
[41], where the error of the task equations has to be minimized. The 
recursive equations of this strategy are given below [42]: 

Aix = bi, i = 1,…,M, (4)  

xi = xi− 1 + (AiNi− 1)
†
(bi − Aixi− 1), i = 1,…,M, (5)  

Ni = Ni− 1(I − (AiNi− 1)
†
(AiNi− 1)), i = 1,…,M, (6)  

being M the considered number of equalites or tasks, Ai and bi the matrix 
and vector, respectively, for the ith task (i = 1 represents the highest 
priority), xM the solution that minimizes the error of the task equations, 
N0 = I the identity matrix, x0 = 0 the null vector and superscript † the 
pseudoinverse of a matrix [43] (a threshold can be used to neglect the 
small singular values). Note that x is the unknown vector to be 
computed, which corresponds to the commanded accelerations in this 
work, whereas xi denotes the solution to this unknown vector computed 
by the task prioritization algorithm taking into account the first i tasks. 

2.4. Non-conventional sliding mode control 

Sliding Mode Control (SMC) [44] is widely utilized in robot tasks 
since it has the inherent advantages of robustness and low computation 
cost, e.g., see [45,46], among others. 

The modified SMC presented in [47] is used in this research to limit 
the approach speed of the robot tool to the workpiece. In particular, this 
approach is useful to satisfy inequality constraints as discussed next. 

Consider the inequality constraints and state equation below: 

ϕin,i(x) ≤ 0, i = 1,…,Nin, (7)  

ẋ = f(x, d) + g(x)u, (8)  

being vector x the state, Nin the number of constraints, ϕin,i the ith 
constraint function, which is assumed to be differentiable, vector u the 
control action, vector d the disturbance, f the drift vector field and g a set 
of control vector fields. 

Then, the fulfillment of the constraints (7) is guaranteed if the value 
of the control action u fulfills the following expression [47]: 

v2dm(pos(ϕin) )Lgϕinu = − pos(ϕin)u
+
in, (9)  

where v2dm(⋅) is a function that returns a diagonal matrix from a vector; 
pos(⋅) denotes the positive function, that is, if x ≤ 0 then pos(x) = 0, 
otherwise pos(x) = 1; column vector ϕin is composed of the constraint 
functions ϕin,i of all the inequalities; Lgϕin is a matrix containing the row 

vectors Lgϕin,i =
∂ϕT

in,i
∂x g of all inequality constraints; and u+

in represents the 
switching gain, which is a high enough positive scalar. 

See [47] for further details about the above SMC. 

3. Proposed application 

3.1. Overview 

The application developed in this work consists of two workspaces: 
the local workspace in which the AV headset is used and the remote 
workspace in which the robotic system operates, as shown in Fig. 1. 

Fig. 1. Remote human-robot interaction using AV with data from depth sensors and haptics to feel the robot movement. A force sensor is included to protect both the 
workpiece and the robot tool. 

C. González et al.                                                                                                                                                                                                                               



Journal of Manufacturing Systems 59 (2021) 283–298

286

In the local workspace, the user is able to visualize the robot and its 
environment by wearing the VR headset. For this purpose, the real world 
objects (robot, object to be treated, table, etc.) have been modeled and 
included in the virtual world. The location of these virtual objects in the 
virtual world is updated according to that of the corresponding real 
world objects, which is obtained online from sensor measurements. In 
particular, in the proposed application, the robot configuration is ob-
tained reading the joint values from the robot controller, whereas the 
accurate location of the object to be treated is obtained using a vision 
system based on three 3D cameras (Kinect v1 sensors) focused on the 
object area. 

In addition, for safety, another 3D camera (Kinect v2 depth sensor) 
has been used to capture non-modeled data of the robot environment in 
the form of a point cloud, which is integrated within the VR environ-
ment.1 This allows the user to visually verify if this non-modeled real 
world data matches the virtual objects. If that is not the case (e.g., the 
virtual object corresponding to the object to be treated has not been 
accurately placed in the virtual world, or the arm of a human operator 
has been detected within the robot workspace), the user may decide, for 
security reasons, to abort the remote robot teleoperation. 

For further security, an F/T (Force–Torque) sensor mounted on the 
robot end-effector is also utilized as a safety indicator to stop the motion 
of the robot system when the sensor measurements are abnormally 
large, which can be due to collisions or abrupt movements performed by 
the user. Note that, depending on the specific tool attached to the sensor, 
a compensation of the values provided by the F/T sensor is required to 
obtain values near to zero when the tool is still and out of contact with 
the environment. Note also that the characteristics of the selected F/T 
sensor will depend on the specific treatment application, which means 
not only its physical size but also its static and dynamic properties, i.e., 
resolution, sensitivity, time response, etc. 

Moreover, a haptic device consisting of a stylus is used to allow the 
user dragging the virtual model of the robot through the virtual work-
space, thus resulting in the movement of the real robot. In this sense, the 

force feedback from the haptic device has two main functionalities. 
Firstly, the haptic feedback allows the user to properly teleoperate the 
robot according to its real movement. This is accomplished essentially 
by means of a “spring effect” between the haptic pointer and the actual 
position of the robot tool.2 Thus, the larger the error, the larger the force 
feedback, making the user move slower the haptic stylus. Secondly, the 
haptic feedback allows the user to “feel” the presence of virtual objects, 
e.g., the modeled workpiece, and act accordingly. In particular, the 
haptic device blocks the further movement of the stylus in the normal 
direction at the contact point on the virtual object. 

In the remote workspace, the high level controller of the robot receives 
the position command from the VR application, which corresponds to 
the haptic position in the virtual workspace that is given by the move-
ment performed by user with the stylus. The controller also receives 
from the vision system mentioned above the separation distance be-
tween the tool of the robot system and the closest point of the workpiece 
together with the normal vector at this point of the workpiece surface. 
Thus, according to these values, the high-level controller computes a 
proper tool pose (position and orientation) and commands the corre-
sponding joint values to the robot controller. The high-level controller 
for the robotic system is detailed in Section 4. 

3.2. Augmented virtuality-based user interface 

The Unity 3D Engine was used to implement the user interface. As 
mentioned above, a 3D model of the robot and its environment has been 
replicated in the application, see Fig. 2. The user is able to command the 
robot motion by means of the haptic stylus, i.e., the robot tracks the 
stylus position. However, for safety reasons, a required condition to start 
the robot motion is that the stylus position in the virtual environment 
must be close to the position of end-effector of the virtual robot. In 
particular, the state indicator in the robot end-effector turns from blue to 

Fig. 2. Frames of the video showing the functionalities of the proposed AV-based user interface. See video at https://media.upv.es/player/?id=5edfec30-1e12-11e 
b-9463-339a8e543e47. (For interpretation of the references to color in this figure citation, the reader is referred to the web version of this article.) 

1 The points of the cloud are represented in the VR environment using a color 
map instead of their real RGB color due to the preferences expressed by the 
users during the tests conducted in this work. 

2 Note that a small high frequency component will be introduced in the 
haptic feedback due to the SMC used to move the robot tool. However, this 
small high frequency component will be filtered by the haptic device itself and, 
hence, the user will not experience any chattering effect when guiding the 
robot. 
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green when the stylus position is close enough to start the robot motion, 
which can be done after pressing the “deadman” switch located in the 
haptic device. Fig. 2a shows the robot model once the deadman switch 
has been pressed, which changes into a darker tone to indicate that the 
robot is being commanded by the movements made by the user with the 
stylus. 

While the robot is in motion, if the F/T sensor detects a collision, the 
state indicator in the end-effector of the robot turns red, as shown in 
Fig. 2b, and the robot stops its movement. When this occurs, the user is 
allowed to move the robot in order to retrieve the end-effector from the 
collision situation, but prevents the user from moving the robot forward 
into the direction in which the collision was met. The movement after a 
collision is indicated by the orange color in the state indicator. Once the 
forces measured by the F/T sensor are again under the threshold value, 
the state indicator turns blue or green depending on the distance from 
the stylus to the end-effector position. 

For this application, it has also been implemented a zoom and 
positioning system that allows the user to accommodate its position in 
the virtual environment using the keyboard of the computer in order to 
facilitate performing the task. Once the zoom function has been acti-
vated, the user can change the point of view and scale of the virtual 
world, see Fig. 2c and d. Furthermore, the user is also able to reduce the 
moving velocity of the robot. 

3.3. Haptic feedback 

A Phantom Omni haptic device [48] is used to remotely teleoperate 
the robot. From a kinematic point of view, this device is equivalent to a 
small robot arm with six revolute joints with the standard configuration: 
hip-shoulder-elbow and in-line wrist, see Fig. 3. Although this device 
allows six degrees of freedom, i.e., three linear coordinates (Cartesian 
position) plus three Euler angles, only the Cartesian position is going to 
be employed by the user to remotely teleoperate the robot, since the tool 
orientation is automatically controlled by the high-level controller of the 
robotic system, see Section 4. 

The haptic feedback mentioned in Section 3.1 has been implemented 
considering the well-known impedance/admittance control [49]. This 
kind of controller is typically used to relate force-torque data and the 
robot motion. In this work, this control is used to compute the force 
feedback for the haptic device (only the first three joints can be actuated, 
which are used to achieve the desired linear force vector in the center of 
the device wrist) from the Cartesian error eh between the stylus position 
in the virtual workspace and the position of the end-effector of the vir-
tual robot. In particular, the following equation is used to compute the 
force that the user “feels” from the haptic device: 

Fh = Kheh + Dhėh + Ahëh, (10)  

where Fh is a 3-dimensional column vector containing the linear forces 
to be achieved by the haptic device and diagonal matrices Kh, Dh and Ah 
represent the parameters of the impedance controller. The computed 
value Fh is used only when the deadman switch is pressed and the robot 
is in motion, otherwise there is no haptic feedback felt by the user. 

4. High-level controller of the robot 

Without loss of generality, a surface treatment operation is consid-
ered to illustrate the application developed in Section 3. In this opera-
tion, the human operator and the robot system cooperatively perform 
the treatment on the workpiece surface. Hence, the operator remotely 
teleoperates the tool position, whereas the robot automatically ensures 
not only the perpendicularity between the workpiece surface and the 
robot tool but also a smooth approach to the workpiece. 

Fig. 4 depicts the control scheme of the high-level controller for the 
robotic system in order to carry out the mentioned surface treatment 
operation. In particular, three prioritized levels are considered to 
simultaneously accomplish several tasks. The first level, i.e., the highest 
priority level, is utilized to ensure that the tool is perpendicular to the 
workpiece surface. The second level is included to limit the approach 
speed of the robot tool to the workpiece. Lastly, the third level, i.e., the 
lowest priority level, is utilized to conduct the surface treatment on a 

Fig. 4. Control scheme of the high-level controller of the robot system.  

Fig. 3. Phantom haptic device with 6 revolute joints used to remotely teleo-
perate the robot. The red circles represent hinges, i.e., joints that rotate around 
a common normal axis of two consecutive links; whereas the red rectangles 
represent axial rotations, i.e., joints where both links are aligned and the 
rotation is around the common axis. 
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particular part of the workpiece by means of tool guidance, i.e., the user 
remotely commands the tool position using the haptic device. 

The following input information is considered for these levels: the 
robot pose p and the robot configuration and its derivative {q,q̇}, which 
are obtained from the robot controller; the reference pref for the tool 
position p = [ x y z ]T, which is remotely provided by the user with 
the haptic device; and the data {d,n} obtained using machine vision, 
where d represents the length of the vector from the robot tool, see 
Fig. 5, to the nearest point of the workpiece, whereas n denotes the unit 
vector of the mentioned vector (note that n is normal to the workpiece 
surface as long as it is smooth at the nearest point to the tool). 

The equation Aix = bi (4) for each priority level is obtained below, 
where x corresponds to the commanded acceleration q̈c for the robot 
system. The errors of these equations are minimized using (5) and (6), as 
shown in Fig. 4. Thus, the acceleration command q̈c,3 is double inte-
grated to get the robot configuration command qc. Finally, the low-level 
robot controller defines an inner control loop to track the commanded 
values qc taking into account the internal measurements of the joint 
angles q and joint currents i [50,51]. Note that this inner loop has 
already been developed and provided by the robot manufacturer. Thus, 
dc stands for the inaccuracy of this inner loop, which is assumed to be 

Fig. 5. Graphical illustration of the information obtained from the machine 
vision system. 

Table 1 
Code of the algorithm.  
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bounded. However, note that the value of dc does not need to be 
computed nor estimated since the proposed SMC-based controller, 
which is detailed below, is inherently robust against this error. 

4.1. Level 1: Orientation control 

A key requirement for surface treatment operations is that the robot 
tool has to be orthogonal to the workpiece surface, that is, the Z-axis of 
the robot tool (see Fig. 5) must point in the direction of n. Thus, the 
reference for the tool orientation is vector n, which can be easily 
transformed [52] to roll and pitch reference values, i.e., αref and βref . It is 
worth noting that there is no requirement for the yaw angle and, hence, 
it could be used for other purposes. 

Thus, the control equation for Level 1 results in: 

M1Jq̈c = öref + Kd1ėo + Kp1eo + sign
(
ėo + (Kp1

/
Kd1)eo

)
u+

1 →A1q̈c = b1,

(11)  

where matrix M1 =

[
0 0 0 1 0 0
0 0 0 0 1 0

]

is used to affect only α and β 

angles (i.e., roll and pitch) of the pose vector p; vector oref =
[

αref βref
]T represents the reference orientation; vector eo = oref −

[ α β ]T denotes the error of roll and pitch angles; Kp1 and Kd1 are the 
correction gains for the roll and pitch angles and their derivatives, 
respectively (note that α̇ and β̇ can be readily obtain from the robot 

Fig. 6. Experimental platform used for the real experimentation: a 6R robot arm with a F/T sensor, four RGB-D cameras, a polishing tool, a haptic device, a VR 
headset and a car door. 

Fig. 7. Hardware communications. The dashed and solid lines are used to represent wireless and wired communications, respectively.  
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equations in (2)); u+
1 represents a switching gain; and b1 and A1 denote 

the vector and matrix for the control equation of Level 1. 
It is worth noting that (11) represents a hybrid controller, where the 

last switching term is used to cancel out the last term in (3) and, hence, 
the computation of the Jacobian derivative is avoided. Note that this 
hybrid controller in sort uses conventional SMC, whose proof of 
convergence can be found in [44]. 

4.2. Level 2: Approach control 

In order to limit the approach speed of the robot tool to the work-
piece, the following constraint is used: 

ϕd = ϵd − d − K2ḋ ≤ 0, (12)  

where ϵd represents a security margin between the tip of the tool and the 

workpiece surface and K2 is a free design parameter that establishes the 
maximum approach speed allowed depending on the separation dis-
tance between the tool and the workpiece surface. Hence, the maximum 
allowed speed tends to zero as the mentioned separation distance tends 
to zero. 

Considering that the motion of the workpiece (in case it is not static) 
is significantly slower than the motion of the robot system, the deriva-
tive of the distance d in (12) is readily obtained from the robot velocity 
as detailed below: 

ḋ = (∂d/∂q)Tq̇ =
(
(∂p/∂q)T

(∂d/∂p)
)T

q̇ =
(
JT

v (− n)
)Tq̇ = − nTJvq̇, (13)  

where matrix Jv represents the top 3 × 3 submatrix of the Jacobian J. 
In order to use the SMC detailed in Section 2.4 to satisfy the approach 

constraint in (12), the following second-order dynamical system (8) is 
considered: 

Fig. 8. Frames of the video of the first experiment.  
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ẋ =

[
O I
O O

]

x + d +

[
O
I

]

u, (14)  

where x = [qT q̇T
]
T , u = q̈c and d = dc. 

From Eqs. (9) and (12), the control equation for Level 2 results in: 

pos(ϕd)Lgϕd q̈c = − pos(ϕd)u
+
2 ,

→A2q̈c = b2,
(15)  

where u+
2 represents switching gain of the SMC, b2 and A2 denote the 

vector and matrix for the control equation of Level 2 and, according to 
(12)–(14), matrix Lgϕd is given by: 

Lgϕd = (∂ϕd/∂x)Tg = (∂ϕd/∂q̇)T
= − K2

(
∂ḋ
/

∂q̇
)T

= K2nTJv. (16)  

4.3. Level 3: Tool teleoperation 

This level is included to conduct the surface treatment on a particular 
part of the workpiece by means of tool guidance, i.e., the user remotely 
commands the tool position using the haptic device. In particular, and 
similarly to (11), the controller used to track the reference Cartesian 
position pref is as follows: 

Jvq̈c = p̈ref + Kd3ėp + Kp3ep + sign
(
ėp + (Kp3

/
Kd3)ep

)
u+

3 →A3q̈c = b3

(17)  

where ep = pref − p denotes the tool pose error; Kp3 is the correction gain 
for the pose error; Kd3 is the correction gain for the pose error derivative; 
the tool linear velocity ṗ is obtained from the robot kinematic equation 
in (2); u+

3 represents a switching gain; and b3 and A3 denote the vector 
and matrix for the control equation of Level 3. 

Note that the reference pref for the tool position is generated by the 
human operator using the haptic device. In this process, the operator has 
to visually spot in the real image of the workpiece surface the points that 
require the treatment and teleoperate the robot to these points. In order 
to assist the operator, some marks can be added in the real or virtual 
workpiece [53] to help the user locating these points. For this purpose, 
some automatic system could be used to obtain the points that require 
the treatment, such as [54,55,5] in the automotive industry. However, 
whether this automatically generated data is available or not, the human 
operator has to check the points and is ultimately responsible for tele-
operating the robot to one position or another. That is, the operator does 
not command the robot “blindly” according to automatic data, since this 
data may not be complete nor perfectly accurate. Note that this is also 
the procedure currently used to manually repair paint defects in the 
automotive industry [56,57]. 

4.4. Implementation of the control algorithm 

Table 1 shows the pseudo-code of the high-level controller developed 
in this work for the robot system. Note that it is assumed that this high- 
level controller is implemented in a device external to the robot 
controller, such as a Programmable Logic Controller (PLC) or an in-
dustrial workstation. However, if needed, the proposed approach could 
also be implemented directly in the robot controller. 

Each line of the code is explained as follows. The first line of code, i. 
e., LC1, is used to update the readings from the sensors. LC2 is used to 
compute the orientation angles of n, which is provided by the computer 
vision. LC3 and LC4 are used to compute the robot pose and its deriv-
ative from the robot kinematics. LC5 is used to compute the constraint 
function of the inequality in Level 2. LC6 to LC9 are used to compute the 
time derivative of several signals. LC10 to LC13 are used to compute the 
orientation and pose errors and their derivatives. LC14 and LC15 are 
used to compute the matrix and vector, respectively, for the control 
equation of Level 1. LC16 and LC17 are used to compute the matrix and 
vector, respectively, for the control equation of Level 2. LC18 and LC19 

are used to compute the matrix and vector, respectively, for the control 
equation of Level 3. LC20 to LC24 are used to compute the solution of 
the commanded accelerations that minimizes the errors of the control 
equations of the three levels. LC25 and LC26 are used to compute the 
commanded positions by integrating twice the commanded accelera-
tions. LC27 is used to send the commanded values to the robot 
controller. LC28 to LC31 are used to update the previous value of several 
signals in order to use them in the next iteration. 

Note that the derivatives ȯref , öref , ṗref and p̈ref are computed in the 
code of Table 1 using numerical differentiation. However, depending on 

Fig. 9. Graphs for the approach constraint in the first experiment. Top: distance 
of separation between the tool of the robotic arm and the workpiece surface as a 
function of time. Bottom: activation of the approach constraint. 

Fig. 10. Tool pose and reference pose in the first experiment. From top to 
bottom: linear coordinates x, y and z, and roll and pitch angles. The solid-blue 
lines denote the actual values, whereas the dashed-red lines denote the refer-
ence values supplied by the user (coordinates x, y and z) and machine vision 
system (roll and pitch angles). (For interpretation of the references to color in 
this figure legend, the reader is referred to the web version of this article.) 
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the application, this approach could lead to excessive noise in the sig-
nals. In order to avoid this issue, the sampling period Ts of the control 
algorithm should be chosen large enough in order to avoid noisy sig-
nals.3 For instance, in the specific case of the experimentation in Section 
5, a synchronous sampling period of 20 ms gave rise to negligible noise 
in numerical differentiation. 

The computation of one iteration of the algorithm in Table 1 
(compiled C code) takes around 0.015 ms for the case in Section 5. 

5. Experiments 

5.1. Experimental platform 

The experimental platform used in this work is shown in Fig. 6, 
which is composed of: a 6R robot arm (Kuka KR6 Agilus); a tool con-
sisting of a spot repair polisher (Mirka AROS-B 150NV) placed in the 
robot end-effector using a self-developed adapter; a cylinder of 29×

29× 23 mm used as polishing disc; a 45 mm F/T steel sensor with 
DataBox V1.0 electronics (see [58]), which is attached between the 
end-effector of the robot arm and the polisher; four RGB-D cameras 
(three Microsoft Kinect v1 sensors and one Microsoft Kinect v2 sensor); a 
workpiece consisting of a car door; a Phantom Omni haptic device (3D 
Systems Touch, the maximum possible value for the force feedback is 
±1 N in each linear axis); and a VR Headset (HP Reverb VR – Pro 
Edition). 

In the remote workpsace (see Fig. 1), an external computer was used 
to implement the robot high-level controller detailed in Section 4.4. 
Moreover, the robot controller, F/T sensor and external computer 
communicated by means of an Ethernet switch. In addition, the RGB-D 
cameras were connected to serial ports of the external computer. 

In the local workpsace (see Fig. 1), the proposed AV-based user 
interface detailed in Section 3.2) was implemented in another external 
workstation using the software Unity 2019.3.0.b14 version. 

Fig. 7 shows the periods of the communications between the 
different devices. Specifically, the communication periods are: 10 ms 

between the robot controller and the external controller; 20 ms between 
the VR system and the external controller; 10 ms between the F/T sensor 
and the external controller; 20 ms between the haptic device and the VR 
system; and 33 ms between the camera and the external controller. 

These communication periods yield the following maximum delays: 
it takes at most 50 ms (20+ 20+ 10) to reflect in the real robotic system 
the movement performed by the user in the haptic device; it takes at 
most 30 ms (10+ 20) to reflect in the user interface the actual movement 
of the robot system; and the reflections of the measurements of the 
camera and F/T sensor in the user interface take at most 53 ms (33+ 20) 
and 30 ms (10+ 20), respectively. Note that all these delays are negli-
gible and almost imperceptible to the user during the teleoperation task. 

The maximum workpiece position error given by the used 3D camera 
network was around 1 mm, which is acceptable for the proposed 
application. However, more accurate depth sensors could be used for 
applications requiring more precision. 

5.2. Values of the parameters 

The values used for the control algorithm parameters are given 
below.  

(i) Sampling period: Ts = 0.01 s.  
(ii) Impedance control parameters (Section 3.3): Kh = 4.5I, Dh = 0.1I 

and Ah = 0.02I.  
iii) Parameters of Level 1 (Section 4.1): Kp1 = 1.5, Kd1 = 1.8 and 

u+
1 = 0.01.  

iv) Parameters of Level 2 (Section 4.2): ϵd = 2 mm, K2 = 2.5 and 
u+

2 = 0.45.  
v) Parameters of Level 3 (Section 4.3): Kp3 = 2, Kd3 = 4.2 and u+

3 =

0.01. 

The above control parameter values were experimentally set in a 
previous stage to obtain a proper performance of the setup shown in 
Fig. 6 for the surface treatment task (note that the control parameter 
values remain constant for all the experiments below). For instance, the 
(position) correction gains Kp1 and Kp3 were set large enough to obtain a 
fast, but stable, response of the robot system and, subsequently, the 
(speed) correction gains Kd1 and Kd3 were set large enough to avoid large 
overshoot values. 

5.3. Results 

Two experiments were conducted to validate the performance of the 
proposed approach. The objective of the first experiment was to perform 
the surface treatment with the robot tool at three points (e.g., polishing 
tasks) of a car door surface. It is assumed that the three points are given 
by some automatic defect detection system [55–57], depicted in the 
virtual car door surface and used by the operator as a visual reference to 
teleoperate the robot. The objective of the second experiment was to 
perform a profiling task (e.g., fine grinding) on the car door surface. As 
before, it is assumed that the path associated with the profiling task is 
given, depicted in the virtual car body surface and used by the operator 
as a visual reference to teleoperate the robot. 

The video recording of the first experiment is available at https://me 
dia.upv.es/player/?id=84e85220-1e10-11eb-9463-339a8e543e47, 
where it can be appreciated how the user utilizes the AV-based interface 
and the haptic device to remotely teleoperate the tool of the robot sys-
tem to the three goal points in order to conduct the treatment operation. 
Moreover, the orthogonality and smooth approach of the robot tool to 
the workpiece are ensured by the proposed high-level controller of the 
robot (see Section 4), which receives in real-time the required data from 
the vision sensors, i.e., the normal vector and distance to the surface of 
the car door. 

Several frames of this video recording are shown in Fig. 8: in the 

Fig. 11. Force feedback of the haptic device in the first experiment. The solid- 
blue lines denote the computed values for the linear forces, whereas the dashed- 
red lines denote the values sent to the haptic device taking into account the 
maximum allowed values, which are depicted with horizontal dashed-black 
lines. Note that both values are so similar that they can be hardly distin-
guished. (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.) 

3 Note that if a small sampling period is chosen, a low-pass filter would be 
required to remove the noise from the derivatives. However, the bandwidth of 
this approach is approximately equivalent to use a larger sampling period with 
no filtering. 
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interval 32–42 s, see Fig. 8a and b, the user teleoperates the tool to the 
first goal point while its vertical speed to the workpiece (i.e., the car 
door) is progressively reduced; at around 50 s, see Fig. 8c, the robot arm 
stops its movement, keeping the security distance with the workpiece 
surface and with the tool orientation pointing to the surface normal in 
order to perform the treatment; at around 58 s, see Fig. 8d, the user 
retrieves the robot tool from the first goal point once the surface treat-
ment (e.g., polishing task) has finished; and in the interval 
1 m03 s–1 m33 s, see Fig. 8e to h, the user treats another region near a 
style-line of the workpiece, which is also performed properly regardless 
of the sharpness around this part of the workpiece. 

Next, several graphs are presented to show the quantitative perfor-
mance of the first experiment. In particular, Fig. 9 presents the perfor-
mance of the tool approach to the workpiece: it can be seen in the top 
graph that the separation distance between the tool and the workpiece is 
always above the safety margin, which is due to the approach control in 
Level 2, see the constraint activation in the second graph. 

Fig. 10 displays the tool pose and the reference pose in the first 
experiment (the yaw angle is omitted since it has no reference value and, 
hence, it is kept still). Note that both roll and pitch values follow closely 
the reference values supplied by the machine vision system, which is due 
to the orientation control performed in Level 1. With regard to the linear 
coordinates, both x and y values also follow closely the reference values 
supplied by the user, which is due to the tracking control performed in 
Level 3. Furthermore, the behavior for the z component is explained as 
follows. It can be appreciated that the dynamics of the downward 
movement is slower than that of the upward movement. This is due to 
the fact that the downward movement is given not only by the reference 
tracking control in Level 3 but also by the approach control in Level 2, 
which limits the approach speed to the workpiece. Moreover, it can be 
observed that, when the tool is in contact with the workpiece (intervals 
38–47, 76–81 and 112–118 s in the graph), there is a small steady-state 
error between the actual z value and the reference value zref provided by 
the user. This is due to the security margin included in the boundary of 
the constraint in Level 2 and, hence, the tool does not go down further 
despite that the reference value provided by the user is lower. Note also 
that, when the tool is in contact with the workpiece, the reference value 
provided by the user could not go down further due to the blocking of 
the haptic device in the downward direction due to its interaction with 
the modeled virtual workpiece. 

Fig. 11 shows the force feedback felt by the user through the haptic 
device, which is contrary to the direction of the user movements with 
the haptic stylus. Note that the values of the force feedback have been 
saturated taking into account the maximum values allowed in the haptic 
device. It is interesting to remark the three peaks of the force signal in 
the Z-axis, see the bottom plot. These peaks are due to the control actions 

in Level 2, which slow down the downward movements (negative 
Z-axis) of the robot with respect to those teleoperated by the user with 
the stylus in order to ensure a smooth approach to the three goal points 
on the car door surface. 

Fig. 12 shows the trajectory followed by the robot tool due to the 
remote teleoperation in Level 3. In particular, note that the robot tool 
covers a large area during this experiment to achieve the three goal 
points: around 0.4 m in X- and Y-axes and 0.25 m in Z-axis. 

The control signals in the first experiment are presented in Fig. 13, 
where the commanded accelerations computed by each control level are 
shown. Note that all three levels contribute to the commanded 
accelerations. 

For the second experiment, a reference path composed of two lines 
marked on the car door surface is considered (note that both lines are 
curved according to the shape of the door surface). Thus, the user has to 

Fig. 13. Control signals in the first experiment. From top to bottom: com-
manded accelerations computed by each control level; joint accelerations, ve-
locities and positions to be sent to the robot controller. 

Fig. 12. Trajectory followed by the robot tool in the first experiment. Cross and square symbols denote the initial and final positions, respectively, whereas triangle, 
circle and star symbols denote the positions of the first, second and third goal points, respectively. 
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teleoperate the robot tool along this reference path, which is marked on 
both real and virtual doors. The video for this experiment can be played 
at https://media.upv.es/player/?id=d8ca06f0-1e14-11eb-9463-339a8e 
543e47, where it can be appreciated how the user utilizes the AV-based 
interface and the haptic device to remotely teleoperate the tool of the 
robot system in order to conduct the treatment operation following the 

reference path marked on the car door surface. 
As in the previous experiment, the orthogonality and smooth 

approach of the robot tool to the workpiece are ensured by the proposed 
high-level controller of the robot, which receives in real-time the 
required information from the vision sensors, i.e., the normal vector and 
distance to the surface of the car door. 

Several frames of this video recording are shown in Fig. 14: in the 
interval 45–59 s, see Fig. 14a and b, the user teleoperates the tool to the 
starting point of the reference path while its vertical speed to the 
workpiece (i.e., the car door) is progressively reduced; and in the in-
terval 1 m55 s–3 m35 s, see Fig. 14c to f, the user teleoperates the robot 
following the reference path, i.e., the two lines, while the robot main-
tains the tool orientation perpendicular to the surface and keeps the 
security distance. 

Fig. 15 presents the performance of the tool approach to the work-
piece when performing the continuous treatment on its surface. As 
before, it can be seen in the top graph that the separation distance be-
tween the tool and the workpiece is always above the safety margin, 
which is due to the approach control in Level 2, see the constraint 
activation in the bottom graph. 

Fig. 16 shows the tool pose and the reference pose in the second 
experiment (the yaw angle is omitted since it has no reference value and, 
hence, it is kept still). As before, both roll and pitch values follow closely 
the reference values supplied by the machine vision system (in fact, both 
values are so similar that they can be hardly distinguished), which is due 
to the orientation control performed in Level 1. With regard to the linear 
coordinates, both x and y values also follow closely the reference values 
supplied by the user, which is due to the tracking control performed in 

Fig. 14. Frames of the video of the second experiment.  

Fig. 15. Graphs for the approach constraint in the second experiment. Top: 
distance of separation between the tool of the robotic arm and the workpiece 
surface as a function of time. Bottom: activation of the approach constraint. 
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Level 3. Moreover, the behavior for the z component is very similar to 
that explained in the first experiment, see the comments above. 

Finally, Fig. 17 shows the trajectory followed by the robot tool due to 
the remote teleoperation in Level 3. In particular, it can be appreciated 
that the trajectory described by the robot tool on the object surface 
corresponds closely to the virtual reference path, i.e., the two lines on 
the workpiece surface. In fact, the maximum deviation of the path fol-
lowed by the robot tool on the workpiece surface compared to the 
reference path was around 6 mm, with a standard deviation of about 
2.2 mm. Hence, given that the diameter of the polishing disk is 29 mm, 
this error is within the allowed tolerance. Note that these error values of 

the profiling task include all the potential sources of error: communi-
cation delays, accuracy of the workpiece location, robot control, tele-
operation system, operator’s ability to teleoperate the robot, etc. 
Therefore, it can be concluded that the position accuracy of proposed 
approach is good enough for the task at hand. 

6. Discussion 

In the two experiments shown in the previous section, the robot tool 
exerted a certain force on the workpiece. On the one hand, if this force 
were too large, the workpiece surface would be damaged. On the other 
hand, if the force were too small, the treatment would not be performed 
properly. 

Therefore, in order to establish appropriate force values, i.e., 
maximum and minimum force values for the treatment task, the authors 

Fig. 16. Tool pose and reference pose in the second experiment. From top to 
bottom: linear coordinates x, y and z, and roll and pitch angles. The solid-blue 
lines denote the actual values, whereas the dashed-red lines denote the refer-
ence values supplied by the user (coordinates x, y and z) and machine vision 
system (roll and pitch angles). (For interpretation of the references to color in 
this figure legend, the reader is referred to the web version of this article.) 

Fig. 17. Trajectory followed by the tool of the robotic system in the second experiment. Cross and square symbols denote the initial and final positions, respectively, 
whereas triangle, circle and star symbols denote the positions of the initial, medium and final positions, respectively, of the continuous trajectory followed on the 
workpiece surface. 

Fig. 18. Setup used for measuring the forces exerted by the expert on the 
workpiece surface while performing the surface treatment task: an F/T sensor, a 
polishing tool and a sample surface with defects. 
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of this work contacted an expert in car surface repair tasks with exten-
sive experience in several well-known companies in the automotive 
industry. Fig. 18 shows the setup considered for measuring the forces 
exerted by the expert with the tool on the workpiece while performing 
the surface treatment task, which consisted of the same industrial pol-
ishing tool, polishing disc and F/T sensor detailed in Section 5.1 together 
with a sample surface attached to the F/T sensor. 

Fig. 19 shows the result of the expert performance with the industrial 
polishing tool during the treatment task. Note that the mean value of the 
force exerted on the workpiece surface was around 7 N and the 
maximum value was around 17 N. Note that, during the task, the expert 
sought to exert a force to about 5 N, which was the optimal value ac-
cording to his experience. In addition, it is worthy to note that the size of 
the approximate force range was around 9 N. 

Fig. 20 shows the result of the force exerted by the robot tool on the 
workpiece surface in the first experiment above, concretely for the 

surface treatment of the second goal point, see Fig. 8g. The mean value 
of the force exerted on the workpiece surface was around 4.7 N, which is 
very similar to the optimal value indicated by the expert for this surface 
treatment task. Moreover, the maximum force value was around 14 N, 
which is smaller than that exerted by the expert. Furthermore, the size of 
the approximate force range was around 6 N, which is also smaller than 
that produced by the expert. 

Therefore, it can be concluded that the proposed method generates 
appropriate force values for the surface treatment task, i.e., the force 
accuracy of proposed approach is good enough for the task at hand. 

It is worth noting that, although the proposed application uses ro-
botic assistance, the task execution is ultimately under the worker’s 
control, which implies that it is susceptible to unconscious manipula-
tion. Note that this situation is also present in the original manual 
approach, where no robotic assistance is considered. 

However, in order to facilitate the robot teleoperation to the worker, 
the proposed AV-based user interface (see Section 3.2) allows the worker 
to zoom in on a specific area of the workpiece surface in order to get 
better visibility of this area. Moreover, the movement of the robot is also 
scaled according to the zoom performed, which allows the worker to 
teleoperate the robot more accurately along this area. Note that this 
accuracy ultimately depends on the hardware used, i.e., the haptic de-
vice, the robot arm, etc. Therefore, depending on the accuracy required 
for the specific task at hand, the devices of the application have to be 
properly selected from the market [59,60] to meet the required 
specifications. 

This work assumed that the worker cannot be removed from the task 
due to its complexity, as is the case in repair of defects of car body 
surfaces. In fact, nowadays, there is no automatic system in the auto-
motive industry able to perform this task successfully. Therefore, this 
work proposes for this task the cooperation between human and robot, i. 
e., the robot system assists the worker during the task in order to 
improve security, comfort and productivity. 

However, it is important to remark that, in case that the human 
worker is dispensable (e.g., there are no uncertainties in the repair task), 
the proposed approach does not exclude a completely automatic oper-
ation. In fact, this completely automatic approach can be easily obtained 
by replacing the teleoperation performed by the user in the local 
workspace, see Fig. 1, with a trajectory generator that provides the tool 
position reference pref for Level 3 of the robot high-level controller, see 
Fig. 4 and Section 4. Even more, the proposed approach could simul-
taneously combine worker’s teleoperation and automatic operation. 
That is, the worker can teleoperate the robot tool to treat arbitrary areas 
and, when the teleoperation becomes inactive, the robot goes into an 
automatic mode to treat prior established areas. Details omitted for 
brevity. 

Even though the proposed advanced robot teleoperation approach 
has been applied to car body surface polishing tasks, it is worthy to 
remark that it can be applied to other surface treatment applications. For 
instance, the process of taping (i.e., covering objects with masking 
tapes) has been recently addressed with a robot teleoperation approach 
in [29]. Also, a robot teleoperation solution was proposed in [31] for the 
small hole-cleaning process under object positioning uncertainties. 
Furthermore, robot teleoperation has also been proposed in [28] for 
performing maintenance tasks in the oil and gas well-pads stations. All 
these applications have in common the complexity of being fully 
automatized due to uncertainties, unstructured environments, etc. Thus, 
the synergistic effect obtained with the proposed method in the specific 
application at hand could also be used to improve the performance of 
other robot teleoperation applications, like those mentioned above. 

7. Conclusions 

An advanced teleoperation and control system for industrial robots 
was developed in this work in order to assist the human operator to 
conduct industrial operations such as finishing, sanding, deburring, 

Fig. 19. Force exerted by the expert on the workpiece surface: the solid-blue 
line corresponds to the force values; the dashed-black line corresponds to the 
mean value of the force; the dash-dotted-magenta line corresponds to the 
optimal value of the force according to the expert experience; and the dotted- 
red lines denote the boundary of the approximate force range. (For interpre-
tation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 

Fig. 20. Force exerted by the robot tool on the surface in the first experiment: 
the solid-blue line corresponds to the force values; the dashed-black line cor-
responds to the mean value of the force; and the dashed-red lines denote the 
boundary of the approximate force range. (For interpretation of the references 
to color in this figure legend, the reader is referred to the web version of 
this article.) 
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grinding, etc. on the surface of a workpiece. For this purpose, augmented 
virtuality (i.e., a virtual world that includes non-modeled real-world 
data) and haptic feedback were used to provide the user an immersive 
virtual experience when remotely teleoperating the robot system in 
order to properly perform the task. 

The main advantages of the proposal are twofold. First, the proposed 
remote teleoperation is useful to preserve the physical integrity of 
human workers or to prevent the exclusion of persons with motor dis-
abilities from the labor market. Second, the proposed robot control 
application has a positive synergistic effect: the human user provides 
flexibility to adapt to complex operations; whereas the controlled robot 
system provides precision and strength. Although the method was 
illustrated with a surface treatment operation, it can be easily extended 
to other industrial tasks where the human operator may benefit from 
robotic assistance 

The effectiveness and feasibility of the proposed approach was 
shown with several experiments using a 6R robotic arm. In addition, a 
comparison of the performance obtained manually by an expert and that 
obtained with the proposed method was also conducted to show the 
suitability of the proposed approach. 
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