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User involvement before the
development of an indoor RPAS
for the creative industries
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Abstract

This paper presents user needs and preferences gathered prior to the development of an indoor remotely piloted air

system. A literature review was carried out to analyse previous studies about the involvement of users in the design of

indoor unmanned aerial vehicles. Subsequently, the results of these user needs obtained from three focus groups held in

European countries (Belgium, Spain and United Kingdom) are presented here. Through a content analysis of the infor-

mation obtained in the focus groups, 40 codes and 4 variables were defined and used to examine the differences

between types of users and their previous experience with drones. The literature review gave support to the results

obtained through users’ involvement in the features to be included in a new unmanned aerial vehicle. Non-parametric

tests and qualitative comparative analysis were used to analyse the information gathered in the focus groups. The results

revealed few differences between artists working in creative industries and drone operators working for the creative

industries. These differences affected features such as detecting and avoiding obstacles, which requires the inclusion of

sensors. In addition, previous experience with drones was found to be a sufficient condition to explain greater concerns

over safety, ethical and security issues in indoor environments.
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Introduction

User involvement means sharing their needs and pref-
erences with a firm.1 To pinpoint these needs, firms
have to answer questions such as why users should be
involved, when they should be involved and what type
of users should be involved. These questions have been
answered by the literature on new product development
(NPD). In terms of the first question, previous works
have stated the advantages of involving users in all
phases of NPD, as including new ideas provided by
users results in better products and superior financial
performance.1–3 In relation to when firms should
involve users, some studies indicate that companies
obtain better performance when they involve users in
early product development stages.4 Regarding the third
question, studies tend to indicate that involving lead
users and users with experience provides better
performance.4

Firms obtain information about what users’
unmanned aerial vehicle (UAV) needs are through
user involvement. Literature in the UAV field has
focused on presenting technological developments.
However, despite the widespread use of drones by con-
sumers and firms, there are few studies on which drone
features are valuable to users, the type of users involved
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when firms and engineers develop a new UAV and the
stage at which these users were involved. In addition,
literature on the subject of new indoor UAV develop-
ment is scarce. This is especially noticeable in the fields
of management and business, which could obtain
knowledge from other areas in which user involvement
has a long tradition, such as human–computer interac-
tion (HCI). This information is important both in the
design of new UAVs and in marketing them. This arti-
cle presents the needs obtained when developing an
indoor drone for the creative industries (CI) and sup-
ports results with the features revealed in previous
studies on UAVs.

To obtain drone users’ needs, we used focus groups,
involving different customer segments. The informa-
tion from focus groups was analysed through content
analysis, and the data obtained was examined using
non-parametric tests and qualitative comparative anal-
ysis (QCA). This analysis established differences
between artists, some of whom had had previous expe-
rience with drones and drone operators (DO).

The paper is organised as follows. After this intro-
duction, ‘Literature review: user involvement in New
Product Development’ section summarises the litera-
ture review about involving users in NPD and new
UAVs. ‘Method’ section explains the methodology
used to obtain and analyse data, while ‘Results’ section
presents the results from the analyses. The conclusions
are presented in the final section.

Literature review: User involvement

in NPD

This section presents the literature review first for user
involvement in NPD in general and then for the devel-
opment of new UAVs.

User involvement in NPD

Through a literature review, this section explains what
user involvement means, the benefits for companies of
involving users in NPD and how to involve them.

User involvement and user participation. Literature has dif-
ferentiated between user involvement and user partici-
pation. For example, Hartwick and Barki5 stated that
user involvement in a company generated information
about the importance and personal relevance of a prod-
uct, while user participation in the development of a
product led to them performing activities in the devel-
opment process.

When users are involved in NPD, they share their
needs and preferences,1 becoming a source of informa-
tion.6 When they provide solutions to cater for their
needs by creating ideas for new product design and

selecting the product designs to be produced, they
become co-developers (co-creation) in conjunction
with the firm.4 However, there is no common view
about what is the best decision for firms, as some
authors say that for some products, it is better to
only involve users to obtain information rather than
to generate solutions.6

Benefits of user involvement. Understanding user needs
has proved to be essential for new product perfor-
mance7 whilst not understanding their needs has the
opposite effect. Previous works found that when com-
panies do not focus on customers and do not identify
their requirements, their new products obtain poorer
results.8,9

Literature has identified the main advantages of
involving users in NPD. We have organised these
advantages according to whether they were obtained
before, during or after NPD.

Before product development, user involvement ena-
bles companies to obtain timely and reliable informa-
tion about user needs, preferences and requirements10

from different customer perspectives.1 Firms can
obtain important ideas which are different from cur-
rent solutions and offerings.11,12 Some of these ideas
are associated with shifts in technology.9,13

During product development, companies can respond
quickly to changing customer needs,9,14 anticipating
customer needs early in NPD12 and accelerating the
time to market1,3 As a result, firms can reduce the
risk of new product failure by increasing the product-
market fit,1,3,4,15 create products which are more
difficult to imitate7 and develop a larger number of
products than without users’ knowledge.11

Once products have been developed and tested in the
market, companies realise that they can offer a superior
value proposition3,12 because they have developed
products and services that are more closely in tune
with users’ needs.2,10,12 Consequently, they can also
obtain superior financial performance from these new
products.1 Thus, companies recognise that they have
improved their image because they are perceived as
firms which promote customer empowerment in
NPD, and as a result, users prefer them to companies
which do not involve users.15 This makes customers
feel more important and thus enhances their loyalty.12

Additionally, lead users involved in NPD recommend
new products to other users, therefore increasing
sales.11

Involving users. When companies decide to involve users,
they need to select the methods and tools to involve
them based on formalised and structured processes.16,17

These processes include decisions about the type of user
to be involved and the product development phases in
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which users will be engaged. The design-thinking
method defines the different stages of NPD in which
involving users is an important premise.18–20

Literature states that the types of users who give the
most valuable information are previous product
users.10 Other studies believe that firms need to work
with lead users, i.e. those who ‘are ahead of market
trends’.4 Involving lead users can increase the success
of a new product as it anticipates users’ needs.21 In
medical devices, for example, professionals are consid-
ered as lead users.11 However, authors such as Cui and
Wu6 found that the type of involvement depends on the
degree of experimentation associated with the new
product. They considered that only involving custom-
ers as a source of information is more beneficial when
there is a high level of experimentation in the new prod-
uct. However, when the level of experimentation is low,
firms can involve customers to obtain solutions that
cater for their needs. Chand and Taylor1 also found
that the high complexity of high-tech industries
makes it difficult for companies to involve customers
who can transfer complex knowledge. Cooper and
Sommer14 defined six phases of NPD when developing
a new product: ideation, concept, business case, devel-
opment, test and launch. Other authors, however, add
a stage before ideation, i.e. the phase in which new
ideas for a product are identified to incorporate
users’ needs.22 For example, works applying the
design-thinking methodology call this previous phase
need-finding,23 inspiration18 or empathize.19

Some authors say that design thinking is an early
phase of innovation activities,23 although there are
three stages that describe how it is applied. These
stages are the explanatory phase or customer discovery,
the idea generation phase and the prototyping and test-
ing phase.24 In the explanatory phase, observation and
empathy with users lead to an understanding of their
needs and problems and the definition of opportuni-
ties.25,26 This phase is also called observation, and the
information obtained is analysed to make sense of the
data collected about the users’ needs.25 In the idea gen-
eration phase, ideas are generated and developed.18

Prototyping is the phase in which ideas are developed
through models that are tested by users.26

Although previous works have stated that users can
be involved in different phases of NPD,17 some authors
have pointed out that involvement results in better
product performance when it occurs at specific stages.
Under the first perspective, Cooper and Sommer14 pre-
sented a model that combines Stage-Gate and Agile
development, indicating that customer feedback is rel-
evant from the ideation phase through to the product
launch. Dahan et al.13 suggested the preference market
method, as it can be used in all phases of NPD from
idea generation through to testing and product launch.

However, these studies do not indicate whether these
methods resulted in higher product performance
depending on the stage.

Conversely, other works have concluded that prod-
uct performance is higher when involvement takes
place in the early phases of NPD, such as the ideation
and launch stages, while it is lower when it occurs
during the development phase.1,4,12 Companies obtain
better performance when users are involved in the ide-
ation phase because it enables firms to access impor-
tant information before developing a product.3

In the early stages of NPD, firms use qualitative
methods to pinpoint users’ needs because they enable
rich descriptions to be acquired about what consumers
want.27 Roberts and Darler4 favoured the adoption of
face-to-face methods as they facilitate rich discussions,
although they are more expensive to implement. Ge
and Maisch28 pointed out that big companies use
these methods because they have been proven to be
successful. Focus groups are a method used to ‘identify
needs, wants, problems, points of pain and new prod-
uct suggestions’.29 People are organised together in a
group and asked about their needs.30 The number of
people involved in a focus group varies according to
authors, ranging from 4 to 12 people.31,32 Some
authors believe that focus groups are more useful in
NPD to test concepts rather than to generate ideas.29

User involvement in new UAV development

A specific UAV literature review was performed to find
works that considered: (a) user involvement in the
development of a UAV and different user segments,
(b) stages of NPD in relation to UAVs, (c) use of
UAVs in indoor environments and (d) features includ-
ed in the UAVs analysed.

The search for literature was performed using the
Web of Science database including the keywords in
Table 1, without publishing year restrictions. The
searches combined terms for UAV and terms for user
involvement.

Then, a content analysis was undertaken with the
NVivo 12 software with the 161 results obtained in
searches two to five, using codes to answer the four
questions. The following paragraphs show the results
of this content analysis.

First of all, we found that, in spite of the keywords
indicating users’ needs, there were very few studies that
presented user involvement in new unmanned vehicle
development and that these were even more limited in
the case of aerial vehicles. For example, Simmons and
Mehmet33 described the preferences of beach and
ocean end-users in shark management strategies,
while Weidinger et al.34 described the needs of fire-
fighters related to the potential use of drones and

de-Miguel-Molina et al. 3



indoor positioning sensors. We also found a few studies

that considered different user segments. For example,

Liu et al.35 described three user segments: pilots, air

traffic controllers and non-pilot-non-air traffic control-

lers in their analysis. Neace et al.36 listed six stakehold-

ers in their development of an unmanned aerial system

for disaster response, including a pilot, a mission spe-

cialist and a safety observer. Hence, these works took

into account both DO and those who did not have a

licence.
Some authors specified that they involved users, and

they also explained how user preferences were

obtained. For example, de-Miguel-Molina et al.37

used focus groups to explore concerns put forward by

DO in relation to safety and security before designing a

new RPAS. They highlighted the importance of involv-

ing operators in drone design in order to improve

safety and security. Papautsky et al.20 used design

thinking, combined with cognitive task analysis, to

explain the design of a ground-control station interface

for an autonomous helicopter. They interviewed

experts to understand the needs and requirements of

a mission. Weidinger et al.34 conducted semi-

structured face-to-face interviews with experts in the

field of emergency response. The main advantage

experts cited about using drones was the information

they offered (visual, presence of contaminants and

location of the fire). They also valued compatibility

with other drones and technologies but saw disadvan-

tages in the complex requirement of having to have a

pilot controlling the drone from the ground. The use of

indoor positioning systems is not connected to drones,

but these offer advantages related to information and

the location of injured firefighters.
Moving on, few works have referred to the stages of

new UAV development. Likewise, even when authors

stated that the involvement of users was central in

every phase of NPD,20 the stage which received the

most attention in studies was user testing of a proto-

type or system to validate it38,39 and testing the pilot

experience while operating the system.35

More recently, literature in the UAV field has been

enriched through the application of the HCI approach

to the drone-interaction experience, i.e. human–drone

interaction (HDI). Although papers in this area are

also scarce,40 they present results from experiments in

which users are central to improvements in UAVs. For

example, Zhu et al.41 used experiments to test a video

stabilization solution with users. Kumar et al.42 ana-

lysed the usability of a system proposed for 3D map-

ping with five participants in a water treatment plant.

These works have focused on the testing stage, in which

users have participated in testing systems that have

already been designed. These studies offer experience

in usability applied to UAV systems, obtaining user

knowledge at the test stage of specific elements of an

UAV system. Introducing HDI in methods such as

design thinking when a new RPAS system is being

developed might help to ensure that the system covers

users’ needs.
Third, very few studies have considered indoor use

of UAVs, which indicates that this is still an unex-

plored market despite its potential. Studies have ana-

lysed developments in CI37 and industrial inspection in

confined environments.43

Literature about UAVs is mainly focused on the

features they have, including the elements in the

camera. Works centring on technological developments

in specific components are highly useful as these could

be incorporated in the technical phases of new RPAS

development. However, few studies have considered

issues related to safety and security issues and other

services which are important to users. We found the

work conducted by Albayram et al.,44 who analysed

Table 1. Searches in the web of science.

Search Results Papers in SCIE and SSCIa

1. Different terms for UAVs: ‘unmanned aerial vehicle’

OR ‘UAV’ OR ‘unmanned aerial system’ OR ‘UAS’

OR ‘remotely piloted air system’ OR ‘RPAS’ OR

‘drone’ OR ‘micro air vehicle’

42,873 20,773

2. (‘user’ AND ‘needs’) combined with search 1 402 152 (1 in the Business category)

3. (‘user centred’ OR ‘user-centred’ OR ‘user centered’

OR ‘user-centered’) combined with search 1

9 3 (0 in the Management

and Business categories)

4. ‘user knowledge’ combined with search 1 0 0

5. ‘human computer interaction’ combined with

search 1

32 9

Total 161

aScience Citation Index Expanded and Social Science Citation Index.
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hypothetical scenarios with different risk levels related
to safety. They found that drone and system operators
were more concerned about scenarios in which deci-
sions might impact on people. According to Tezza
and Andujar,40 safety is set to be a trend in future
works about HDI.

Through the content analysis with NVivo software,
different features of UAVs and elements of the camera
were coded. Then, the codes were organised in Table 2,
which also shows works that incorporate all these
features.

The groups of codes for features and elements found
through the literature review were used to analyse the
information obtained in the case studied in this paper,
which was the development of an indoor UAV for the
CI. Our analysis in the next section also shows the
codes in Table 1 that users considered important in
an indoor UAV.

Method

Data and variables

In this section, we present the method used to obtain
information from users, who detailed the importance
and personal relevance for them of different features in
an indoor drone. The development of the drone was a
joint project carried out by three small-sized firms and
a university, located in three European countries. The
focus group method was selected to obtain information
from users. Following Krueger and Casey,32 the three
focus groups were designed as follows:

a. The aim was to involve users before the drone was
developed. The focus groups intended to explore
participants’ ideas about which features should be
included in an indoor RPAS. The three focus
groups were organised in Belgium, Spain and the
United Kingdom, the countries the project partners
were located in. Planning was based on budget and
timeline.

b. Users involved in the focus groups were selected
based on their relationship to the CI. The main
potential customer segments were identified as
‘artists working in CI and DO working for creative
industries, all of whom needed high quality filming
and photography in aerial indoor environments’.
Each focus group had six or seven members and a
total of 20 people participated. Some of them had
had previous experience with drones (16 out of 20).
Moreover, nine out of the 20 participants were DO
while the others did not a have a licence.

c. The interview guide consisted of 21 questions, some
of which were introductory questions about previous

experience with drones to obtain first impressions
about an indoor RPAS. Then, questions related to

the drone and camera elements and to safety and
security issues were posed. The remaining questions
aimed to identify additional services expected by
users to improve their overall product experience.

d. Qualitative content analysis was used to classify

information about what was important and relevant
for users. Eriksson and Kovalainen76 defined two
types of qualitative content analysis: categorization
and interpretation. In our study, we used categoriza-
tion. According to these authors, categorization is
more objective than interpretation, although it
requires systematic coding to give factual descrip-
tions about the information. Krippendorff77 indicat-
ed that this reduced the volume of information
enabling users to work with something manageable.

However, he offered advice about counting words
and ensuring that the frequencies obtained made
sense of the defined research questions. In the anal-
ysis we conducted, coding helped us to obtain the
elements that were important to potential users of
drones in indoor environments. It also enabled us
to compare the importance to users depending on
their jobs and needs.

It is important to point out that the involvement of
users was constant throughout the project. This includ-
ed usability tests for different elements in the system to
ensure a drone–human interaction approach in the
RPAS development. The analysis presented in this
paper refers to the two first stages in design thinking,
which cover obtaining users’ needs and their synthesis.
The results were then discussed in the stages of ideation
before the prototyping phase.

To facilitate content analysis, the conversations
recorded in the three focus groups were transcribed.
Content analysis was used to structure information
and define variables and was carried out using the
QDA Miner software, defining the codes while reading
the transcriptions line by line. The main lines in the

interviews and the defined codes were grouped into
four variables, as shown in Table 2 in the literature
review section. These variables were features (elements
required for success), camera (elements and move-
ments), SES (safety, ethical and security issues) and
service (additional services). Table 3 shows the codes
included in each variable and the percentage of partic-
ipants who spoke about these codes.

Data analysis

Once the data from the content analysis had been
organised into codes and variables, two analyses were

de-Miguel-Molina et al. 5



Table 2. UAV features and camera elements cited by previous studies.

Features and elements Authors

Camera

Camera stabiliser Perz and Wronowski45

Lens O’Connor et al.46

Hyperspectral camera Jakob et al.47

Multispectral cameras Zhang et al.48,49

Features and capabilities

Image

3D map Mentasti and Pedersini,50

Kumar et al.42 and Tripicchio et al.43

Infrared thermal imager Ming et al.51

Mapping from imagery Roth et al.52

Photogrammetry O’Connor et al.46 and St€ocker et al.53

Orthophoto maps Perz and Wronowski45

LIDAR Prosek and Simova54

Real-time animated map generation Tripolitsiotis et al.55

Off-the-shelf graphical software tools requiring no programming or coding Chabot et al.56

Six-band multispectral sensor Mesas-Carrascosa et al.57

Flight

Autonomous flight Li et al.58

Optimal autonomy Neace et al.36

Avoid obstacles van Hecke et al.59

Perfect collision detection and avoidance capabilities Mahjri et al.60

Three-dimensional object-recognition Reyes et al.61

Support in the flight

Proximity sensors for collision avoidance Tripolitsiotis et al.55

Flight planning tools Roth et al.52

Autopilot flight plan specifications Keller et al.62

Attitude estimation Carrio et al.63

A small embedded computer on board Salami et al.64

User interfaces Hocraffer and Nam65

Computer vision-based hand gesture sensor (drone operated through hand gestures) Zhao et al.66

Batteries

Battery capabilities Chauhan et al.67

Battery management software (BMS) Jung and Jeong68

Charging stations Zhang et al.48,49

Noise

Noise reductions Serre et al.69

Design

Modular platform easily adaptable Tripolitsiotis et al.55

Network

Positioning likelihood in 5G networks Sharma et al.70

Wireless mobile telecommunications module Tripolitsiotis et al.55

Cloud service Salami et al.64

Communication link to the Internet Salami et al.64

Emergency radio beacon specifically designed to locate small UAVs Martinez-Heredia et al.71

Cooperative capabilities for fleet missions Tripolitsiotis et al.55

Safety and security requirements

Safety Grimaccia et al.,72

Neace et al.,36

Plioutsias et al.73

and Albayram et al.44

Security (privacy) Challita et al.74 and Wazid et al.75

Services

User guide for capturing high-quality imagery O’Connor et al.46

Source: authors own from several sources.
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performed. The first analysis included tests to deter-
mine the existence of statistically significant differences
in the following cases:

a. Between the four variables (features, camera, SES
and service) in relation to the type of user (DO or

CI), in order to analyse whether there were differ-
ences in the importance that CI and DO users gave
to the four variables. The Wilcoxon–Mann–Whitney
test was used for this analysis

b. Between the four variables (features, camera, SES and
service) in relation to the three countries (Belgium,

Table 3. Codes for features defined through the content analysis.

Variables and codes Cited by DO (%) Cited by CI (%)

Features 89 82

F1.3D Mapping & photogrammetry 44 36

F2. Able to reach high altitude 0 9

F3. Autonomous flight 22 0

F4. Batteries (capabilities) 44 18

F5. Calibration 22 0

F6. Easy to use 11 9

F7. Flexibility (components) 22 9

F8. Lighting system 0 18

F9. Noise reduction 78 18

F10. Reliability 22 0

F11. Replicate a flight 22 18

F12. Size (small) 22 27

F13. Thermography (with infrared or thermal imaging camera) 0 9

F14. Updated apps 11 0

Camera 100 82

C1. All camera movements (incl. 360�) 56 55

C2. Flexibility of cameras (size) 33 9

C3. FPV camera 33 18

C4. Gimbals 22 9

C5. Image (4 K, quality, components such as lenses) 67 64

C6. Recording 22 0

C7. Smooth motion of camera 11 27

C8. Problem of wind when filming 22 9

SES 100 64

S1. Controllers 11 0

S2. Detecting and avoiding obstacles 56 9

S3. Not flying over people 11 0

S4. Drone hijacking 33 0

S5. Monitor shows distance 11 0

S6. Privacy issues 22 27

S7. Connection problems between drone and remote control 22 0

S8. Propeller guard 22 0

S9. Qualified DO 11 0

S10. Safety (people, goods, RPAS) 33 27

S11. Sensors 56 27

Service 78 73

SV1. Fast delivery 11 0

SV2. Leasing option 11 9

SV3. Online & offline 22 27

SV4. Place to try out the drone 33 18

SV5. Support for users 56 45

SV6. Training 22 36

SV7. Videos (instructions, advice, cases) 33 18

Note. Features (codes F1 to F14), Camera (codes C1 to C8), SES (codes S1 to S11), Service (codes SV1 to SV7).

Bold words and data are for the terms which indicate groups of codes.

Source: authors’ own, after content analysis of focus groups with QDA Miner.
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Spain and the United Kingdom). The aim was to
analyse whether there were differences in the impor-
tance that countries gave to the four variables. The
Kruskal–Wallis test was used for this analysis.

c. Between some specific codes in Table 3 (F1, F4, F9,
C1, C2, C3, C5, S2, S4, S10, S11, SV4, SV5 and SV7)
in relation to the type of user (DO or CI). The aim
was to analyse whether there were differences in the
importance that CI and DO users gave to each code.
The Pearson’s v2 test was used in this analysis.

Stata 16 software was used to test the hypotheses.
The variables and values are explained in Table 4.

The second analysis focused on explaining how
important the SES variable was for users in relation
to their previous experience with drones and to the
other three variables (features, camera and service).
This analysis was undertaken using QCA with fsQCA
software, which included combinations of conditions to
explain the SES concerns expressed by users. A Crisp-
set analysis was used for the study (values 1 and 0 for
conditions and output), involving the conditions shown
in Table 5 and the model defined as follows:

Model: SES (output)¼ f (Experience, Features,
Camera, Service)

Results

This section presents the results obtained. Table 3
shows the descriptive analysis and a comparison with

Table 2. Then, the association tests are shown followed
by the qualitative content analysis.

Descriptive analysis

Figure 1 shows the percentage of users who cited each
code when both types of users were considered (DO
and CI). The figure indicates that more than 40% of
users cited six codes, which were F1 (3D Mapping and
photogrammetry), F9 (Noise reduction), C1 (All
camera movements, incl. 360�), C5 (Image: 4K, quali-
ty, components such as lenses), S11 (Sensors) and SV5
(Support for users). 3D mapping and photogrammetry
using drones is a key activity in the architecture sector
and in heritage sites. Drones have enabled cultural her-
itage monuments to be filmed that were previously dif-
ficult to access as is the case in indoor environments.
The use of drones in the film industry explains the
importance of offering high quality images and the
fact that creative users want the camera to move in
all directions (360�). At the same time, difficulties
arise when filming objects in movement when the
drone is also in movement. This explains why DO con-
sidered the need to include ideas such as ensuring cal-
ibration while artists demanded smooth camera
motion. This difference in what each group demands
indicates disparities in the use of technologies between
users.

In general, there were few differences between the
responses from the two types of users, except for
noise reduction and sensors, which were more

Table 4. Variables used in the tests.

Variables Definition Values

User type Creative industries: CI Drone operator: DO CI: 1 DO: 2

Countries Belgium, United Kingdom, Spain Belgium: 1 UK: 2 Spain: 3

Features The user cited codes F1 to F14 Count of codes cited

Camera The user cited codes C1 to C8 Count of codes cited

SES (Safety, Ethical and Security issues) The user cited codes S1 to S11 Count of codes cited

Service The user cited codes SV1 to SV7 Count of codes cited

Codes F1, F4, F9, C1, C2, C3, C5, S2,

S4, S10, S11, SV4, SV5 and SV7

The user cited the code analysed Yes: 1No: 0

Table 5. Conditions used in QCA.

Variables Definition Values

Output

SES (Safety, Ethical and Security issues) The user cited codes S1 to S11 Yes: 1 No: 0

Conditions

Experience The user had had previous experience with drones Yes: 1 No: 0

Features The user cited codes F1 to F14 Yes: 1 No: 0

Camera The user cited codes C1 to C8 Yes: 1 No: 0

Service The user cited codes SV1 to SV7 Yes: 1 No: 0
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important to DO. They considered noise to be an issue

when filming in indoor environments, especially in the

CI, because it created a trade-off between capturing

images and voices in sectors such as film and journal-

ism. DO also stated that the use of sensors was a nec-

essary safety feature in indoor environments. In the

case of Table 3, the greatest differences between the

two types of users were in the codes F9 (noise reduc-

tion) and S2 (detecting and avoiding obstacles). The

greater importance for DO might be explained by the

fact that many works in creative and cultural industries

are outsourced to DO, who have experience in using

drones in other sectors. Their work for cultural insti-

tutions in heritage conservation might also explain

their greater concerns about the risks when detecting

and avoiding obstacles.
Although literature about NPD has stated the

importance of involving users, when Tables 2 and 3

are compared, we find similarities but also differences.

It can be observed that Table 2 provides technological

information about what areas could be considered

before working with users, which features and capabil-

ities users might not contemplate (such as estimating

altitude) and expressing user needs based on a more

technological approach. Conversely, Table 3 provides

information about features that did not come up in the

literature review, such as the codes F11 (replicate a

flight), C8 (wind generated by the drone), S8 (propeller

guard) and SV6 (training). For example, participants

indicated that wind generated by drones is a problem

when filming as it moves the actors’ hair. Moreover, as

the aim of the new RPAS was to attract artists by

offering them an easy system, they indicated the need
to obtain training as an additional service. Therefore,
we can conclude that firms should consider both sour-
ces of information, i.e. literature and user knowledge,
when they select the features to be included in the
design of a new UAV.

Results for association tests

Three different analyses were undertaken to illustrate
whether user type and country influenced how impor-
tant the variables and codes were for users who partic-
ipated in the focus groups. The results for the tests in
Table 6 indicate that: (a) the type of user (drone oper-
ator) explained the importance of codes related to the
SES variable in indoor environments, (b) the country
did not explain the importance of the four variables to
users and (c) the type of user (drone operator)
explained the importance of noise and capacity
for detecting and avoiding obstacles in indoor
environments.

Concern about SES codes was also found in previ-
ous works.36,71–74 The issue about noise and the need to
reduce it also appeared in work by Serre et al.68

A drone’s ability to detect and avoid obstacles was
also indicated in previous works.54,58–60 However,
none of these studies referred to any differences based
on the type of user.

Results for QCA

The defined model related the presence of SES codes to
previous experience with drones and the presence of
codes to features, camera and service. The analysis of
the necessary conditions (see Table 7) indicated that the
camera was a necessary condition for the presence of
the output (SES codes), as consistency was higher than
0.9. However, the presence of the service was a neces-
sary condition for the absence of the output (SES
codes). Hence, the model used in the sufficient analysis
was the following:

Model: SES¼ f (Experience, Features, Camera)

The sufficient condition results (Table 8) indicate
that the combination of factors in the following solu-
tion was a sufficient condition. This implied that when
participants spoke about SES, they had had previous
experience with drones and spoke about the camera.
The consistency of this solution was higher than 0.85,
and coverage was over 0.80. Consistency refers to the
strength between the solution and the outcome, while
coverage indicates how much of the output is explained
by the solution.77 This solution indicates the impor-
tance of the camera-related codes for both types of
users (DO and CI). It also revealed that users that
had had previous experience with drones were

Figure 1. Percentage of users (total) who cited each code.
Source: authors’ own, after content analysis of focus groups with
QDA Miner.
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Table 6. Test results.

Association tested Test Relation analysed

Result

z p-Value Exact p-value

Statistically

significant

difference

a. Variables and

user type

Wilcoxon–

Mann–Whitney

User and Features –1.757 0.0789 0.0859 No

User and Camera –0.821 0.4115 0.4283 No

User and SES –2.672 0.0075 0.0061 Yes

User and Service –0.195 0.8455 0.8623 No

v2 (d.f.) p-value p-value

with ties

Statistically

significant

difference

b. Variables and

countries

Kruskal–Wallis Country and Features 0.606 (2) 0.7385 0.7260 No

Country and Camera 0.982 (2) 0.6121 0.5944 No

Country and SES 4.846 (2) 0.0887 0.0748 No

Country and Service 3.229 (2) 0.1990 0.1826 No

Two-sided

Fisher exact

p-value

One-sided

Fisher exact

p-value

Statistically

significant

difference

c. Codes and type

of user

Pearson v2 User and code F1 1.000 0.535 No

User and code F4 0.336 0.217 No

User and code F9 0.022 0.012 Yes

User and code C1 1.000 0.658 No

User and code C2 0.285 0.217 No

User and code C3 0.617 0.396 No

User and code C5 1.000 0.630 No

User and code S2 0.050 0.038 Yes

User and code S4 0.074 0.074 No

User and code S10 1.000 0.574 No

User and code S11 0.362 0.205 No

User and code SV4 0.617 0.396 No

User and code SV5 1.000 0.500 No

User and code SV7 0.617 0.396 No

Source: own source using Stata 16.

Table 7. Analysis of necessary conditions.

Condition Consistency Coverage Condition Consistency Coverage

Output: SES

Experience 0.812500 0.812500 �Experience 0.187500 0.750000

Features 0.875000 0.823529 �Features 0.125000 0.666667

Camera 0.937500 0.833333 �Camera 0.062500 0.500000

Service 0.687500 0.733333 �Service 0.312500 1.000000

Output: �SES

Experience 0.750000 0.187500 �Experience 0.250000 0.250000

Features 0.750000 0.176471 �Features 0.250000 0.333333

Camera 0.750000 0.166667 �Camera 0.250000 0.500000

Service 1.000000 0.266667 �Service 0.000000 0.000000

Source: authors’ own using fsQCA software after content analysis.
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concerned about safety and security issues related to

operating drones in an indoor environment.
Solution: Experience * Camera ! SES

Conclusions

This paper has presented the steps performed to obtain

information from literature and users about which fea-

tures should be included in the development of a new

indoor UAV for the CI.
The literature review was the basis to understand

what involving users in the development of the RPAS

implies, considering the advantages stated in previous

works on NPD. Through the literature review, it has

been ascertained that there are promising opportunities

for new products if users are involved and their needs

are considered before developing an RPAS.9

Moreover, it has been established that if users are

involved, both information and solutions can be

obtained from them.3 The literature review also helps

to identify types of users that could be involved, which

could include those with previous experience of the

product to be developed.4,10 The literature review also

brings together ideas from different fields such as busi-

ness, management and drone–human interaction

which, when combined, facilitate an interdisciplinary

approach in the design of a new RPAS.

Our research has revealed that there are few studies

explaining users’ needs in products such as RPAS, and,

therefore, this paper covers this gap, detailing user

needs for an indoor RPAS. The literature review

enabled us to obtain the technological features and

components that give support to the results obtained

after analysing users’ needs through qualitative meth-

ods such as focus groups. Our analysis has shown that

the literature review also revealed features which were

not expressed by users in the focus groups. In the same

way, users put forward ideas that were not found in the

literature review. Our results present examples for both

cases.
In this work, we have presented the information

obtained from focus groups carried out in three

European countries, involving artists working in CI

and DO working for creative industries. The informa-

tion obtained from the content analysis was used to

apply nonparametric tests and QCA. Two conclusions

were obtained from these analyses. The first was that

there are few differences in what is important to

the two types of users featured in the study.

Moreover, there were no differences between countries.

When differences did exist between the two types of

users, these centred on noise reduction and on

detecting and avoiding obstacles (SES). Therefore, con-

sidering both customer segments was important when

Table 8. Sufficient conditions.

Condition

SES¼ f (Experience, Features, Camera)

Solution

Experience

Features

Camera

Cases ES1 (1,0), BE2 (1,1), UK2 (1,1), ES2 (1,1), ES3 (1,1), ES6 (1,0),

BE1 (1,1), UK1 (1,1), UK3 (1,1), BE4 (1,1), UK4 (1,1),

ES4 (1,1), UK5 (1,1), BE6 (1,1), BE7 (1,1)

Consistency 0.866667

Raw coverage 0.8125

Unique coverage 0.8125

Consistency cut-off 0.846154

Solution consistency 0.866667

Solution coverage 0.8125

Frequency cut-off 2

Core causal condition present Core causal condition absent

Complementary causal condition present Complementary causal condition absent

Source: authors’ own using fsQCA software after content analysis.
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drawing up the composition of the focus groups. This

was in line with the literature review which revealed

that the few studies, which had involved users in new

UAV development, also considered different stake-

holders.35–37

The second conclusion, obtained from the QCA

analysis, was that when participants were concerned

about safety and security, talking about the camera

was a necessary condition. It was also a sufficient con-

dition in combination with having had previous expe-

rience in working with drones. This result coincides

with previous studies on other product developments

and confirms that firms should work with users who

have had previous experience with the product.4,10

The results presented in this paper may be of interest

to firms and entrepreneurs involved in the drone

market as they might give them ideas about how to

obtain information from users and how to analyse

results. Future research could extend the qualitative

analyses to include more users and thus obtain addi-

tional information which could help to better under-

stand how they use drones.
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