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Abstract: The rapid propagation of weeds is a major issue for turfgrass management (both 14 
ornamental and sports turf). While pesticides can ensure weed eradication, they pose a risk to 15 
human health and the environment. In this context, the early detection of weeds can allow a 16 
dramatic reduction in the amount of pesticide required. Here we present the use of edge detection 17 
techniques to identify the presence of these invasive plants in ornamental lawns and sports turf. 18 
Regarding the former, images from small experimental plots in the facilities of IMIDRA were used 19 
while images for the latter were taken on a golf course. Up to 12 different filters for edge detection 20 
were tested on the images collected. Aggregation techniques, with a range of cell values, were 21 
applied to the results of the three most effective filters (sharpening (I), sharpening (II), and 22 
Laplacian) to minimise the number of false positives. After the tests with different cell sizes, two 23 
filters were selected for more in-depth analysis. Box plots were selected to define the best cell size 24 
and identify the filter with the best performance. The sharpening (I) filter and the aggregation 25 
technique with the minimum value and a cell size of 10 offered the best results. Finally, we 26 
determined the most appropriate threshold value on the basis of the number of false positives, false 27 
negatives, and derived indexes (Precision, Recall, and F1-Score). A threshold of 78 gave the best 28 
performance. The results achieved with this methodology differed slightly between ornamental 29 
and sports turf.  30 

Keywords: image processing, filters, golf course, ornamental turf, aggregation technique, 31 
sharpening filter 32 

 33 

1. Introduction 34 
Weed propagation is a major problem for golf course and ornamental turf management. These 35 

invasive plants compete with the turfgrass for sunlight, soil nutrients, water and space [1, 2]. Also, 36 
weeds can be unsightly and may affect the quality of play on golf courses [3]. Indeed, in one study,  37 
50% of the golf players reported that they might stop using a golf course if there were too many 38 
weeds on the fairways [4]. Moreover, other authors have described that the invasion of weeds in 39 
parks and common green areas could reduce the usability of public spaces [5]. Also, the same study 40 
reported that weeds can cause seasonal erosion due to their inability to maintain a continuous 41 
surface, as it is the case with adapted turfgrass species. 42 

Therefore, in this context, the elimination and control of weeds is essential. However, this task 43 
is difficult because weeds show faster growth than turfgrass species. Moreover, if not detected early 44 
and eradicated, weeds can spread rapidly, invading all turfgrass surfaces. Herbicides are widely 45 
used for weed control as they are easy to use and fast-acting. However, the use of significant 46 
amounts of herbicide causes environmental pollution and increases the cost of weed control [6, 7]. 47 
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Furthermore, given that the citizenry comes into direct contact with both urban and sports turfgrass 48 
leisure areas, the use of chemical herbicides is discouraged. In this regard, alternatives to chemical 49 
products for weed control and removal are called for. Indeed, a weed control method that allows a 50 
reduction in the use of herbicides or a non-chemical method is preferred [7].  51 

Technological advances seeking to ensure crop sustainability and environmental protection 52 
have brought about a decrease in the use of chemical herbicides. In this context, considerable 53 
research effort is being channelled into systems that allow a further reduction of herbicide use, 54 
thereby decreasing water contamination and the damaging effects caused by these chemicals on the 55 
environment [8, 9]. Remote sensing techniques and sensors have emerged as effective approaches 56 
for the early detection and precise identification of weed species. In this regard, digital imagery can 57 
capture images of a grass surface and process them to identify distinct compositions. In the context 58 
of weeds, this technique analyses the images in two stages, first by the segmentation of vegetation 59 
against the background (soil and harvest remnants) and second by the detection of the vegetation 60 
pixels that represent these invasive plants [10]. Moreover, the segmentation of vegetation usually 61 
assumes that all pixels corresponding to vegetation can be easily extracted by a combination of the 62 
colour planes on the RGB (red, green, blue) bands [8, 11].  In some cases, a combination of pixel 63 
values in each of the bands can be used [12], while in others the method selected was the boundary 64 
detection tool [13, 10].  65 

After identification of vegetation pixels, weed detection by processing methods is usually 66 
achieved by merging information on the differences in colour, form, texture, position and size and 67 
spectrum of weeds and crop [10]. Moreover, a study in a corn crop described a computer vision 68 
system that can be used with videos [10]. Those authors checked the effectiveness of their system 69 
under different light conditions and informed that it detects 95% of weeds and 80% of crops. 70 
Another image processing methodology for weed detection used colour to differentiate between soil 71 
and grass [14]. The resulting image was then converted to a grayscale image to apply an edge 72 
detection technique. Afterwards, the image derived from edge detection was divided into 25 blocks, 73 
and the analysis of each block determined whether it contained narrow leaves of weeds, broad 74 
leaves of weeds, or crops. Furthermore, the use of ultra-high resolution aerial images to detect 75 
intra-row and inter-row weeds has been described [15]. In that study, the authors used 76 
semi-automatic object-based image analysis with randomly chosen forests. Also, they used the 77 
aforementioned techniques to classify soil, weeds, and crops. They applied this approach to corn 78 
crop fields and reported that it gave excellent results, but that it required powerful software to 79 
perform target recognition. Several studies have applied simple image processing techniques to 80 
turfgrass [16, 17, and 13]. Image processing was used to detect turf cover on lawns [16, 17]. In those 81 
studies, they worked with the histograms of the grass images to determine the weight of the grass 82 
and the level of coverage (high, low, very low). Subsequently, they showed the use of a new form of 83 
weed detection based on photographs taken from drones. In this case, a combination of the pixel 84 
values in the RGB bands was used to distinguish different types of cover (soil, grass and weed), and 85 
their results offered different formulas depending on the needs, with different percentages of false 86 
positives and false negatives [13]. 87 

Here we present the use of digital images and processing as a low-cost and straightforward 88 
technique for the early detection of weeds in turfgrass , thereby allowing early measures to be 89 
adopted to prevent their rapid propagation in all turfgrass surfaces and thus facilitating real-time 90 
control and treatment. This paper proposes an optimal combination of edge detection and 91 
post-processing techniques to identify, with a threshold value, weed and turfgrass presence. A series 92 
of pictures were used to test the suitability of the proposed methodology and to select the most 93 
effective filter for edge detection. Various grass species, including Agropyron cristatum, Cynodon 94 
dactylon, Lolium hybridum, Poa annua, Agrostis stolonifera, Festuca arundinacea, and Agrostis stolonifera, 95 
were photographed in two locations. In all cases, the turfgrass was composed of two grass species. 96 
Although Poa annua can be considered a weed, in this paper we focused on the detection of 97 
dicotyledonous species. First, we tested up to 12 different filters for edge detection and compared 98 
their performance. Of these filters, we selected the three with the most promising results. Next, we 99 
evaluated various post-processing options, including different cell sizes for aggregation techniques 100 



 

and distinct mathematical operators. Finally, we used new images to test the best threshold value 101 
using different indexes that take into account false positives and false negatives.  102 

 103 

2. Materials and Methods  104 

2.1. Selected location 105 
To test our proposal, we selected two locations with lawns with a uniform appearance and 106 

holding different grass combinations. Also, the selected locations had tall and short grass coverage, 107 
thereby covering distinct field scenarios. 108 

The first location was "El Encín", the experimental area of the IMIDRA laboratories. This area 109 
holds experimental plots, each measuring 1.5 m2, used to evaluate the performance of different grass 110 
combinations under water stress conditions. However, the grass coverage is low in some of the plots 111 
due to reduced irrigation. These plots were used to test the different methodologies for edge 112 
detection. We used pictures of areas with high and low grass coverage and with and without weed 113 
presence.  114 

Furthermore, we sought to evaluate the performance of the proposed method in a real scenario. 115 
In this regard, we selected a second location, "Encín Golf", a golf course located 1 km away from the 116 
experimental plots. The golf course has several differentiated areas, including different grass species, 117 
different mowing patterns, and a low presence of weeds. However, weeds have appeared in some 118 
areas of the golf course. We took pictures of these areas, which include teeing areas, greens, and the 119 
fairway, among others. The location of the two sites is shown in Figure 1.  120 

 121 
Figure 1 Location of the two areas used to obtain the pictures used in this study. 122 

2.2. Species included 123 
We included different species of turfgrass and weeds. For the former, we took pictures of 124 

ornamental and sports turfgrass. Among the ornamental turfgrass, C3 and C4 species were analysed 125 
to develop a methodology that is not affected by the predominant species in the turfgrass. In the 126 
sports turfgrass, C3 grass species were examined. Table 1 provides details of the pictures used, 127 
details of grass and weed species, as well as location.  128 

2.3. Equipment used to take the pictures 129 
We used two types of camera to ensure that the application of the methodology regardless of the 130 

origin of the images in terms of camera.  131 
To collect the pictures at the experimental plots of IMIDRA, a Sony DSC-W120 digital camera was 132 

used. This camera has a Super HAD CCD sensor. The pictures obtained had a resolution of 7.2 133 
megapixels (MP). More details of this camera can be found in Table 2. For pictures of the golf course, 134 
we used a Canon EOS 77D digital single-lens reflex camera. This device has a CMOS sensor of 22.3 x 135 

Golf course

Experimental plots



 

14.9 mm that gives a picture of 24.20 effective MP. The features of this camera are shown in Table 1. 136 
The distance between the camera and the grass was also another variable. While in the experimental 137 
plots all the pictures were taken from a height of 1.5 m, the height varied from 1 to 1.5 m for pictures of 138 
the golf course. These heights were chosen to ensure the capture of the entire experimental plot in a 139 
single picture while maintaining a high resolution. In addition, 1.5 m is the height at which other 140 
pictures used in previous papers were gathered [13].  141 

Table 1. Detaills of species included 142 
Id Grass Species Weed Species Type Location 
(0) Agropyron cristatum  

Cynodon dactylon 
Malva sylvestris  
Diplotaxis erucoides 

Ornamental Experimental 
plot 

A Lolium hybridum  
Poa annua 

Diplotaxis erucoides Sports Fairway 

B Agrostis stolonifera  
Poa annua 

Centaurea sp. Sports Green area 

C Agrostis stolonifera  
Poa annua 

Centaurea sp. Sports Green area 

D Lolium hybridum  
Festuca arundinacea 

Malva sylvestris 
Taraxacum officinale 
Centaurea sp. 

Ornamental Outrough area 

E Agrostis stolonifera  
Poa annua 

Daucus carota Sports Green area 

Table 2. Characteristics of cameras used. 143 

Characteristics Camera used at IMIDRA Camera used at golf course 
Commercial name Sony DSC-W120 [14] Canon EOS 77D [15] 
Size of the picture 2048x1536 pixels 6000 × 4000 pixels 

Horizontal and vertical resolution  72 ppp 72 ppp 
Bit Depth 24 24 

F point f/7.1 f/7.1 
Focal distance 5 mm 18 mm 
Exposure time 1/400 s 1/250 s 
ISO Velocity ISO - 125 ISO - 100 

 144 

2.4 Methodology 145 

2.3.1. Pre-processing 146 
Pre-processing steps involved the reduction of picture-size and the extraction of grass images. 147 

The former was carried out only for the evaluation of the method and was not used in true field 148 
conditions. The reduction of picture size allowed for easier evaluation of the results and reduced the 149 
number of processed data. Moreover, it allowed us to remove parts of the pictures showing other 150 
surfaces, such as tarpaulins. Therefore, not all pictures were the same size.  151 

The second step, namely the extraction of grass images, was performed when the method was 152 
implemented in true field conditions, at the golf course. The aim of this step was again to reduce the 153 
amount of processed data. We used an equation described in [13], which allowed extraction of only 154 
the green grass from the picture by combining the picture bands. Each picture was divided into three 155 
bands, also known as RGB bands.  156 

2.3.2. Edge detection 157 



 

The green grass data isolated in the photos from the pre-processing stage was used with the 158 
edge detection methods to determine the presence or absence of weeds. It is important to note that 159 
this method works with the single bands of the RGB pictures.  160 

Edge detection aims to determine the areas (pixels) that can be defined as an edge. According to 161 
the operational principle of this technique, an edge is a pixel that has a different value to that of its 162 
neighbours in the selected band of the RGB picture. In our case, the edge represents the limits of each 163 
leaf. The higher the difference, the greater the edge, thereby indicating a significant difference 164 
between the object (a leaf in our case) and the nearby object. Several filters are used to determine 165 
where the edges are placed. The filters use a matrix to calculate the new value of the pixel, which is 166 
integrated with that of neighbour pixels. With the calculated data, a new image is created. In this 167 
new image, the areas that do not represent a change—and are therefore not edges—have low values 168 
(close to 0). 169 

In contrast, the areas considered edges have higher values. The exact value depends on the filter 170 
selected. Given that not all filters can detect all the edges of a picture, we sought to determine the 171 
best performing filter for the detection of weeds. To this end, we hypothesised that the areas of the 172 
picture that represent grass have a high variation, which would be considered as edged in the new 173 
image. Meanwhile, the areas of the picture representing weeds would have a higher uniformity 174 
because weeds have taller leaves compared to grass and they would be represented by low values in 175 
the resulting image. 176 

Different kinds of filters can be used to build the matrix. Most filters included in the matrix use 177 
the value of the pixel (PI) and that of its eight closest neighbours (N1, N2, ... , N8) to calculate the 178 
value assigned to the PI in the new image. Thus, most of the matrices used are 3x3. 179 

Regarding filters, they can be divided into different groups: (i) edge detection filters (these were 180 
used to determine the areas corresponding to weeds); (ii) sharpening filter (these were used for 181 
weed detection); and (iii) smoothing filters (these were used in the post-processing). 182 

First, with respect to edge detection filters, we focused on those most commonly used: gradient, 183 
line detection, Laplacian, and Sobel.  184 

When the goal is to detect changes (edges) in increments of 45º, gradient filters are the most 185 
useful. In this regard, there are different matrices for different gradient filters. We used the North, 186 
East, South, and West Gradient filters, shown in Figure 2. It is important to note that each filter 187 
detects the edges in a specific direction. The gradient filters have been widely used to detect edges in 188 
remote sensing for urban areas. However, their use for the detection of uneven edges is not 189 
recommended, since the edges do not follow regular vertices or vectors.  190 

 191 

 192 
Figure 2. Gradient filters used in our study. 193 

We used four variants of line detection filters (Figure 3). The variants differ depending on the 194 
direction of the edges that the filter highlights. Hence, the vertical line and horizontal line are the 195 
simplest filters and the left diagonal line and right diagonal line are more complex ones. Line 196 
detection filters are similar to gradient filters, in that each one is useful for detecting changes in a 197 
specific direction.  198 
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Figure 3. Line detection filters used in our study. 201 

Regarding Laplacian filters, we used the simplest variant, which uses an operator comprising a 202 
3x3 matrix (Figure 4). The main difference between this filter and the previous ones is that it offers 203 
the possibility to detect edges regardless of the direction or the gradient of the change.  204 

 205 

 206 
Figure 4. The Laplacian filter used in our study. 207 

Finally, regarding the Sobel filters, they are already covered by the gradient filters as some 208 
matrices are shared. To ease the nomenclature, we refer to the vertical Sobel as west gradient filter 209 
and the horizontal Sobel as north gradient filter.  210 

Of note, all the filters can be applied individually to determine the edges of a picture. However, 211 
some filters can be used jointly to enhance edge detection. This option is particularly relevant in the 212 
case of the line detection filters and gradient filters. In this regard, we combined the two types to 213 
improve the detection of edges in different gradients and directions, thereby overcoming the main 214 
limitations of each filter. In this regard, each filter was applied individually, and the resulting image 215 
of each one was combined by simply adding the value of each pixel in each of the resulting images. 216 
This approach generated a new image that represented a combination of different filters.  217 

Regarding the smoothing and sharpening filters, these were used in the post-processing stage. 218 
Like the other types of filter, there are many variants. We used two variants that use as operator a 219 
3x3 matrix and one that uses a 5x5 matrix (Figure 5). These high-pass filters accentuate the 220 
comparative difference between the PI and its neighbours, as was done by the aforementioned 221 
filters.  222 

 223 
Figure 5. Sharpening filters used in our study. 224 

2.3.3. Post-processing 225 
To ensure that the areas classified as weed truly corresponded to weed leaves and not to other 226 

surfaces, we used an aggregation technique to reduce the number of false positives.  227 
Aggregation techniques allow the value of a single pixel to be combined with that of its 228 

neighbours. Also, they increase the size of the pixel. The new pixel has a value and a size that is 229 
calculated according to the selected tool. When defining the tool to be used, the size of the resulting 230 
pixels, as well as the mathematical operator used to calculate the value of these new pixels must be 231 
selected. A mathematical operator such as maximum, minimum, mean, median, or even the 232 
summation of the pixels can be used. The size of the new pixels will affect the number of neighbours 233 
to be combined. The bigger the cell or size of the new pixel, the higher the number of pixels that will 234 
be combined in the mathematical operator.  235 

The operator selected will depend on the purpose. As our intention was to detect the areas 236 
where a group of pixels presented a low value, those mathematical operators that maximise the 237 
higher values to avoid false positives were required. Therefore, we chose the maximum and the 238 
summation as mathematical operators. Regarding cell size, we considered the following values: 3, 5, 239 
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and 10. Figure 6 provides an example of the operation principle of this aggregation technique in the 240 
case of a cell size of 3. In this figure, we include a portion of the picture of 9x9 pixels, as a detailed 241 
example, and a more significant portion of one of the pictures used in this study (Picture A), and the 242 
results of applying the aggregation technique of summation and maximum operators.  243 

Once the aggregation technique had been applied, we grouped the pixels of the resulting image 244 
into two categories: weed (or positive detection) and grass (or negative detection). Various 245 
approaches can be used to classify pixels. In previous work, we reported the benefits of statistical 246 
parameters to create classes when the lighting conditions change. Other options include the use of 247 
natural breaks, also known as Jenks, or a threshold value based on the preliminary results.  248 

The block diagram shown in Figure 7 shows the steps of our methodology, from the attainment 249 
of the bands to the classification.  250 
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Figure 6. Differences between aggregation techniques with fixed cell size and two mathematical operators. 251 

 252 
Figure 7. Representation of the different steps.  253 

3.1. Comparison of filters 254 
We first selected two of the pictures to evaluate the performance of the selected filters. The 255 

pictures were of areas with weed presence, and each one was taken in different light conditions 256 
(different day and hour). Furthermore, the first picture, taken at the experimental plots, presented 257 
several areas with low coverage or no grass coverage. In contrast, the second picture, taken at the 258 
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golf course, presented very high grass coverage. Thus, the comparison of filters offered us results in 259 
different scenarios and ensures that our method can be applied regardless of grass coverage. 260 

To check the performance of filters, we examined their capacity to differentiate leaf edges. The 261 
raw data (the RGB composition) and the equation to extract the grass were used in conjunction with 262 
the filters. Figures 8 and 9 show the results of the filters for the two pictures. The red circles indicate 263 
the exact location of the weeds. The figures contains the entire picture used as the RGB composition, 264 
the RGB composition without the soil, the Red Band without soil, and the results of the application 265 
of filters. The RGB composition reveals the weed and the grass. We include a zoom of the first three 266 
images (RGB compositions and the red band) to allow better visualisation.  267 

 268 

 269 
Figure 8. Results of the application of the filters in images taken in the research facilities.  270 
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 271 

272 
 Figure 9. Results of the application of the filters in images taken at the golf course  273 

The results indicate that the gradient filters are not useful for weed detection since they 274 
discerned changes in only one direction. The same results were found when using the line detection 275 
filters. The Laplacian filter appeared to give better results since the areas that represented the broad 276 
leaves of weed species were characterised by low values. In contrast, the results of the sharpening 277 
filters proved that capacity to detect weed, but not in an expected way. The pixels that represented 278 
weed leaves had higher values than the rest. We hypothesised that, after the application of filters, the 279 
areas with profound changes (the broadleaves of weed species) would have low values, and that an 280 
aggregation technique such as summation or maximum would allow us to identify those leaves. 281 
Therefore, to use the outputs of the sharpening filters, another aggregation technique was required. 282 

Having confirmed that the Laplacian and the sharpening filters gave excellent results in the 283 
pictures taken, we examined their effectiveness in pictures of different areas of the golf course, 284 
including fairway, green and outrough. The purpose of this step was to ensure that the filters could 285 
be used regardless of the intrinsic characteristics of each area. Of note, the grass characteristics of 286 
each of these areas, including the species and grass height, differed, as did the presence of weed 287 
species (due to distinct maintenance practices). Figure 10 presents the results of the filters that offer 288 
the best chances of detection in Figures 8 and 9 in Pictures A) to D). Figure 10 includes four images of 289 
weeds detected in the golf course: image A) corresponds to the fairway, B) and C) to green areas and 290 
D) to the outrough. As in the previous figures, the soil and dead leaves were extracted from the 291 
picture, and only the green leaves are shown. In addition, the weeds are indicated with a red circle. 292 
The results of the Laplacian filters show that the areas representing weed leaves have a lighter 293 
colour. In contrast in the sharpening filters, the weed leaves are indicated in a darker colour. Despite 294 
excellent performance of these two types of filter in detecting weeds, several grass leaves were 295 
marked with colours similar to those corresponding to weeds. Therefore, as expected, we had to 296 
apply a post-processing aggregation method to downplay the number of false positives.  297 

 298 
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 300 
Figure 10. Results of the selected filters in four images representing different areas of the golf course 301 
(A) fairway, B) and C) greens and D) outrough). 302 

3.2. Evaluation of aggregation techniques 303 
In this subsection, we identify the threshold value that can be considered as positive detection 304 

and define the correct parameters for the aggregation technique. The aggregation technique used for 305 
the Laplacian and sharpening filters differed. For the former, we used the maximum value and for 306 
the latter the minimum value.  307 

Of note, the use of the Laplacian filter with an aggregation technique has been found to be 308 
useful for identifying weed plants [18]. In that study, the authors proposed a threshold of 18 as a 309 
suitable limit with proper illumination. Since our pictures were taken in similar environmental 310 
conditions, we applied this threshold and evaluated its suitability. However, given the lack of 311 
information regarding a threshold for the two sharpening filters, we assessed convenient threshold 312 
values for the three selected filters. To this end, we divided each picture into 12 subpictures and 313 
obtained the statistical information of the pixels in each one. Next, we used the data obtained, 314 
including the minimum, maximum, and mean value, to define the threshold for each filter. With 315 
regards to the aggregation technique, we considered the maximum value for the Laplacian filter and 316 
the minimum value for the two sharpening filters. These mathematical operators were selected to 317 
reduce the number of false positives by smoothing the data.  318 

First, Picture C was used to compare was used to compare the performance of the three filters, 319 
without taking into account any threshold value. The data of each of the 12 subpictures is shown in 320 
Figure 11, which indicates the maximum (Max) value of the pixel in each one subpictures for the 321 
sharpening (I) and (II) filters and the minimum value for the Laplacian filter. The weed plant is 322 
shown in subpicture 8. We first sought to determine whether the filters could identify this weed. To 323 
this end, we compared the value (Max or Min) obtained with each filter in subpicture 8 with the 324 
other subpictures. When the cell size was equal to 3, the values provided by the filters were similar 325 
for each subpicture. We therefore concluded that this cell size was not useful. For a cell size of 5, the 326 
results of the sharpening (I) filter continued to be similar; however, the higher maximum pixel value, 327 
were found for subpictures 5, 8 10 and 11. 328 

In contrast, when the sharpening (II) filter was used, the maximum pixel values were found in 329 
subpictures 4, 8, 10 and 11. In the case of the Laplacian filter, the only subpicture that gave a result 330 
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other than 0 was subpicture 5. Finally, for a cell size of 10, the sharpening (I) filter gave the highest 331 
pixel values in subpicture 8, with a maximum value of 159, followed by the subpicture 10, with a 332 
maximum value of 110. These results indicate that this combination of filter and aggregation 333 
technique is a promising option for weed identification. However, the results from the sharpening 334 
(II) filter indicates that this approach is not optimal for weed detection since the maximum value 335 
was not found in subpicture 8. Also, the results of the Laplacian filter with a cell size of 10 often gave 336 
a similar result to subpictures 3 and 8. The minimum pixel value for those subpictures was 21. This 337 
value, which can be used as a potential threshold, is higher than the threshold reported in previous 338 
papers [18].  339 

340 
Figure 11. Maximum and minimum pixel value in each subpicture of Picture B combining different 341 
filters and cell size for the aggregation technique.  342 

After considering the results presented in Figure 12, the sharpening (II) filter was omitted from 343 
further study. Moreover, since the results of a cell size of 3 gave similar results in all the subpictures 344 
(especially for the Laplacian filter), we focused on cell sizes of 5 and 10. On the basis of the data 345 
analysis presented in Figure 12, we provide a summary of the results of filters and cell sizes of 346 
subpictures of pictures A), B) and C) in Figure 13. We divided the subpictures into two groups, those 347 
that show the presence of weeds (WP) and those that do not (NWP). We then combined the results of 348 
pictures A) to C) according to the filter and cell size to generate a box plot for each combination of 349 
filter and cell size. Box plots are used to summarise a set of data, showing the mean, median, 350 
maximum, minimum, and outlier values. For the first plot, sharpening (I) filter and a cell size of 10, 351 
we can see that both sets of data have different maximum pixel values, thus allowing the use of this 352 
combination of filter and cell size to differentiate weeds.  353 

However, for all the other combinations, the data from the WP and NWP subpictures showed 354 
very high similarity, thus preventing their use for weed identification. Indeed, the use of these data 355 
would give a high number of false positives, since pixels that do not correspond to weeds would 356 
have the same value as those that do. Finally, we determined the threshold to be used for weed 357 
identification. Considering the box plot, we determined that the threshold should be between the 358 
maximum value of NWP and the minimum value of WP (without considering outliers), namely 78 359 
and 92, respectively. 360 
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3.3. Verification of the method and selection of the best threshold value 362 
To test the weed detection performance of the method with a different threshold, we selected 363 

three thresholds, 78, 85 and 92, and applied them to two pictures from the golf course, one with high 364 
weed density (Picture D) and one with low weed density (Picture E). The pictures used are provided 365 
in Figure 12. Performance was evaluated using the following indicators: Precision (1), Recall or 366 
Sensitivity (2), and F1 Score (3). The parameters evaluated in these indicators were False Positives 367 
(FP), False Negatives (FN), and True Positives (TP). 368 

Sharpening (I); Cell size = 10 Sharpening (I); Cell size = 5 

  
Type of Subpicture Type of Subpicture 

 

Laplacian; Cell size = 10 Laplacian; Cell size = 5 

  

Type of Subpicture Type of Subpicture 

 

Figure 12. Box plot for each combination of filter and cell size for pictures A) to C).  369 
 370 

We considered as FP all pixels with a value higher than the threshold which do not represent a 371 
weed leaves. The TP is the number of weeds with one or more pixels with a value above the 372 
threshold. Finally, FN refers to the plants that have no pixel with a value higher than the threshold.  373 

The results of the validation test are summarised in Figure 14, Table 3 and Table 4. Figure 14 374 
shows the results, focusing on Picture D) since the results are more evident in this picture. Figure 13 375 
provides the classification of pixels considered as weeds in red in the "General results with threshold 376 
= 92". 377 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  𝑇𝑇𝑃𝑃 (𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃)⁄ , (1) 

𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑇𝑇𝑃𝑃 (𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹⁄ ), (2) 

𝐹𝐹1 𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 2 × (𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 × 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃) (𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 + 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃)⁄ , (3) 



 

 378 
Figure 13. Pictures for the verification process, including the golf course and IMIDRA images with 379 
different weed densities.  380 
 381 

Three sections of the picture were then enlarged to facilitate the identification of red pixels. We 382 
include for each one of these sections the original picture, and the results with threshold = 92 and 383 
with threshold = 72. We selected the most different thresholds in the pictures to maximise the 384 
differences. As in Figure 10, the black areas represent the soil, and those areas were not analysed 385 
since they were extracted from the picture in the pre-processing stage. 386 

In Table 3, we outline the number of TP, FP, and FN for Pictures D) to E) considering the three 387 
proposed threshold values. The techniques developed, which are a combination of two image 388 
processing techniques, detected 24 out of 28 weeds in the image with high weed density and 6 out of 389 
7 when the lowest threshold value was used. As the threshold value increased, the number of FN 390 
increased as the number of FP fell. To determine the best threshold, we selected the one with highest 391 
F1 Score in Table 4. The results indicate that the lowest threshold showed the highest F1 Score. 392 
Although the precision of the technique rose as the selected threshold increased, the Recall 393 
decreased dramatically.  394 

Golf Course Low Weed Presence Picture E)Golf Course High Weed Presence Picture D)



 

 395 
Figure 14. Summary of identification of weed plants (in red) for Picture D).  396 

 397 

Table 3. Results of verification test in terms of FP, FN and TP. 398 
 Threshold = 78 Threshold = 85 Threshold = 92 

 TP FP FN TP TP FN TP FP FN 
Picture D) 24 6 4 19 4 9 16 3 12 
Picture E) 6 3 1 5 2 2 3 1 4 

Table 4. Value of Precision (Pre), Recall (Rec) and F1 Score (F1) for the different thresholds. 399 
 Threshold = 78 Threshold = 85 Threshold = 92 

 Pre Rec F1 Pre Rec F1 Pre Rec F1 
Picture D) 80% 86% 83% 83% 68% 75% 84% 57% 68% 
Picture E) 67% 86% 75% 71% 71% 71% 75% 43% 55% 

 400 
 401 

4. Discussion  402 



 

4.1. Comparison of the proposed method with existing weed detection systems 403 
The most significant advantage of the proposed method compared to existing techniques is that 404 

it can be used to detect weed species in grass. Most approaches currently used to detect weeds are 405 
applicable only to lineal crops and are not suitable for crops with uniform coverage. Several studies 406 
[18-20] have proposed the use of object detection techniques for weed detection, taking advantage of 407 
crop rows. The vegetation detected in the row was deemed the crop and that out of line was 408 
considered a weed. The high accuracy of these methods has led to their use for weed detection in 409 
lineal crops. The method proposed in [19] effectively identified weed presence in the inter-row areas 410 
of corn crops. Like the method put forward in the present paper, in [19, 20] the authors used a soil 411 
background segmentation by combining RGB bands. The average false detection rate was 4.36. In 412 
[19], the authors sought to distinguish weeds between corn rows by means of fuzzy logic and used 413 
the greenness of the pixels as the parameter to be evaluated. A series of algorithms were developed 414 
in [20] to identify weed plants in corn crops to adjust local positioning. However, the 415 
aforementioned methods are not suitable for our case study of grass since it does not follow a linear 416 
pattern.  417 

Some studies have used artificial intelligence to detect weeds [22-25]. In this regard, the 418 
intensity of each pixel on the greyscale has been used as input for an artificial neural network (ANN) 419 
[22]. The crop in that study was corn, and different weeds were analysed, including monocotyledons 420 
and dicotyledons. This approach gave a weed detection success rate of 80%, and 62% for the 421 
different weed species. A similar study also used an ANN to distinguish between corn and weeds 422 
[23], in that case reporting 80-100% detection of corn and 60-80% detection of weeds. 423 

In another study, computer vision was used to differentiate between sugar beet and weed 424 
(thistle) plants [24]. In that case, information from the edge-shaped and homogeneous surface 425 
detectors was merged to detect related invariant regions. The false-negative rate of this approach 426 
was under 2%. Finally, a stereovision camera has been used as input for a machine vision system 427 
[25]. In this regard, the camera was mounted on a small field robot equipped with a computer for 428 
image processing. Images were gathered at different times of the day (morning and afternoon) to 429 
ensure that the method could be used under a range of lighting conditions. The authors first used a 430 
combination of RGB bands to obtain derived products and then an Asymmetric Artificial Network 431 
(AAN) to differentiate between crops and weed. This technique achieved 90% discrimination for 432 
corn, 73.1% for tomato plants, and 68.8% for weeds.  433 

In the future, the aforementioned detection systems are likely to have the capacity to even 434 
determine the weed species. Despite the promise of these systems, they require high power 435 
processors and in most of the cases also cloud computing techniques. Since our objective was to 436 
determine the location of weeds in real-time, or almost real-time, and then process this information, 437 
we need a method that can be applied in a drone or other vehicles able to take a picture with a 438 
limited hardware and software resources. Therefore, object recognition based on cloud computing, 439 
which requires a high computation capacity, is not appropriate for our method. Our technique can 440 
operate without high processing capacity, neither internet access.  441 

A third type of approach has also been used for plant detection, namely hyperspectral cameras 442 
and simple techniques of pixel comparison. In this regard, sugar beet and four different weed 443 
species were identified using Euclidean distance and stepwise discriminant analysis with wavelet 444 
coefficients [26]. The tests performed in that study demonstrated that the stepwise discriminant 445 
analysis with wavelet coefficients has better discrimination capacity of plant species than most of the 446 
aforementioned systems, showing 74 and 97% success in the identification of sugar beet and the 447 
weed species respectively.  448 

Another study proposed the use of support vector data description, a popular boundary 449 
method, to differentiate between crop and weeds [27], reporting 94.34 and 96.23% of identification 450 
accuracy, respectively. The main difference between that method and ours are the characteristics of 451 
the crop and weeds. The pictures used in that study were of soil and one plant (weed or crop), 452 
thereby facilitating the distinction of the individual shape of each plant. In contrast, we used a more 453 



 

complex scenario, in which plants covered 100% of the surface in some cases. Furthermore, the 454 
selected pictures covered mixtures of grass (the crop) and weeds.  455 

Our novel detection method (Removing soil and dead leaves + sharpening (I) filter + 456 
aggregation technique (cell size) + threshold), which was tested and verified using pictures of the 457 
golf course, including images of different areas such as the fairway, green, and outrough, allowed 458 
the identification of weeds. Moreover, the indicators of the classification system showed high values.  459 

4.2. Implementation of our method in weed management systems 460 
The image processing method described herein is conceived for use in weed management 461 

systems that use a drone or other vehicle to monitor grass status. Several irrigation management 462 
systems use drones to gather images to determine irrigation needs. Our weed identification 463 
technique is devised to be applied in the same vehicle that gathers these images. These vehicles are 464 
generally controlled with a simple processor unit, in which the route and picture gathering are 465 
included as algorithms. Therefore, we converted our method into an algorithm that can be included 466 
in the operational routine of the drones.  467 

The algorithm, see Figure 15, calls the pre-established flying parameters and image capture 468 
settings according to the other algorithms included in the previous operation routine. After 469 
gathering the images, it then applies the process described in this paper (extraction of vegetation 470 
pixels, edge detection filter and aggregation technique). First, the algorithm checks whether a new 471 
image is available. Next, the code described in [19] is applied to separate the bands of the picture and 472 
operate with the red band. Once an image has been gathered and the bands have been obtained, the 473 
algorithm applies pre-processing, keeping only the pixels corresponding to vegetation and then 474 
applying the filter and aggregation technique. Next, the results are analysed to determine the 475 
presence or absence of weeds using the established threshold. When no vegetation pixels are 476 
detected, the process, including edge detection filter and aggregation technique, is not applied to the 477 
picture.  478 

 479 

 480 
Figure 15. Operation algorithm of the proposed weed detection method in control vehicles of weed 481 
management systems.  482 
 483 
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After completion of the process, the picture is tagged as no vegetation detected ("no 484 
vegetation"), no weed detected("no weed"), or weed detected ("weed"). If the image is tagged as 485 
"weed", then the system sends the position of the picture based on the available navigation systems, 486 
which can be GPS position, the point of the established route or the time of the route. This 487 
information is then sent to a base station where a secondary vehicle, which can be operated by a 488 
person or not, will be sent to the location to start the application of the phytosanitary product. 489 
Furthermore, after the route ends, all the pictures and tags are stored in a cloud server, thereby 490 
facilitating their access for other image processing technologies that require cloud access and higher 491 
computation capacities.  492 

Algorithm for image processing in weed detection systems has been used elsewhere [26]. 493 
Nonetheless, our algorithm includes other functions such as gathering and sending data to locate the 494 
area in which weed plants are found. Also, the algorithm proposed in [8] includes the use of AAN, 495 
which requires higher computational capacity than the method proposed herein. 496 

Although the algorithm is proposed following the methodology described in this paper, with 497 
images gathered between 1 and 1.5 m, the results described in [19] indicates that our system can be 498 
used with data gathered from a greater height. The main limitation in this regard is the spatial 499 
resolution of the pictures obtained by the drone. Further analyses are required to establish the 500 
minimum resolution of the picture required to obtain accurate results.  501 

The algorithm and methodology used in the present study are designed to operate with an RGB 502 
camera. However, since hyperspectral images are becoming a promising tool for precision 503 
agriculture, these images are likely to be introduced into turfgrass monitoring in the years to come. 504 
Our algorithm can be adapted to the use of other types of information, such as that provided by 505 
hyperspectral cameras, or the commonly used vegetation indexes such as Normalized Difference 506 
Vegetation Index NDVI, which include the infrared part of the spectrum. Furthermore, information 507 
calculated by other software, such as the Green Area (GA), can be included in our method in the 508 
future. 509 

It is important to note that our method has been developed to be used under certain 510 
environmental and lighting conditions. Changes in lighting conditions during the day and at 511 
different latitudes might affect the performance of the algorithm. In other studies [28], authors have 512 
adapted existing methods to different light conditions. While the pictures used to generate the 513 
methodology described herein were taken in different periods of the year and at different times of 514 
the day, we cannot affirm that the algorithm will perform with the same precision under other 515 
lighting conditions, such as sunrise or sunset. 516 

4.3. Differences found in the performance of the proposed method in different scenarios 517 
To ensure that the method can be applied in different scenarios, we used pictures taken at 518 

diverse locations. Our results indicate that it performs best in uniform scenarios such as the greens 519 
and fairways of the golf course. In those areas, due to efforts in maintaining the high quality of the 520 
turf, there are no patches of soil or dead leaves. Also, continuous mowing confers the grass with a 521 
homogeneous appearance, and the only alteration in this uniformity is weed plants. However, in the 522 
outrough and ornamental grass, grass coverage is not as even as in the previously mentioned areas. 523 
The use of a pre-processing technique to remove soil and dead leaves from the images helps to 524 
minimise false positives. However, in some cases, the leaves of weed species produce shadows, 525 
which our system identifies as weeds. This is one of the most significant drawbacks of the proposed 526 
methodology. Further research should be devoted to the use of RGB band combination to avoid this 527 
problem.  528 

On the basis of our results, we conclude that the proposed method can be used on any sort of 529 
lawn. The greater the uniformity, the better the results will be. Furthermore, turfgrass height 530 
influences the results. When the turfgrass is kept short by regular mowing, the uniformity of the 531 
grass is higher, thus facilitating the implementation of our method. In contrast, when the turfgrass is 532 
not mowed periodically (as can occur in ornamental lawns), environmental, genetic, and 533 



 

management differences can lead to some individual plants having broader and more prominent 534 
leaves than others, thus altering the uniformity. 535 

5. Conclusion 536 
Here we have evaluated the use of an edge detection technique to identify the presence of weed 537 

plants in turfgrass. This technique is characterised by its low-cost and almost real-time operation. To 538 
ensure that applicability of our method to different types of grass, we used images from ornamental 539 
lawns and golf courses. The novelty of the proposed methodology is that it does not rely on the 540 
identification of weeds through the definition of lineal crops. It can be applied in lineal and 541 
non-lineal crops, such as the lawns. Furthermore, it is based on edge detection rather than object 542 
detection, the latter requiring high computational capacity and cloud access. Our system can be 543 
applied in devices that have hardware and software constraints and that do not need an internet 544 
connection during image processing.  545 

The proposed method includes a pre-processing part (evaluated in previous papers [13], image 546 
processing based on edge detection, and post-processing involving an aggregation technique. The 547 
processing and post-processing were evaluated by various techniques in each step and using 548 
statistical analysis and the number of FP, FN and other indicators (such as Rec., Pre., and F1) to 549 
evaluate performance. Finally, the proposed method is shown as an algorithm, which can be 550 
included in management vehicles that take pictures of the field, like those used in precision farming 551 
for irrigation management. It is important to note that the method has been tested in two scenarios: 552 
ornamental and sports turf. The former differs from the latter in that coverage is not as high and 553 
grass height grass tends to be greater. Although our results indicate that our approach can be used in 554 
both scenarios, its performance (in terms of Pre and F1) is better in ornamental (80% and 83%) than 555 
in sports turf (67% and 75%). 556 

Future work will involve the evaluation of the combination of the proposed method with other 557 
techniques, such as RGB band combination (as done in [18]) or the inclusion of information from 558 
hyperspectral images (as in [27]) to classify the weeds detected. Furthermore, verification of the 559 
proposed methodology under changing light conditions, as presented in [28], will be performed. In 560 
addition, a combination of previous pictures can be used to evaluate the effects of new phytosanitary 561 
treatments for resistant weeds. Finally, the use of pictures and image processing for the detection 562 
and identification of other grass disturbances caused by diseases, such as Dollar spot, Fusarium 563 
patch disease, Rhizoctonia diseases, and Take all patch infection, will be evaluated.  564 
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