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# On Bernoulli matrix polynomials and matrix exponential approximation 

E. Defez ${ }^{\text {a }}$, J. Ibáñez ${ }^{\text {b }}$, P. Alonso-Jordác,*, José M. Alonso ${ }^{\text {b }}$, J. Peinado ${ }^{\text {c }}$<br>Universitat Politècnica de València, Camino de Vera $s / n, 46022$, Valencia. Spain<br>${ }^{a}$ Instituto de Matemática Multidisciplinar<br>${ }^{b}$ Instituto de Instrumentación para Imagen Molecular<br>${ }^{c}$ Department of Information Systems and Computation


#### Abstract

We present in this paper a new method based on Bernoulli matrix polynomials to approximate the exponential of a matrix. The developed method has given rise to two new algorithms whose efficiency and precision are compared to the most efficient implementations that currently exist. For that, a state-of-the-art test matrix battery, that allows deeply exploring the highlights and downsides of each method, has been used. Since the new algorithms proposed here do make an intensive use of matrix products, we also provide a GPUs-based implementation that allows to achieve a high performance thanks to the optimal implementation of matrix multiplication available on these devices.
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## 1. Introduction

The computation of matrix functions has received attention in the last years because of its several applications in different areas of science and technology. Of all the matrix functions, the exponential matrix $e^{A}, A \in \mathbb{C}^{r \times r}$, stands out, due both to its applications in the resolution of systems of differential equations, or in the graph theory, and to the difficulties involved in its computation, see [1-5].

Among the proposed methods for the approximate computation of the exponential matrix, two fundamental ones stand out: those based on rational Padé approximations [6-10], and those based on polynomial approximations, which are either Taylor series developments [11-13] or serial developments of Hermite matrix polynomials [14, 15]. In general, polynomial approximations showed to

[^1]be more efficient than the Pade algorithm in tests because they are more accurate, despite a slightly higher cost in some cases. All these methods use the basic property of Scaling-Squaring, based on the relationship
$$
e^{A}=\left(e^{A / 2^{s}}\right)^{2^{s}}
$$

Thus, if $P_{m}(A)$ is a matrix polynomial approximation of $e^{A}$, then given a matrix $A$ and a scaling factor $s, P_{m}\left(A / 2^{s}\right)$ is an approximation to $e^{A / 2^{s}}$ and

$$
\begin{equation*}
e^{A} \approx\left(P_{m}\left(A / 2^{s}\right)\right)^{2^{s}} \tag{1}
\end{equation*}
$$

Bernoulli polynomials and Bernoulli numbers have been extensively used in several areas of mathematics, as number theory, and they appear in many mathematical formulas, such as the residual term of the Euler-Maclaurian quadrature rule [16, p. 63], the Taylor series expansion of the trigonometric functions $\tan (x), \csc (x)$ and $\cot (x)[16$, p. 116-117] and the Taylor series expansion of the hyperbolic function $\tanh (x),[16, \mathrm{p} .125]$. They are also employed in the well known exact expression of the even values of the Riemann zeta function:

$$
\xi(2 k)=\sum_{n \geq 1} \frac{1}{n^{2 k}}=\frac{(-1)^{k-1}(2 \pi)^{2 k} \mathcal{B}_{2 k}}{2(2 k)!}, k \geq 1
$$

Moreover, they are even used for solving initial value problems [17], boundary value problems [18, 19], high-order linear and nonlinear Fredholm and Volterra integro-differential equations [20, 21], complex differential equations [22] and partial differential equations [23-25]. An excellent survey about Bernoulli polynomials and its applications can be found in [26]. The development of series functions of Bernoulli polynomials has been studied in [27, 28].

In this paper, we present a new series development of the exponential matrix in terms of Bernoulli matrix polynomials which demonstrates that the polynomial approximations of the exponential matrix are more accurate and less computationally expensive in most cases than those based on Padé approximants. We also verify that this new method based on Bernoulli matrix polynomials is a competitive method for the approximation of the exponential matrix, with a similar computational cost than the Taylor one but, generally, more accurate.

The organization of the paper is as follows. Section 2 is devoted to Bernoulli polynomials. We show how to obtain a series of a matrix exponential in terms of Bernoulli matrix polynomials and how to approach that exponential of a matrix. The following section describes the algorithms proposed. Tests and comparisons are presented in Section 4. We close the document with some conclusion remarks.

## Notation

Throughout this paper, we denote by $\mathbb{C}^{r \times r}$ the set of all the complex square matrices of size $r$ and by $I$ the identity matrix. A polynomial of degree $m$ means an expression of the form $P_{m}(t)=a_{m} t^{m}+a_{m-1} t^{m-1}+\cdots+a_{1} t+a_{0}$,
where $t$ is a real variable and $a_{j}$, for $0 \leq j \leq m$, are complex numbers. In this way, we can define the matrix polynomial $P_{m}(B)$ for $B \in \mathbb{C}^{r \times r}$ as $P_{m}(B)=$ $a_{m} B^{m}+a_{m-1} B^{m-1}+\cdots+a_{1} B+a_{0} I$. Throughout this paper, we denote $I_{n}$ (or $I$ ) and $0_{n \times n}$ the matrix identity and the null matrix of order $n$, respectively. With $\lceil x\rceil$, we denote the result of rounding $x$ to the nearest integer greater than or equal to $x$ and $\lfloor x\rfloor$ denotes the result of rounding $x$ to the nearest integer less than or equal to $x$. As usual, the matrix norm $\|\cdot\|$ denotes any subordinate matrix norm; in particular $\|\cdot\|_{1}$ is the usual 1 -norm. Finally, if $\mathcal{A}(k, m)$ are matrices in $\mathbb{C}^{n \times n}$ for $m \geq 0, k \geq 0$, from [29] it follows that

$$
\begin{equation*}
\sum_{m \geq 0} \sum_{k \geq 0} \mathcal{A}(k, m)=\sum_{m \geq 0} \sum_{k=0}^{m} \mathcal{A}(k, m-k) \tag{2}
\end{equation*}
$$

## 2. On Bernoulli matrix polynomials

The Bernoulli polynomials $B_{n}(x)$ are defined in [16, p.588] as the coefficients of the generating function

$$
\begin{equation*}
g(x, t)=\frac{t e^{t x}}{e^{t}-1}=\sum_{n \geq 0} \frac{B_{n}(x)}{n!} t^{n},|t|<2 \pi \tag{3}
\end{equation*}
$$

where $g(x, t)$ is an holomorphic function in $\mathbb{C}$ for the variable $t$ (it has an avoidable singularity in $t=0$ ). Bernoulli polynomials $B_{n}(x)$ has the explicit expression

$$
\begin{equation*}
B_{n}(x)=\sum_{k=0}^{n}\binom{n}{k} \mathcal{B}_{k} x^{n-k}, \tag{4}
\end{equation*}
$$

where the Bernoulli numbers are defined by $\mathcal{B}_{n}=B_{n}(0)$. Therefore, it follows that the Bernoulli numbers satisfy

$$
\begin{equation*}
\mathcal{B}_{0}=1, \mathcal{B}_{k}=-\sum_{i=0}^{k-1}\binom{k}{i} \frac{\mathcal{B}_{i}}{k+1-i}, k \geq 1 \tag{5}
\end{equation*}
$$

Note that $\mathcal{B}_{3}=\mathcal{B}_{5}=\cdots=\mathcal{B}_{2 k+1}=0$, for $k \geq 1$. For a matrix $A \in \mathbb{C}^{r \times r}$ we define the $m-t h$ Bernoulli matrix polynomial by the expression

$$
\begin{equation*}
B_{m}(A)=\sum_{k=0}^{m}\binom{m}{k} \mathcal{B}_{k} A^{m-k} \tag{6}
\end{equation*}
$$

Thus, we can now calculate the exact value of $e^{A t}\left(\frac{t}{e^{t}-1}\right)$, where $A \in$ $\mathbb{C}^{r \times r}$. By using (3) and (6) one gets

$$
e^{A t}\left(\frac{t}{e^{t}-1}\right)=\left(\sum_{n \geq 0} \frac{A^{n}}{n!} t^{n}\right)\left(\sum_{k \geq 0} \frac{\mathcal{B}_{k}}{k!} t^{k}\right)=\sum_{n \geq 0} \sum_{k \geq 0} \frac{A^{n} \mathcal{B}_{k}}{n!k!} t^{n} t^{k}
$$

Taking into account that $\mathcal{A}(k, n)=\frac{A^{n} \mathcal{B}_{k} t^{n} t^{k}}{n!k!}$ from (2), we have

$$
\begin{aligned}
& e^{A t}\left(\frac{t}{e^{t}-1}\right)=\sum_{n \geq 0} \sum_{k=0}^{n} \frac{\mathcal{B}_{k}}{k!} t^{k} \frac{A^{n-k}}{(n-k)!} t^{n-k} \\
= & \sum_{n \geq 0}\left(\sum_{k=0}^{n}\binom{n}{k} \mathcal{B}_{k} A^{n-k}\right) \frac{t^{n}}{n!}=\sum_{n \geq 0} \frac{B_{n}(A) t^{n}}{n!},
\end{aligned}
$$

where $B_{n}(A)$ is the $n$-th Bernoulli matrix polynomial defined in (6). In this way, we can use the series expansion

$$
\begin{equation*}
e^{A t}=\left(\frac{e^{t}-1}{t}\right) \sum_{n \geq 0} \frac{B_{n}(A) t^{n}}{n!},|t|<2 \pi \tag{7}
\end{equation*}
$$

to obtain approximations of the matrix exponential. To do this, let's take $s$ the scaling (to be determined) of the matrix $A$ and take $t=1$ in (7). We use the matrix exponential approximation

$$
\begin{equation*}
P_{m}\left(A / 2^{s}\right)=(e-1) \sum_{n=0}^{m} \frac{B_{n}\left(A / 2^{s}\right)}{n!} \tag{8}
\end{equation*}
$$

Approximation (8) has the problem that it is not expressed in explicit terms of powers of the matrix $A / 2^{s}$. This explicit relationship is provided below.

Lemma 1. Given expression (8), we get

$$
\begin{equation*}
\frac{1}{(e-1)} P_{m}\left(A / 2^{s}\right)=\sum_{n=0}^{m} \frac{B_{n}\left(A / 2^{s}\right)}{n!}=\sum_{i=0}^{m} \alpha_{i}^{(m)}\left(A / 2^{s}\right)^{i} \tag{9}
\end{equation*}
$$

$$
\text { where } \alpha_{i}^{(m)}=\sum_{k=i}^{m}\binom{k}{k-i} \frac{\mathcal{B}_{k-i}}{k!} .
$$

Proof: For $m=0$ and $m=1$ formula (9) trivially holds. From (8) we have that, for $m=2$ and using (6), one gets

$$
\begin{aligned}
& \frac{1}{(e-1)} P_{2}\left(A / 2^{s}\right)=\sum_{n=0}^{2} \frac{B_{n}\left(A / 2^{s}\right)}{n!} \\
= & \frac{1}{0!} B_{0}\left(A / 2^{s}\right)+\frac{1}{1!} B_{1}\left(A / 2^{s}\right)+\frac{1}{2!} B_{2}\left(A / 2^{s}\right) \\
= & \frac{1}{0!}\left(\sum_{k=0}^{0}\binom{0}{k} \mathcal{B}_{k}\left(A / 2^{s}\right)^{0-k}\right)+\frac{1}{1!}\left(\sum_{k=0}^{1}\binom{1}{k} \mathcal{B}_{k}\left(A / 2^{s}\right)^{1-k}\right) \\
+ & \frac{1}{2!}\left(\sum_{k=0}^{2}\binom{2}{k} \mathcal{B}_{k}\left(A / 2^{s}\right)^{2-k}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\sum_{k=0}^{2} \frac{1}{k!}\binom{k}{k} \mathcal{B}_{k}\right)\left(A / 2^{s}\right)^{0}+\left(\sum_{k=1}^{2} \frac{1}{k!}\binom{k}{k-1} \mathcal{B}_{k-1}\right)\left(A / 2^{s}\right)^{1} \\
& +\left(\sum_{k=2}^{2} \frac{1}{k!}\binom{k}{k-2} \mathcal{B}_{k-2}\right)\left(A / 2^{s}\right)^{2} \\
& =\alpha_{0}^{(2)}\left(A / 2^{s}\right)^{0}+\alpha_{1}^{(2)}\left(A / 2^{s}\right)^{1}+\alpha_{2}^{(2)}\left(A / 2^{s}\right)^{2} \\
& =\sum_{i=0}^{2} \alpha_{i}^{(2)}\left(A / 2^{s}\right)^{i},
\end{aligned}
$$

thus formula (9) is true for $m=2$. Similarly, for $m=3$ one gets:

$$
\begin{aligned}
& \frac{1}{(e-1)} P_{3}\left(A / 2^{s}\right)=\sum_{n=0}^{3} \frac{B_{n}\left(A / 2^{s}\right)}{n!} \\
= & \frac{1}{0!} B_{0}\left(A / 2^{s}\right)+\frac{1}{1!} B_{1}\left(A / 2^{s}\right)+\frac{1}{2!} B_{2}\left(A / 2^{s}\right)+\frac{1}{3!} B_{3}\left(A / 2^{s}\right) \\
= & \frac{1}{0!}\left(\sum_{k=0}^{0}\binom{0}{k} \mathcal{B}_{k}\left(A / 2^{s}\right)^{0-k}\right)+\frac{1}{1!}\left(\sum_{k=0}^{1}\binom{1}{k} \mathcal{B}_{k}\left(A / 2^{s}\right)^{1-k}\right) \\
+ & \frac{1}{2!}\left(\sum_{k=0}^{2}\binom{2}{k} \mathcal{B}_{k}\left(A / 2^{s}\right)^{2-k}\right)+\frac{1}{3!}\left(\sum_{k=0}^{3}\binom{3}{k} \mathcal{B}_{k}\left(A / 2^{s}\right)^{3-k}\right) \\
= & \left(\sum_{k=0}^{3} \frac{1}{k!}\binom{k}{k} \mathcal{B}_{k}\right)\left(A / 2^{s}\right)^{0}+\left(\sum_{k=1}^{3} \frac{1}{k!}\binom{k}{k-1} \mathcal{B}_{k-1}\right)\left(A / 2^{s}\right)^{1} \\
+ & \left(\sum_{k=2}^{3} \frac{1}{k!}\binom{k}{k-2} \mathcal{B}_{k-2}\right)\left(A / 2^{s}\right)^{2}+\left(\sum_{k=3}^{3} \frac{1}{k!}\binom{k}{k-3} \mathcal{B}_{k-3}\right)\left(A / 2^{s}\right)^{3} \\
= & \alpha_{0}^{(3)}\left(A / 2^{s}\right)^{0}+\alpha_{1}^{(3)}\left(A / 2^{s}\right)^{1}+\alpha_{2}^{(3)}\left(A / 2^{s}\right)^{2}+\alpha_{3}^{(3)}\left(A / 2^{s}\right)^{3} \\
= & \sum_{i=0}^{3} \alpha_{i}^{(3)}\left(A / 2^{s}\right)^{i},
\end{aligned}
$$

and formula (9) is also true for $m=3$. We will use now an induction argument. Suppose that formula (9) it is valid for $m$ and let's see for $m+1$. Using (6) together with the induction hypothesis, one gets

$$
\begin{aligned}
& \frac{1}{(e-1)} P_{m+1}\left(A / 2^{s}\right)=\sum_{n=0}^{m+1} \frac{B_{n}\left(A / 2^{s}\right)}{n!} \\
= & \sum_{n=0}^{m} \frac{B_{n}\left(A / 2^{s}\right)}{n!}+\frac{1}{(m+1)!} B_{m+1}\left(A / 2^{s}\right) \\
= & \sum_{i=0}^{m} \alpha_{i}^{(m)}\left(A / 2^{s}\right)^{i}+\frac{1}{(m+1)!}\left(\sum_{k=0}^{m+1}\binom{m+1}{k} \mathcal{B}_{k}\left(A / 2^{s}\right)^{m+1-k}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\alpha_{0}^{(m)}+\binom{m+1}{m+1} \frac{\mathcal{B}_{m+1}}{(m+1)!}\right)\left(A / 2^{s}\right)^{0}+\cdots+\left(\alpha_{m}^{(m)}+\binom{m+1}{1} \frac{\mathcal{B}_{1}}{(m+1)!}\right)\left(A / 2^{s}\right)^{m} \\
& +\left(\binom{m+1}{0} \frac{\mathcal{B}_{0}}{(m+1)!}\right)\left(A / 2^{s}\right)^{m+1} \\
& =\left(\sum_{k=0}^{m+1}\binom{k}{k} \frac{\mathcal{B}_{k}}{k!}\right)\left(A / 2^{s}\right)^{0}+\left(\sum_{k=1}^{m+1}\binom{k}{k-1} \frac{\mathcal{B}_{k-1}}{k!}\right)\left(A / 2^{s}\right)^{1}+\cdots \\
& \cdots+\left(\sum_{k=m+1}^{m+1}\binom{k}{k-(m+1)} \frac{\mathcal{B}_{k-(m+1)}}{k!}\right)\left(A / 2^{s}\right)^{m+1} \\
& =\sum_{i=0}^{m+1} \alpha_{i}^{(m+1)}\left(A / 2^{s}\right)^{i} .
\end{aligned}
$$

## 3. The proposed algorithms

The matrix polynomial $P_{m}\left(A / 2^{s}\right)$ from (8) can be computed efficiently in terms of matrix products using values for $m$ in the set

$$
m_{k} \in\{2,4,6,9,12,16,20,25,30, \ldots\}
$$

with $k=1,2, \ldots$, by using the Paterson-Stockmeyer's method [30]. If we consider $P_{m_{k}}(A)$, then:

$$
\begin{align*}
P_{m_{k}}(A) & =  \tag{10}\\
\left(\left(\left(p_{m_{k}} A^{q}\right.\right.\right. & \left.+p_{m_{k}-1} A^{q-1}+p_{m_{k}-2} A^{q-2}+\cdots+p_{m_{k}-q+1} A+p_{m_{k}-q} I\right) A^{q} \\
& \left.+p_{m_{k}-q-1} A^{q-1}+p_{m_{k}-q-2} A^{q-2}+\cdots+p_{m_{k}-2 q+1} A+p_{m_{k}-2 q} I\right) A^{q} \\
& \left.+p_{m_{k}-2 q-1} A^{q-1}+p_{m_{k}-2 q-2} A^{q-2}+\cdots+p_{m_{k}-3 q+1} A+p_{m_{k}-3 q} I\right) A^{q} \\
& \cdots \\
& +p_{q-1} A^{q-1}+p_{q-2} A^{q-2}+\cdots+p_{1} A+p_{0} I,
\end{align*}
$$

where $q=\left\lceil\sqrt{m_{k}}\right\rceil$ or $q=\left\lfloor\sqrt{m_{k}}\right\rfloor$. Taking into account Table 4.1 from [4, pp. 74], the computational cost in terms of matrix products of (10) is $k$. To obtain the exponential of matrix $A$ with enough precision and efficiency, it is necessary to determine the values of $m$ and $s$ in expression (8). Once these values have been determined, the approximation (1) is used to compute $e^{A}$ by means of Bernoulli matrix polynomials.

For obtaining the optimal order of the series expansion $m_{k}$ and the scaling parameter $s$, we have used a similar error analysis as in [12]:

Let be

$$
A \in \Omega_{m}=\left\{X \in{ }^{n \times n}: \rho\left(e^{-X} T_{m}(X)-I\right)<1\right\},
$$

where $\rho(\cdot)$ is the spectral radius of a matrix and $T_{m}(X)$ the Taylor approximation of matrix exponential of order $m$.

The backward error for computing $e^{A}$ can be defined as the matrix $\Delta A$ such that $e^{A+\Delta A}=T_{m}(A)$. It can be verified that

$$
\Delta A \simeq \sum_{k \geq m+1} c_{k}^{(m)} A^{k}
$$

where $\sum_{k \geq m+1} c_{k}^{(m)} A^{k}$ is the backward error of matrix exponential for the Taylor approximation. The absolute backward error can be bound as follows:

$$
\begin{align*}
E_{a b}(A) & =\|\Delta A\| \simeq\left\|\sum_{k \geq m+1} c_{k}^{(m)} A^{k}\right\| \leq \sum_{k \geq m+1}\left|c_{k}^{(m)}\right|\left(\| A^{k}| |^{1 / k}\right)^{k} \\
& \leq \sum_{k \geq m+1}\left|c_{k}^{(m)}\right| \beta_{m}^{k} \tag{11}
\end{align*}
$$

where $\beta_{m}=\max \left\{\left\|A^{k}\right\|^{1 / k}, k \geq m+1\right\}$. Theorem 2 from [12] shows that $\beta_{m}=\left\|A^{k_{0}}\right\|^{1 / k_{0}}$, where $m+1 \leq k_{0} \leq 2 m+1$, and that value can be approximated by means of

$$
\beta_{m} \simeq \max \left\{a_{m+1}^{1 /(m+1)}, a_{m+2}^{1 /(m+2)}\right\}
$$

where $a_{m+1}$ and $a_{m+2}$ are the 1 -norm estimation of $\left\|A^{m+1}\right\|$ and $\left\|A^{m+2}\right\|$, respectively, using the block 1-norm estimation algorithm of Higham and Tisseur [31]. Let be

$$
\begin{equation*}
\Theta_{m}^{(a b)}=\max \left\{\theta \geq 0: \sum_{k \geq m+1}\left|c_{k}^{(m)}\right| \theta^{k} \leq u\right\} \tag{12}
\end{equation*}
$$

where $u=2^{-53}$ is the unit roundoff in IEEE double precision floating-point arithmetic. If an integer $s \geq 0$ verifies $2^{-s} \beta_{m}<\Theta_{m}^{(a b)}$, then

$$
E_{a b}\left(A / 2^{s}\right) \leq \sum_{k \geq m+1}\left|c_{k}^{(m)}\right|\left(\Theta_{m}^{(a b)}\right)^{k}<u
$$

and $m$ and $s$ will be taken, respectively, as the adequate order of the polynomial and the scaling parameter.

Using the above reasoning, the relative backward error can be bound in the following way:

$$
\begin{align*}
E_{r b}(A) & =\frac{\|\Delta A\|}{\|A\|} \left\lvert\, \simeq \frac{\left\|\sum_{k \geq m+1} c_{k}^{(m)} A^{k}\right\|}{\|A\|} \leq \frac{\sum_{k \geq m+1}\left|c_{k}^{(m)}\right|\left\|A^{k}\right\|}{\|A\|}\right. \\
& =\sum_{k \geq m}\left|c_{k+1}^{(m)}\right|\left(\left\|A^{k}\right\|^{1 / k}\right)^{k} \leq \sum_{k \geq m}\left|c_{k+1}^{(m)}\right| \beta_{m}^{k} . \tag{13}
\end{align*}
$$

Let be

$$
\begin{equation*}
\Theta_{m}^{(r b)}=\max \left\{\theta \geq 0: \sum_{k \geq m}\left|c_{k+1}^{(m)}\right| \theta^{k} \leq u\right\} \tag{14}
\end{equation*}
$$

Therefore, if an integer $s \geq 0$ satisfies $2^{-s} \beta_{m}<\Theta_{m}^{(r b)}$, then

$$
E_{r b}\left(A / 2^{s}\right) \leq \sum_{k \geq m}\left|c_{k+1}^{(m)}\right|\left(\Theta_{m}^{(r b)}\right)^{k}<u
$$

and the polynomial order $m$ and the scaling parameter $s$ will have been obtained.
The $\Theta_{m}^{(a b)}$ and $\Theta_{m}^{(r b)}$ parameters were worked out, with the required precision by using symbolic computations, from $m=2$ to $m=30$. Then, the maximum value $\Theta_{m}$ between $\Theta_{m}^{(a b)}$ and $\Theta_{m}^{(r b)}$ was computed for each $m$, i.e. $\Theta_{m}=\max \left(\Theta_{m}^{(a b)}, \Theta_{m}^{(r b)}\right)$, giving place to the $\Theta_{m}$ parameter included in the second column of Table 2 from [12]. As a result, $\Theta_{m}$ equals $\Theta_{m}^{(a b)}$ when $m \leq 16$ and $\Theta_{m}$ matches $\Theta_{m}^{(r b)}$ otherwise. On other words, the absolute backward error was considered when the polynomial order is less or equal than 16 and the relative backward error was taken into account for greater values.

Algorithm 1 computes the matrix exponential function based on Bernoulli series and the Paterson-Stockmeyer's method. Step 1 of this algorithm uses the procedure previously described to obtain the values of $m$ and $s$ (as known, a more detailed description can be found in [12]). In steps 2, the Bernoulli approximation is employed, depending of value $m$ calculated in step 1. Finally, in steps $3-5$, the matrix exponential is recovered.

```
Algorithm 1 Scaling and squaring Bernoulli algorithm for computing \(B=e^{A}\),
where \(A \in \mathbb{C}^{r \times r}\) and \(m_{M}\) is the maximum approximation order allowed.
    Choose adequate order \(m_{k} \leqslant m_{M}\) and scaling parameter \(s \in \mathbb{N} \cup\{0\}\)
    \(B=P_{m_{k}}\left(A / 2^{s}\right)\) by using (10) ( \(P_{m_{k}}(\cdot)\) Bernoulli matrix polynomial)
    for \(i=1: s\) do \(\quad \triangleright\) Recovering the matrix exponential
        \(B=B^{2}\)
    end for
```

Bearing in mind (9), if $P_{m}\left(A / 2^{s}\right)$ represents the matrix polynomial of order $m$ corresponding to the Bernoulli approximation of exponential of matrix $A / 2^{s}$ and $T_{m}\left(A / 2^{s}\right)$ denotes the same matrix polynomial but according to the Taylor approach, then:

$$
\begin{gather*}
P_{m}\left(A / 2^{s}\right)=(e-1) \sum_{i=0}^{m} \alpha_{i}^{(m)}\left(A / 2^{s}\right)^{i}=\sum_{i=0}^{m} b_{i}^{(m)}\left(A / 2^{s}\right)^{i}  \tag{15}\\
T_{m}\left(A / 2^{s}\right)=\sum_{i=0}^{m} \frac{1}{i!}\left(A / 2^{s}\right)^{i}=\sum_{i=0}^{m} t_{i}\left(A / 2^{s}\right)^{i}
\end{gather*}
$$

Table 1: Approximation polynomial coefficient vector differences between Bernoulli (b) and Taylor ( t ) methods.

| m | $\|\|\mathrm{b}-\mathrm{t}\|\|$ | $\|\|\mathrm{b}-\mathrm{t}\|\| /\|\|\mathrm{t}\|\|$ |
| :---: | :---: | :---: |
| 2 | $5.023311 \mathrm{e}-01$ | $2.009324 \mathrm{e}-01$ |
| 4 | $5.695696 \mathrm{e}-02$ | $2.103026 \mathrm{e}-02$ |
| 6 | $2.741618 \mathrm{e}-03$ | $1.008669 \mathrm{e}-03$ |
| 9 | $1.293850 \mathrm{e}-05$ | $4.759808 \mathrm{e}-06$ |
| 12 | $4.657888 \mathrm{e}-08$ | $1.713541 \mathrm{e}-08$ |
| 16 | $2.819122 \mathrm{e}-11$ | $1.037097 \mathrm{e}-11$ |
| 20 | $1.445479 \mathrm{e}-14$ | $5.317621 \mathrm{e}-15$ |
| 25 | $2.735502 \mathrm{e}-19$ | $1.006335 \mathrm{e}-19$ |
| 30 | $4.901565 \mathrm{e}-22$ | $1.803185 \mathrm{e}-22$ |

The coefficients $b_{i}^{(m)}$ of the Bernoulli approximation polynomial differ significantly from those of the Taylor one, $t_{i}$, with $i=0, \ldots, m$, when $m \in$ $\{2,4,6,9,12,16,20\}$. However, they are practically identical for $m \in\{25,30, \ldots\}$. This is so because, as the degree $m$ of the Bernoulli polynomial increases, all its coefficients $b_{i}^{(m)}$ vary, approaching the corresponding Taylor ones. Table 1 collects the 1-norm of the absolute and relative differences between the coefficient vectors of Bernoulli and Taylor polynomial approximations for different values of $m$. As it can be seen, the 1-norm of these differences is less than the unit roundoff ( $u=2^{-53} \simeq 1.11 \times 10^{-16}$ ) when $m=25$ or $m=30$. As an example, the 1 -norm of the relative difference between these coefficients when $m=25$ is equal to $1.006335 \times 10^{-19}$. As expected, the differences are smaller when $m$ increases.

Therefore, these experimental results show that backward errors expressed in (11) and (13) are only fulfilled for Bernoulli approximation for values of $m$ greater than or equal to 25 , but not for lower values. As a consequence of this analysis carried out, the Algorithm 2 has been developed. It computes the matrix exponential by means of Taylor series, when $m$ is less than or equal to 20, or by means of Bernoulli series, when $m$ is equal to 25 or 30 .

```
Algorithm 2 Scaling and squaring Bernoulli algorithm for computing \(B=e^{A}\),
where \(A \in \mathbb{C}^{r \times r}\) and \(m_{M}\) is the maximum approximation order allowed.
    Choose adequate order \(m_{k} \leqslant m_{M}\) and scaling parameter \(s \in \mathbb{N} \cup\{0\}\)
    if \(m_{k} \leq 20\) then
        \(B=P_{m_{k}}\left(A / 2^{s}\right)\) using (10) ( \(P_{m_{k}}(\cdot)\) Taylor matrix polynomial)
    else
        \(B=P_{m_{k}}\left(A / 2^{s}\right)\) using (10) ( \(P_{m_{k}}(\cdot)\) Bernoulli matrix polynomial \()\)
    end if
    for \(i=1: s\) do \(\quad \triangleright\) Recovering the matrix exponential
        \(B=B^{2}\)
    end for
```


## 4. Numerical experiments

In this section, we will firstly compare expmber, the MATLAB implementation corresponding to Algorithm 1, based on Bernoulli approximation, with the functions exptaynsv3 [12], that computes the matrix exponential using Taylor matrix polynomials, and expm_new [8], which implements a scaling and squaring Padé-based algorithm to work out the mentioned matrix function. Next, we will compare expmbertay, the function that combines Taylor and Bernoulli approximations in accordance with Algorithm 2, with expmber, exptaynsv3 and expm_new.

Algorithm 3 computes the "exact" matrix exponential function thanks to MATLAB's Symbolic Math Toolbox with 256 digits of precision. This algorithm provides the exact solution when it finds that the relative error between $T_{m_{k}}^{(j)}(n)$ and $T_{m_{k-1}}^{(i)}(n)$ is less than $u=2^{-53}$ (see (18)), where $T_{m}^{(s)}(n)$ is the Taylor matrix approximation of order $m$ of the scaled matrix $A / 2^{s}$, computed with $n$ digits of precision by using the vpa (variable-precision arithmetic) MATLAB function in the Algorithm 4. Previously, $T_{m_{k}}^{(j)}(n)$ and $T_{m_{k-1}}^{(i)}$ have been calculated so that (16) and (17) are fulfilled.

```
Algorithm 3 Computes the "exact" matrix exponential \(T=e^{A}\), where \(A \in\)
\(\mathbb{C}^{r \times r}\), by means of Taylor expansion.
    1: if there exist two consecutive orders \(m_{k-1}, m_{k} \in\{30,36,42,49,56,64\}\) and
    integers \(1 \leq i, j \leq 15\) for \(s\) such that
\[
\begin{equation*}
\frac{\left\|T_{m_{k-1}}^{(i)}(n)-T_{m_{k-1}}^{(i-1)}(n)\right\|_{1}}{\left\|T_{m_{k-1}}^{(i)}(n)\right\|_{1}}<u \tag{16}
\end{equation*}
\]
and
\[
\begin{equation*}
\frac{\left\|T_{m_{k}}^{(j)}(n)-T_{m_{k}}^{(j-1)}(n)\right\|_{1}}{\left\|T_{m_{k}}^{(j)}(n)\right\|_{1}}<u \tag{17}
\end{equation*}
\]
and
\[
\begin{equation*}
\frac{\left\|T_{m_{k}}^{(j)}(n)-T_{m_{k-1}}^{(i)}(n)\right\|_{1}}{\left\|T_{m_{k}}^{(j)}(n)\right\|_{1}}<u \tag{18}
\end{equation*}
\]
by using Algorithm 4, then
return \(T=T_{m_{k}}^{(j)}(n)\)
else
return error
end if
```

```
Algorithm 4 Computes \(T_{m}^{(s)}(n)=e^{A}\), where \(A \in \mathbb{C}^{r \times r}\), by Taylor expansion
of order \(m\) and scaling parameter \(s\) using vpa MATLAB function with \(n\) digits
of precision.
    1: Compute \(T_{m}^{(s)}(n)=P_{m}\left(A / 2^{s}\right)\) using Taylor expansion of order \(m\) with \(n\)
    digits of precision
    for \(i=1: s\) do
    \(T_{m}^{(s)}(n)=\left[T_{m}^{(s)}(n)\right]^{2}\)
    end for
```


### 4.1. Experiments description

The following test battery, composed of three types of different and representative matrices, has been chosen to compare the numerical performance of the above described codes:
a) One hundred diagonalizable $128 \times 128$ real matrices with 1 -norms varying from 2.18 to 207.52 . These matrices have the form $A=V D V^{T}$, where $D$ is a diagonal matrix with real and complex eigenvalues and $V$ is an orthogonal matrix obtained as $V=H / \sqrt{128}$, being $H$ the Hadamard matrix. The "exact" matrix exponential was computed as $\exp (A)=V \exp (D) V^{T}$ (see [4, pp. 10]).
b) One hundred non-diagonalizable $128 \times 128$ complex matrices with 1-norms ranging from 84 to 98 . These matrices have the form $A=V J V^{T}$, where $J$ is a Jordan matrix with complex eigenvalues of modulus less than 10 and random algebraic multiplicity varying from 1 to $5 . V$ is an orthogonal matrix obtained as $V=H / \sqrt{128}$, where $H$ is the Hadamard matrix. The "exact" matrix exponential was worked out as $\exp (A)=V \exp (J) V^{T}$.
c) State-of-the-art matrices:

- Forty $128 \times 128$ matrices from the Matrix Computation Toolbox (MCT) [32].
- Sixteen matrices from the Eigtool MATLAB package (EMP) [33] with sizes $127 \times 127$ and $128 \times 128$.
The "exact" matrix exponential for these matrices was computed by using Taylor approximations of orders $30,36,42,49,56$ and 64 , changing their scaling parameter (see Algorithm 3).
Although the MCT and the EMP are initially composed of fifty-two and twenty matrices, respectively, twelve from the MCT and four from the EMP matrices were discarded for different reasons. For example, matrices numbers $5,10,16,17,21,25,26,42,43,44$ and 49 belonging to the MCT and matrices numbers 5 and 6 appertaining to the EMP were not taken into account since the exact exponential solution could not be computed. Besides, matrix number 2 from the MCT and matrices numbers 3 and 10 from the EMP were not

Table 2: Matrix products (P) for Tests 1, 2 and 3 using expmber, exptaynsv3 and expm_new MATLAB codes.

|  | P (expmber) | P (exptaynsv3) | P (expm_new) |
| :---: | :---: | :---: | :---: |
| Test 1 | 1131 | 1131 | 1178.33 |
| Test 2 | 1100 | 1100 | 1227.33 |
| Test 3 | 617 | 617 | 654.67 |

considered because the excessively high relative error provided by all the methods to be compared.

An experiment, called Test, is performed for each of the three sets of matrices described, respectively, that evaluates the computational cost and the numerical accuracy of the methods under comparison. The three tests have been executed using MATLAB (R2018b) running on an HP Pavilion dv8 Notebook PC with an Intel Core i7 CPU Q720 @1.60Ghz processor and 6 GB of RAM.

### 4.2. Experimental results

Table 2 shows the computational costs of each method represented in terms of the number of matrix products ( P ), taking into account that the cost of the rest of the operations is negligible compared to it for big enough matrices. As it can be seen, expmber and exptaynsv3 achieved an identical number of matrix multiplications, since the same algorithm was used by both of them to calculate the degree of the polynomial $(m)$ and the value of the scaling $(s)$. This number of products was lower than that required by expm_new, which gave rise to the highest computational cost. In addition to the matrix products, expm_new solves a system of linear equations with $n$ right-hand side vectors where $n$ represents the size of the square coefficient matrix, whose computational cost was approximated as $4 / 3$ matrix products.

Table 3, on the other hand, shows the percentage of cases in which the relative errors of expmber are lower, greater or equal than those of exptaynsv3 and expm_new. More in detail, the relative error was computed as

$$
\mathrm{E}=\frac{\|\exp (A)-e \tilde{x} p(A)\|_{1}}{\|\exp (A)\|_{1}}
$$

where $e \tilde{x} p(A)$ is the approximate solution and $\exp (A)$ is the exact one.
With the exception of Test 3, the Bernoulli approach resulted in relative errors lower than those of Taylor one. With regard to Padé, the Bernoulli algorithm always offered considerably more accurate results, which reached up to $100 \%$ of the matrices for Test 2.

For the three tests, respectively, the normwise relative errors (a), the performance profiles (b), the ratio of the relative errors (c) and the ratio of the matrix products (d) among the distinct compared methods have been plotted in Figures 1, 2, and 3.

Table 3: Relative error comparison among expmber vs exptaynsv3 and expmber vs expm_new for the three tests.

|  | Test 1 | Test 2 | Test 3 |
| :---: | :---: | :---: | :---: |
| E (expmber)<E(exptaynsv3) | $56 \%$ | $91 \%$ | $30.36 \%$ |
| $\mathrm{E}($ expmber) $>\mathrm{E}($ exptaynsv3) | $43 \%$ | $9 \%$ | $62.5 \%$ |
| E (expmber) $=\mathrm{E}($ exptaynsv3) | $1 \%$ | $0 \%$ | $7.14 \%$ |
| $\mathrm{E}($ expmber $)<\mathrm{E}($ expm_new) | $97 \%$ | $100 \%$ | $69.64 \%$ |
| E (expmber) $>\mathrm{E}$ (expm_new) | $3 \%$ | $0 \%$ | $30.36 \%$ |
| $\mathrm{E}($ expmber) $=\mathrm{E}$ (expm_new) | $0 \%$ | $0 \%$ | $0 \%$ |

Regarding the normwise relative errors presented in Figures 1a, 2a and 3a, their solid line represents the function $k_{\exp } u$, where $k_{\exp }$ (or cond) is the condition number of the matrix exponential function [4, Chapter 3] and $u$ is the unit roundoff. In general, expmber exhibited a very good numerical stability. This can be appreciated seeing the distance from each matrix normwise relative error to the cond $* u$ line. In Figures 1a and 2a, the numerical stability is even much better because these errors are below this line. Because $k_{\text {exp }}$ was infinite or enormously high for the matrices $6,7,12,15,23,36,39,50$ and 51 from the MCT and for the matrices $1,4,8$ and 15 from the EMP, all of them were rejected in the Figure 3a visualisation but considered in the other ones.

In the performance profile Figures (1b, 2b and 3 b ), the $\alpha$ coordinate, on the $x$-axis, varies from 1 to 5 in steps equal to 0.1 . For a concrete $\alpha$ value, the $p$ coordinate, on the $y$-axis, means the probability that the considered algorithm has a relative error lower than or equal to $\alpha$-times the smallest relative error over all the methods on the given test. For the first two tests (Figures 1b, 2b), the performance profile shows that Bernoulli and Taylor methods accuracy was similar. Both of them had much better correctness than the Padé method. Notwithstanding, Figure 3b reveals that exptaynsv3 code improved the result accuracy against the expmber function, for the Test 3.

In Figures 1c, 2c and 3c, the ratios of relative errors have been presented in decreasing order with respect to E (expmber)/E(exptaynsv3). They confirm the data exposed in Table 3, where it was shown that expmber provides more accurate results than exptaynsv3 for Tests 1 and 2, but not for Test 3. It is obvious to note that Padé offered the worst performance in most cases.

In our opinion, this is clearly due to the distinctive numerical characteristics of the 3 sets of matrices analysed and the degree of the polynomial $(m)$ required to be used. According to our experience, expmber provides results with a very appropriate accuracy for values of $m$ equal to 25 or 30 . However, for significantly lower values, expmber will be less competitive than other codes, such as exptaynsv3. Minimum, maximum and average values of $m$ required for Tests 1, 2 and 3 are collected in Table 4 . In more detail, Figure 4 shows the approximation polynomial order employed in the calculation of the exponential function by means of expmber (or exptaynsv3) for each of the matrices that are part of the test battery.

As it was presented in Table 2, expmber and exptaynsv3 functions per-


Figure 1: Experimental results for Test 1.

Table 4: Minimum, maximum and average polynomial degree (m) required for Tests 1,2 and 3 using expmber or exptaynsv3 functions.

|  | Minimum | Maximum | Average |
| :---: | :---: | :---: | :---: |
| Test 1 | 16 | 30 | 27.51 |
| Test 2 | 30 | 30 | 30 |
| Test 3 | 12 | 30 | 25.70 |

formed a lower number of matrix operations than expm_new one. This statement can be also corroborated from the results displayed in Figures 1d, 2d and 3d, where the ratio between the number of expm_new and expmber matrix products ranged from 1.03 to 1.22 for Test 1, from 1.03 to 1.12 for Test 2 and from 0.67 to 2.87 for Test 3 .

Next, we will analyse the idea of using Bernoulli and Taylor methods together, giving place to a novel approach to compute the matrix exponential function. For that, we will start getting the benefits of the exptaynsv3 function against expm_new one. As Table 5 shows, the percentage of cases in which


Figure 2: Experimental results for Test 2.
Table 5: Relative error comparison between exptaynsv3 and expm_new for the three tests.

|  | Test 1 | Test 2 | Test 3 |
| :---: | :---: | :---: | :---: |
| $\mathrm{E}($ exptaynsv3)<E(expm_new) | $100 \%$ | $100 \%$ | $89.29 \%$ |
| $\mathrm{E}($ exptaynsv3) $>\mathrm{E}($ expm_new $)$ | $0 \%$ | $0 \%$ | $10.71 \%$ |
| $\mathrm{E}($ exptaynsv3 $)=\mathrm{E}($ expm_new $)$ | $0 \%$ | $0 \%$ | $0 \%$ |

Taylor relative error is lower than Padé reaches $100 \%$ for Test 1 and 2, and $89.29 \%$ for Test 3. Evidently, these error percentages improve those offered by Bernoulli approximation with respect to expm_new, as described in Table 3.

From these excellent results, we therefore considered the possibility of combining Bernoulli and Taylor methods, giving rise to the expmbertay code. In this new function, and according to the comparison between the coefficients of their polynomials carried out previously, we will use the Taylor approach (exptaynsv3) for values of $m$ below 25 and the Bernoulli approximation (expmber) when m equals 25 or 30 . In this way, the number of matrix products needed by expmbertay will obviously be identical to that of expmber or


Figure 3: Experimental results for Test 3.
exptaynsv3.
Table 6 collects thus the percentage of matrices in which the relative errors of expmbertay are lower, greater or equal than those of exptaynsv3, expmber and expm_new. For the vast majority of matrices, expmbertay provided an accuracy in the results practically identical to that of expmber, but improving even the latter by $23.21 \%$ for the matrices of Test 3. With respect to exptaynsv3, expmbertay also enhanced the results achieved by expmber, so that this combined method is now better or equal than exptaynsv3 in $55.36 \%$ of cases for Test 3. Moreover, expmbertay became better than expm_new in $100 \%$ of the matrices for Test 1 and 2, and $91.07 \%$ for Test 3, which is higher than the percentages individually offered by expmber (69.64\%) and exptaynsv3 (89.29\%).

Numerical features of expmbertay are finally exposed in Figures 5, 6 and 7 for the three tests by means of the normwise relative errors (a), the performance profiles (b) and the ratio of the relative errors (c). As it can be seen, the method presents an excellent precision in the results, with very low relative errors and a very high probability in the performance profile pictures.


Figure 4: Polynomial order (m) for Test 1, 2 and 3.

Table 6: Relative error comparison among expmbertay vs exptaynsv3, expmbertay vs expmber, and expmbertay vs expm_new for the three tests.

|  | Test 1 | Test 2 | Test 3 |
| :---: | :---: | :---: | :---: |
| E (expmbertay)<E(exptaynsv3) | $57 \%$ | $91 \%$ | $44.64 \%$ |
| E (expmbertay) $>\mathrm{E}$ (exptaynsv3) | $42 \%$ | $9 \%$ | $44.64 \%$ |
| E (expmbertay)=E(exptaynsv3) | $1 \%$ | $0 \%$ | $10.72 \%$ |
| E (expmbertay)<E(expmber) | $3 \%$ | $0 \%$ | $23.21 \%$ |
| E (expmbertay) $>\mathrm{E}$ (expmber) | $0 \%$ | $0 \%$ | $0 \%$ |
| E (expmbertay)=E(expmber) | $97 \%$ | $100 \%$ | $76.79 \%$ |
| E (expmbertay) $<\mathrm{E}$ (expm_new) | $100 \%$ | $100 \%$ | $91.07 \%$ |
| E (expmbertay) $>\mathrm{E}$ (expm_new) | $0 \%$ | $0 \%$ | $8.93 \%$ |
| E (expmbertay)=E(expm_new) | $0 \%$ | $0 \%$ | $0 \%$ |

We have also included into the developed software an "accelerated" version of the expmber function that computes the matrix exponential on an NVIDIA GPU. Matrix multiplication is an operation very rich in intrinsic parallelism that


Figure 5: Experimental results for Test 1.
can be optimized for GPUs. Algorithms that rely on many matrix multiplications, like the one proposed, can take full advantage of these devices through the use of the cuBLAS [34] package. Our "GPU version" uses the regular MATLAB scripting language in the same way as in the other algorithms used so far but, at some points in the code, a function implemented into a MEX file is called. This function is implemented in CUDA [35] and dispatches the operation described in the function to the GPU. This way, all the matrix products are computed by the GPU presented in the computing platform. The exact implementation details about how these MEX files are implemented can be found in [36].

The experimental results corresponding to this part of the work were carried out on a computer equipped with two processors Intel Xeon CPU E5-2698 v4 $@ 2.20 \mathrm{GHz}$ (Broadwell architecture) featuring 20 cores each. The regular MATLAB files, i.e. all those that do not make use of the GPU through a MEX file,


Figure 6: Experimental results for Test 2.
use the 40 cores available in the target computer by default ${ }^{1}$. We denote this implementation as the "CPU version" when compared with the "GPU version" described above. To get the algorithm performance on the GPU, we used one NVIDIA Tesla P100-SXM2 (Kepler architecture) that counts on 3584 CUDA cores and 16 GB of memory.

Figure 8 shows the execution time in seconds on the left and the speed up achieved with the GPU version with regard to its CPU counterpart on the right. The plots also compare the performance of the former algorithm based on Taylor series (exptaynsv3) with the new one based on Bernoulli series (expmber) presented here. At the light of the figure, it can be concluded that both algo-

[^2]

Figure 7: Experimental results for Test 3.
rithms, exptaynsv3 and expmber, behave very similarly. The reduction in time obtained with the GPU with respect to the CPU starts approximately with matrices of size $n=1000$ and increases with the problem size. The weight of both algorithms falls on the same basic computational kernel (matrix multiplications) and both of them require an identical number of them. The computational performance of routine expmbertay would be very similar to expmber, since it uses once again the same number of matrix products.

## 5. Conclusions

The starting point of this work is a new expression of the matrix exponential function cast in terms of Bernoulli matrix polynomials. Using this series expansion, a new method for calculating the exponential of a matrix (implemented as expmber code) has been developed. The proposed algorithm has been tested using a state-of-the-art matrix test battery with different features (diagonalizable and non diagonalizable, with particular eigenvalue spectrum) that covers a wide


Figure 8: Execution time (a) and speed up (b) of the algorithm to compute the matrix exponential using the Taylor series (exptaynsv3) and the Bernoulli (expmber) series on CPU and on GPU for large randomly generated matrices.
range of cases. The developed code has been compared with the best implementations available, i.e. Padé-based algorithm (expm_new) and Taylor-based one (exptaynsv3), outperforming Padé-based algorithm and giving results at the level of Taylor-based solutions in both accuracy and computational cost.

Preliminary results with the Bernoulli version for the matrix exponential function motivated us to develop a hybrid code (called expmbertay) that combines the best of both the Taylor and Bernoulli solutions and resulting in excellent results. Therefore, expmbertay code is clearly competitive and highly recommended for the matrix exponential calculation, regardless of the type of matrix to be computed. Finally, we showed that the two algorithms developed in this contribution keep the advantages of other ones based on matrix polynomial expansion. Since they all are based on matrix multiplications, the GPU version implemented has turned out to be a strong tool to compute the matrix exponential approximation when the numerical methods employed are stressed with large dimension matrices.
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