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Abstract: In recent decades, the feasibility of using terrestrial laser scanning (TLS) in forest inventories
was investigated as a replacement for time-consuming traditional field measurements. However, the
optimal acquisition of point clouds requires the definition of the minimum point density, as well as
the sensor positions within the plot. This paper analyzes the effect of (i) the number and distribution
of scans, and (ii) the point density on the estimation of seven forest parameters: above-ground
biomass, basal area, canopy base height, dominant height, stocking density, quadratic mean diameter,
and stand density index. For this purpose, 31 combinations of TLS scan positions, from a single scan
in the center of the plot to nine scans, were analyzed in 28 circular plots in a Mediterranean forest.
Afterwards, multiple linear regression models using height metrics extracted from the TLS point
clouds were generated for each combination. In order to study the influence of terrain slope on the
estimation of forest parameters, the analysis was performed by using all the plots and by creating two
categories of plots according to their terrain slope (slight or steep). Results indicate that the use of
multiple scans improves the estimation of forest parameters compared to using a single one, although
using more than three to five scans does not necessarily improves the accuracy. Moreover, it is also
shown that lower accuracies are obtained in plots with steep slope. In addition, it was observed
that each forest parameter has a strategic distribution depending on the field of view of the TLS.
Regarding the point density analysis, the use of 1% to 0.1% (≈136 points·m−2) of the initial point
cloud density (≈37,240.86 points·m−2) generates an R2

adj difference of less than 0.01. These findings
are useful for planning more efficient forest inventories, reducing acquisition and processing time as
well as costs.

Keywords: terrestrial laser scanning; point-cloud density; multi-scan; random sample; LiDAR height
metrics; scanner positions; terrain slope

1. Introduction

Forest inventories provide data for forest assessment, development, monitoring, plan-
ning, or research, contributing to the quantitative and qualitative description of forest
status and evolution. The information on forest conditions provided by forest inventories
is particularly relevant for monitoring the Earth’s climate dynamics, studying the effects
of climate change, or preventing major forest fires [1]. In this sense, the importance of
obtaining as much information as possible on the status, potential evolution, and capacity
of forests, encouraged countries to conduct inventories at a national level regularly. Con-
ducting a forest inventory at a national level is a task that involves great complexity and
effort, requiring continuous improvements in planning, data collection, and processing [2].

In recent decades, the use of remote sensing, in particular, laser scanning technology
(light detection and ranging (LiDAR)), allowed for the characterization of forest parameters
accurately with less effort, increasing the agility of the measurements [2]. Laser scanning
systems, either airborne (i.e., airborne laser scanning: ALS) or terrestrial (i.e., terrestrial
laser scanning: TLS), are capable of measuring the distance from the sensor to the surfaces
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intercepted [3], recording the position (X, Y, Z) and the intensity of the returns. These
instruments can radiate millions of laser pulses per scan, which allows for the creation of
vast dense and highly detailed 3D point clouds [4], to be used for the extraction of metrics
and the generation of prediction models of forest parameters.

Both ALS and TLS were demonstrated to be useful in quantifying components of forest
structural diversity at different scales of work; however, at plot level, TLS obtains finer-scale
details within sites [5]. The potential of TLS to successfully measure forest environment
characteristics was studied over the past two decades [6,7]. The TLS has the capacity to
register large open spaces, but the existence of a high presence of elements in forest areas
(i.e., trees, bushes, stems, branches, leaves, etc.) leads to a high interception of the beams,
causing occlusion and requiring an increase in the number of scans to avoid a loss of
information. In this sense, the static position of the instrument makes it a disadvantage
compared to mobile laser scanning (MLS) [8], which minimizes the occlusion by registering
from different positions, but the accuracy of the MLS data is usually lower than the one from
multi-scan TLS [9]. On the other hand, some aspects, such as the lack of efficient processing
systems and workflows to manage the massive data recorded with TLS prevented it from
being frequently used in forest inventories. Therefore, the efficiency of data collection is
crucial to use TLS in forest inventories as an alternative to traditional techniques.

There are three main techniques for the extraction of information from TLS point
clouds information and the subsequent estimation of forest parameters: (1) gap probability,
(2) geometrical modeling [3], and (3) point cloud height metrics [10]. Gap probability
methods are used to estimate parameters such as plant area density (PAD) [11] or leaf area
index (LAI) at the voxel level according to the number of pulses crossing it [12,13]. Geo-
metric modeling allows explicit reconstruction of the structure of an individual tree [4,14].
The point cloud height metrics method consists of calculating statistics from the 3D point
cloud height values. This method was successfully employed in the estimation of forest
parameters from ALS point clouds [15–17]. Although its use with TLS is lower, results also
show high accuracy. For example, Zimbres et al. [10] estimated above-ground biomass
(AGB) at plot scale for three savanna vegetation types (woodland savanna, riparian forest,
and forested savanna), obtaining R2

adj values between 0.58 and 0.92. Srinivasan et al. [18]
obtained models to estimate AGB in Pinus taeda plantations using point cloud height met-
rics, achieving R2

adj of 0.82 and root mean square error (RMSE) of 31.33 kg at a national
level, and R2

adj of 0.83 and RMSE of 28.81 kg at a regional level. Torralba et al. [19] classified
Mediterranean forest species composition using point cloud height metrics with different
datasets (ALS discrete, ALS full waveform, and TLS) obtaining a classification accuracy of
77.8% using TLS. These results demonstrate that accurate results can be obtained in the
estimation of forest parameters using TLS data and point cloud height metrics.

The accuracy in the estimation of forest parameters using TLS data depends on several
acquisition parameters. One of the most discussed is the number of scans required per
plot [4,6,20–22]. Frequently, TLS data may be acquired on a plot using single-scan or
multiple-scan approaches. The single-scan mode involves placing the scanner in the center
of the plot and mapping the trees from a single point of view. This approach is the quickest
and simplest, but it is one of the most affected by the occlusion generated by the forest
elements [6]. Depending on the type of forest, up to 40% of the trees in the plot are not
detected [23–25]. In multi-scan mode, several scans are taken from inside and outside the
plot. This scanner configuration registers more detailed point clouds by scanning the trees
from several positions. Nevertheless, the multi-scan mode requires more time in the field
due to the higher number of acquisitions and the need for reference targets. In addition,
the data processing efforts are higher in terms of cloud collection registration [7]. There
are additional approaches, such as the iterative mode design, proposed by Li et al. [26],
based on the occlusion effect in the plot. This method consists of deriving the optimal
locations of the TLS with previous knowledge of the distribution map of the trees in the
plot and the quantitative indicators associated with the occlusion effect. However, this
method requires previous knowledge about the location of the trees, which is information



Forests 2022, 13, 2115 3 of 22

that is not usually available. Due to the different configuration possibilities of the TLS
scans in terms of number, distance, and geometry, the appropriate choice of field data
acquisition methodology (according to the characteristics of the forest) plays a key role in
the validity of the forest information collected, and in the acquisition and data processing
times. These two aspects, acquisition and processing time, are directly related to the
point density in the TLS point cloud. On the one hand, TLS field acquisition time can
substantially influence the number of days and budget spent on data acquisition, which
will also depend on the technical specifications of the sensor (pulse rate, accuracy, scan
angle, acquisition speed, etc.) [14], as well as on the forest structure [10,27] or the number of
scans performed [4,20,28]. On the other hand, processing time of point clouds can be slower
than manual inventory measurements, depending on the computational characteristics of
the computer used [20] and the automation of the method used for data processing and
analysis. Therefore, optimizing the instrument parameters according to the given project
requirements [4], as well as the point density [29], can minimize the cost.

Although the development of methods for estimating forest parameters with TLS is
particularly significant, there is still a trade-off between the accuracy and the TLS point
cloud density in the estimation of plot-scale forest parameters. The main objective of this
study is to analyze the influence of the TLS configuration on the data collection for forest
inventories. To achieve this, two specific objectives were analyzed: the influence of (i) the
distribution and number of scans, and (ii) the point density. For this purpose, seven forest
parameters were tested: AGB, basal area (BA), canopy base height (CBH), dominant height
(Hd), stocking density (N), quadratic mean diameter (QMD), and stand density index (SDI).

2. Materials and Methods
2.1. Study Area

The study area is located in the Natural Park of Sierra de Espadán on the eastern coast
of the Iberian Peninsula (Castellón, Spain). This area is a Mediterranean mountainous forest
with a natural function, composition, and structure, derived from complex historical inter-
actions between anthropological impacts (i.e., farming terraces, wildfires, and reforestation)
and harsh environmental conditions (i.e., severe drought and degraded soils) [19,30]. The
plots were established in areas where trees have a uniform age structure, dominated by
coniferous forests. The dominant tree species in the plots are Aleppo pine (Pinus halepensis
Mill.) and maritime pine (Pinus pinaster Aiton), which are sometimes mixed with other
deciduous species, such as cork oak (Quercus suber L.) and holm oak (Quercus ilex L.). The
understory is made up of shade-tolerant Mediterranean species adapted to withstand the
summer drought (e.g., Erica multiflora L., Genista Scorpius (L.) DC., Cistus sp. L., Pista-
cia lentiscus L., and Quercus coccifera L.), with an uneven distribution depending on the
dominant tree species and the tree canopy cover.

2.2. Methodology Overview

A general overview of the methodology and associated processes is illustrated in
Figure 1. First, the TLS data were acquired in the field by setting six reference spheres
at visible points, being at least three of them visible from each of the nine scan positions
within the plot (step 1). After the point cloud acquisition, traditional forest inventory was
carried out, characterizing the plot qualitatively and quantitatively (step 2). Tree ground
truth data were processed to estimate the different parameters at the plot level (step 3).
Simultaneously, all the point clouds were denoised and co-registered (step 4). Once the
point clouds were co-registered, ground points were identified (step 5) and used to generate
a digital terrain model (DTM) for each plot (step 6), and subsequently used to normalize the
point cloud height (step 7). Afterwards, 31 combinations of different scan positions were
created considering the location and distance of the scanner concerning the plot center (step
8). Then, for each of the 31-point cloud combinations, height metrics were extracted (step 9).
Using the height metrics as independent variables and the forest parameters as dependent
variables, we performed multiple linear regressions (step 10) with a subsequent assessment
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(step 11). Once the best model was identified for each forest parameter, we progressively
reduced the point cloud density for the selected combinations (step 12). Finally, the weights
of the independent variables were readjusted (step 13), and the influence of the reduction
in point density on the estimation of the forest parameters was analyzed (step 14).
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Figure 1. Overview of the methodological workflow. DBH, diameter at breast height; AGB, above-
ground biomass per plot; BA, basal area per hectare; CBH, mean canopy base height of the 7 thickest
trees on the plot; Hd, mean height of the 7 thickest trees on the plot; N, number of trees per plot;
QMD, quadratic mean diameter; SDI, stand density index; and DTM, digital terrain model.

2.3. Field Data Collection

Data were acquired between September and October 2015 in 28 circular plots with a
15 m radius (i.e., 706 m2) (Figure 2). Plots were randomly distributed, avoiding inaccessible
areas, to collect information on the different forest types (coniferous, broadleaves, and
mixed) and different forest structures.
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Figure 2. (a) General location of the study area in South-Western Europe, and (b) detailed plot
locations (dark circles).

2.3.1. Reference Field Data

In each of the 28 plots, the diameter at breast height (DBH) and tree species were
registered for all the trees with a DBH above 5 cm. The height and canopy base height were
also measured for the seven trees with the greatest DBH (step 2 in Figure 1), following
the criterion proposed by Assman [31], consisting of selecting the 100 dominant trees per
hectare to estimate the height of the forest stand. Since our plots have an area of 706 m2,
the proportional number of trees was seven. Additionally, terrain slope and herbaceous
and shrub coverage per plot were measured. Afterwards, collected data were used to
estimate forest parameters at plot level: AGB, BA, CBH, Hd, N, QMD, and SDI (step 3 in
Figure 1). AGB was calculated per plot following the full tree allometric functions presented
by Montero et al. [32] BA was obtained as the sum of the normal sections (at 1.30 m) of
all the trees within the plot, then extrapolated to the hectare. CBH was calculated as the
average of the canopy base height from the seven trees with the highest DBH per plot,
Hd as the average of the height from the seven trees with the highest DBH per plot, and
N as the number of trees within the plot. QMD represents the diameter of the tree of
the average basal area in the stand [33]. SDI represents the density of the forest stands
using the definition of Reineke [34], as an index based on the number of trees per hectare
and the normal diameter of the mean basal area tree (i.e., the mean square diameter).
The herbaceous cover is sparse, its and the maximum height varies from 0.15 to 0.30 m.
The shrub cover is variable, with heights ranging from 0.41 to 1.07 m, with an average
of 0.74 m. Table 1 summarizes the statistics for the 28 plots. In general, the 28 even-
aged plots represent five different types of forest structures: (1) pure P. halepensis plots,
pole wood, medium density (650–950 trees/ha); (2) pure P. halepensis plots, high forest,
low density (350–600 trees/ha); (3) pure P. pinaster plots, pole wood, medium density
(650–1100 trees/ha); (4) mixed plots of P. pinaster—Q. suber, different age classes, medium
density (750–950 trees/ha); and, (5) mixed plots of P. halepensis—P. pinaster, different age
classes, and medium density (600–700 trees/ha).
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Table 1. Summary statistics of sample plots. Mean, SD, and Min. and Max. refer to the average,
standard deviation, and minimum and maximum values, respectively, obtained in the 28 plots.

Number of sample plots 28
Main species P. halepensis, P. pinaster and Q. suber

DBH range (cm) 5.0–82.0

Mean SD Min Max

Slope (%) 21.5 11.6 0.0 45.6
Herbaceous cover (%) 40 30 0 90

Shrub cover (%) 40 20 10 90
AGB (T·plot−1) 7.90 4.11 1.67 19.40

BA/ha (m2·ha−1) 31.99 14.16 9.03 73.50
CBH (m) 6.6 2.2 1.1 10.2
Hd (m) 14.4 2.6 7.6 18.9

N/plot (trees·plot−1) 53 16 25 81
N/ha (trees·ha−1) 731 209 354 1103

QMD (cm) 23.4 4.0 12.7 29.6
SDI (trees·ha−1) 661 264 240 1406

2.3.2. TLS Data Collection

TLS data acquisition (step 1 in Figure 1) was undertaken simultaneously with manual
measurements of forest parameters using a FARO FOCUS 3D 120 (FARO Technologies Inc.,
Lake Mary, FL, USA) phase-based laser scanner whose technical specifications are shown
in Table 2. TLS operated in 1/4 scan resolution mode and quality 2× (two sample points
sent in the same direction to average the position of their returns); each scan took 1–3 min
and produced a point cloud between 1800 and 23,700 points·m−2 (11,467.21 points · m−2

on average). Point density differences at each TLS position in the same plot were due
to occlusion generated by the scanner position, differences in the forest structure, or the
number of objects blocking the beam return to the sensor. For each return point, XYZ
coordinates, intensity, plot id, and scan id were registered.

Table 2. TLS specifications.

Sensor Faro Focus 3D 120
Accuracy ±2 mm at 25 m

Range 0.6–120 m
Pulse frequency 97 Hz

Scan angle H: 360◦/V: 305◦

Wavelength 905 nm
Beam divergence 0.19 mrad

Measurement speed 122.000–976.000 points/sec
Size 24.1 × 20.3 × 10.2 cm

Weight 5.2 Kg

Data were collected on days without mist, fog, or rain with a wind speed below
5 m·s−1. Plot centers were measured using a Leica RTK 1200+ GPS (Leica Geosystems
Inc., Heerbrugg, Switzerland) with an average XY dimension accuracy of 0.4 m ± 0.27 m,
and 0.73 m ± 0.51 at the Z dimension. To minimize the occlusion and collect the forest
structural variability of the plots, the sensor was placed in nine different positions per plot.
A scan was established in the plot center, four acquisitions at 15 m (edge of the plot) in each
cardinal direction (N, E, S, and W), and four acquisitions at 7.5 m in the secondary cardinal
points (NE, SE, SW, and NW) (Figure 3a).
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representing in italics the positions located at 15 m.

2.4. Data Pre-Processing

The nine TLS point clouds per plot were co-registered (step 4 in Figure 1) by identifying
the different spherical targets (120 mm diameter) available in the point cloud in the FARO
SCENE© software (Version 6.2, Lake Mary, FL, USA). To perform the co-registration, at
least three spherical targets visible from adjacent scans were identified in each point cloud
using a semi-supervised target-based approach. Co-registration accuracy in all plots was
±2 mm. Next, a supervised removal of anomalous points or noise was performed (step
4 in Figure 1).

To further retrieve normalized height metrics referred to the ground, it was firstly
required to generate a DTM. To do this, ground points were identified (step 5 in Figure 1)
by using the adaptation of the Axelsson [35] algorithm implemented in LAStools (Version
190114, Gilching, Germany) [36], selecting as input parameters an extra fine search for
ground points in natural environments [37]. Next, points identified as ground were used
to generate the DTM (step 6 in Figure 1). Then, the heights of all the point clouds were
normalized (step 7 in Figure 1) using the DTM as the reference surface.

In order to perform the analysis of the distribution and number of TLS scans, the
different point clouds registered from each position within each plot were combined as
mentioned in Figure 3b.; i.e., from a single scan located in the plot center to the combination
of the nine scans (step 8 in Figure 1). Nevertheless, the analysis of all possible combinations
was discarded due to data processing volume (i.e., resulting in 9! combinations = 362,880).
A total of 31 representative and geometrically balanced combinations were performed
(Figure 3b.), trying to reflect the plot structure by covering the entire plot and minimizing
the occlusion. The strategy followed to discard combinations was as follows: single scans
were not used except for the scan at the center of the plot; for the combinations of two
scan positions, the central scan was excluded, and the scans located at opposite sides
with a distance of 7.5 m and 15 m from the center of the plot, were combined to increase
the scanned area of the plot and maximize the information collected [38]; from the three-
position combinations, the most representative and geometrically balanced combinations
were selected, aiming to increase the area of the scanned plot and decrease the areas of low
probability of detection [38]; with four scan positions, the main and secondary cardinal
points were selected, excluding the central position and keeping a symmetric configuration;
for five scan positions, the four previously mentioned positions were kept plus the central
scan, following the same criteria; in the combination of eight scan positions, all the scans
were included except the central one; and the last combination consisted of merging all
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the point clouds acquired in the plot. Tests combining six and seven scan positions were
omitted because the symmetry and balance of the TLS positions, ensuring a homogeneous
point distribution, would be lost.

The last TLS data pre-processing step consisted of obtaining a suite of height distribu-
tion metrics (Table 3) using the Fusion/LDV software (Version 3.8, Portland, OR, USA). [39]
for each of the 31 scan combinations in the 28 plots (step 9 in Figure 1). To obtain these
metrics, only points above 10 cm in height were considered, thus excluding the ground
points and herbaceous vegetation. Intensity metrics were not included.

Table 3. Summary of the computed metrics including the abbreviation.

Type Metrics Name Abbreviations

Forest heigh metrics

Mean elevation Elev. Mean
Maximum elevation Elev. Maximum
L moment 2–4 elevation Elev. L2–L4
05th to 99th percentile of the return heights Elev. P05–P99
Elevation quadratic mean Elev. SQRT mean SQ
Elevation cubic mean Elev. CURT mean CUBE

Forest height
variability metrics

Standard deviation for the distribution of point heights Elev. SD
Coefficient of variation for the distribution of point heights Elev. CV
Variance for the distribution of point heights Elev. Variance
Skewness for the distribution of point heights Elev. Skewness
Kurtosis for the distribution of point heights Elev. Kurtosis
L moment coefficient of variation for the distribution of point heights Elev. L. CV
L moment skewness for the distribution of point heights Elev. L. Skewness
L moment kurtosis for the distribution of point heights Elev. L. Kurtosis
Interquartile distance for the distribution of point heights Elev. IQ
Average Absolute Deviation for the distribution of point heights Elev. AAD
Median of the absolute deviations from the overall median for the
distribution of point heights Elev. MAD. Median

Median of the absolute deviations from the overall mode for the
distribution of point heights Elev. MAD. Mode

Forest density metrics

Canopy relief ratio CRR
Percentage of all returns above the 0.1 m % ARA-0.1
Percentage of all returns above the mean % ARA-mean
Percentage of all returns above the mode % ARA-mode
All returns above mean divided by the total first returns x 100 ARA-mean
All returns above mode divided by the total first returns x 100 ARA-mode
Total return count above 0.10 TRCA-0.10

2.5. Regression Models

Forest parameters AGB, BA, CBH, Hd, N, QMD, and SDI were estimated at plot level
applying ordinary multiple regression models (step 10 in Figure 1), using TLS height distri-
bution metrics as independent variables. The Akaike information criterion (AIC) [40] was
followed to reduce the number of TLS variables, which is a measurement of the adjustment
of the relative model that expresses numerically the amount of information provided by
each variable and statistically determines the number of parameters in an equation. Vari-
ables were selected consecutively until the AIC was minimized, thus obtaining a reduced
set of predictive variables, with a maximum of three of them to avoid over-fitting.

Once variables were selected, stepwise multiple linear regression and the support
vector machine (SVM) were applied to estimate the forest parameters, evaluating the
models with the leave-one-out cross-validation technique (LOOCV). Finally, the resulting
prediction models were analyzed by comparing the adjusted coefficient of determination
(R2

adj), RMSE, and the normalized RMSE (nRMSE), defined as the RMSE divided by the
mean of the observed values (step 11 in Figure 1). The ordinary multiple linear regression
model with the highest R2

adj and the lowest RMSE was selected for each forest parameter



Forests 2022, 13, 2115 9 of 22

to perform the point density reduction. Additionally, the influence of the terrain slope on
the distribution and number of TLS scans was also evaluated. For this purpose, the set of
plots was divided into two groups defined by the median value of the slope (22%) plots
with a slight slope (i.e., <22%) and plots with a steep slope (i.e., >22%).

2.6. TLS Point Cloud Density Reduction

In order to test the influence of point density on the estimate of forest parameters, the
number of points was decreased by random subsampling, implemented in the CloudCom-
pare software (Version 2.11.3, Palaiseau, France) [41]. The random reduction applied is
based on keeping randomly, in each plot, the number of points prefixed by the user with re-
spect to the number of points present in the original point cloud. We performed progressive
random point reduction from the initial point cloud (step 12 in Figure 1), where the point
density for the seven selected combinations was between 4700 and 79,700 points·m−2. First,
points were removed by intervals of 10% (10%, 20%, . . . , and 90%). After the deletion of
90% of points from the initial TLS point cloud, point density was reduced by intervals of 1%
(91%, 92%, . . . ,99%). When 99% of the points were eliminated, the density was reduced by
intervals of 0.1% (99.1%, 99.2%, . . . , and 99.9%), then by intervals of 0.01% (99.91%, 99.92%,
. . . , and 99.99%), then again by intervals of 0.001% (99.991%, 99.992%, . . . , and 99,999%),
and finally by intervals of 0.0001%, resulting point clouds where 99.9991%, 99.9992%, . . . ,
and 99.9999% of the points from the initial point cloud were excluded. The reduction
algorithm was always implemented from the original point cloud in order to maintain the
randomness of the point selection, and not from the resulting point cloud obtained from a
previous reduction. The random reduction process was repeated 10 times for each forest
parameter to control the consistency of the results of the adjustment, independently of the
points removed in each repetition.

As a result of the above description, for each forest parameter, a set of 54 sub-clouds
with decreasing point densities was obtained. Figure 4 represents six profiles with a
progressive reduction in the initial point density of plot number 28 with a mix of P. pinaster
and Q. suber. From each sub-cloud, height distribution metrics were calculated (step
13 in Figure 1) following the procedure described in Section 2.4, to be used as potential
independent variables in newly trained models created following the methods described in
Section 2.5. Finally, the resulting models were evaluated by using R2

adj, RMSE, and nRMSE,
using LOOCV.

Once the evaluation was completed for every forest parameter and sub-cloud in each
of the repetitions, we analyzed the variation in R2

adj relative to each sub-cloud (step 14
in Figure 1). The variation in density was adjusted to a negative exponential distribution
Equation (1), fitting a negative exponential model based on the exponential semivariogram
model of David [42], and used by Crespo-Peremarch et al. [43] to model the influence of
pulse density from full-waveform airborne laser scanning data on derived metrics. In this
model, the values of R2

adj (y = dependent variable) tend to remain stable until reaching a
given point density (x = independent variable). The formula for the negative exponential
function is the following:

y = a + c ∗
(

1 − exp−
3∗x

b

)
(1)

where y = mean value of R2
adj for the 10 repetitions by percentage reduction,

x = value of density in points·m−2,
a = value of y where x = 0 in the negative exponential model,
b = value of x where y reaches 95% of the threshold value,
c = range of y, between a and the value of y, where the function is then stabilized,
a + c = y value where the function stabilizes.
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Figure 4. Effect of the progressive random reduction in the TLS point clouds over a profile with a
30 m length (central axis of the circular plot) by 10 m wide, resulting in an area of 296 m2. The image
sequence (a–f) shows the point density in the Y-axis and corresponds to plot n◦28 (mixed forest),
specifically to the combination of scans 0-5-6-7-8.

3. Results
3.1. Estimate of Forest Parameters Varying the Number and Distribution of TLS Scans

Regarding the relevance of the LiDAR height metrics used in the generation of the pre-
diction models, the use of different metrics was observed for the 31 selected combinations
in the estimate of the seven forest parameters. Figure 5 shows the percentage of use in the
regression models for each LiDAR height metric. In general terms, it is observed that the
most used elevation metrics were Elev. L. Kurtosis with 23.5%, followed by Elev. Skewness
with 18.9%, and the percentiles of Elev. P75 and Elev. P70 with 18.4 and 17.5%, respectively,
which were significantly used for AGB, BA, and SDI. The use of the metrics Elev. L. Kurtosis
and Elev. L. Skewness in the models highlights the importance of abrupt changes in TLS
point cloud height and point density distribution, which is consistent with interspecific
differences between the vertical structure of P. halepensis plots (where first branches are
above 1.1 m) and P. pinaster plots (where first branches are above 5.5 m). The remaining
metrics were used 15% or less, where the most relevant metrics for the other parameters
were Hd, Elev. P60, Elev. L. Skewness and Elev. L4; for N, the Elev. SD, the Elev. Kurtosis and
the IQ; for QMD, the Elev. Variance, the Elev. MAD. Mode and Elev. SQRT mean SQ; and
for CBH, the % ARA-mean, the Elev. SQRT mean SQ and the Elev. L. Kurtosis. The selected
metrics reflected the complementarity of two groups of metrics (forest height metrics and
forest height variability metrics) to describe and explain five parameters (AGB, BA, SDI, Hd
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and QMD) and the influence of the forest density metrics in explaining the CBH parameter.
Testing the results obtained with the ordinary multiple linear regression and SVM, the same
TLS optimal combinations were obtained for all the forest parameters using both methods.
Nevertheless, on the grounds that the number of samples, determined by the number of
plots, was limited, and due to the risk of over-fitting and the complexity of application if
using the SVM model, only the multiple linear regression was performed.
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Figure 5. Percentage of use of LiDAR metrics in the generation of the predictive models for the seven
forest parameters tested.

Figure 6 shows the variation in the adjusted R2 resulting from the estimate of each
forest parameter and each of the 31 combinations of scan number and position, for all the
28 plots (white boxes) and the plots divided according to their terrain slope (light and dark
brown boxes). When using all the plots, the CBH parameter was the least susceptible to
variations in the number and positions of TLS scans, with an R2

adj interquartile range of
10%. For BA and SDI parameters, the interquartile range of the R2

adj obtained was about
20%, and for AGB, QMD, Hd, and N parameters, the variation in the position and number
of the TLS scans resulted in 30% of the interquartile range in the R2

adj of the models. There
were also differences in the distribution of the R2

adj result adjusted by the parameter: for
AGB and SDI, about 50% of the models were above an R2

adj of 0.8 whose distribution
was negatively skewed; AGB had 50% of the models above an R2

adj of 0.75 with a normal
distribution with a tendency to be negatively skewed; CBH followed a normal distribution
with a median being close to an R2

adj of 0.8; Hd had a normal distribution with a tendency to
be negatively skewed, with a median value of R2

adj equal to 0.7, and an extreme maximum
value; for QMD, all of the models were below an R2

adj of 0.6 with a nearly symmetrical
distribution; and for the N parameter, the best model achieved an R2

adj equal to 0.628, but
half of the models had an R2

adj lower than 0.35. Considering the terrain slope (Figure 6), it
was observed that in slight slopes, mean accuracy of the observations was improved by
10%, 9%, 5%, and 1% for the forest parameters AGB, BA, SDI, and CBH with respect to
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steep slopes. In contrast, in steep slopes mean accuracy was improved by 2%, 20%, and
40% for the forest parameters Hd, N, and QMD. It was also observed that the differences
in accuracies of the selected models for both slope classes were lower than 5% for CBH,
Hd, and SDI forest parameters, and increased above 10% for the AGB, BA, N, and QMD
forest parameters.
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dark brown boxes represent the 14 plots with a steep slope.

Following results obtained for all the plots shown in Figure 6, Table 4 represents in
detail the results of the estimate of forest parameters related to the position in the plot and
the number of TLS scans. This table shows the combination of scans with the highest R2

adj
for each forest parameter, which was selected for the point density reduction and analysis;
as well as the results obtained for the central scan (0) and the nine-scan combination (ALL).
The table also shows the mean, maximum, and minimum values obtained for R2

adj, RMSE,
and nRMSE. It is observed that, regardless of the forest parameter, estimation accuracies
ranged from 60% to 85% using five, three, or one scan. For AGB, BA, Hd, and N, the resulting
values of R2

adj for the selected combination improved by more than 10% (12.8, 11.2, 11.8,
and 26.5%, respectively) compared to only using the central scan. On the other hand,
using the selected combination improved the R2

adj above 10% compared to using the nine
scans for the Hd (14.3%) and N (28.5%), resulting in a lower improvement for the rest of
the forest parameters. However, in all the cases, the selected combination improved the
R2

adj compared to the average value. In addition, it was observed that combinations of
five scans including the central scan and the four interior positions at 7.5 m (Table 4 and
Figure 3a) provided better results for the AGB and BA. For the Hd and SDI parameters, the
best results were obtained with three scans including one interior position at 7.5 m and two
external scans at 15 m, and for CBH, the best results were obtained with the central and
two internal scans at 7.5 m. Furthermore, the combination selected decreased the RMSE in
the prediction of all the forest parameters with respect to the use of a single scan or nine
scans. In comparison with the estimate obtained from a single scan, the parameters that
most reduced the RMSE by using the selected combination of scans were AGB (0.5 t·plot−1),
BA (1.7 m2·ha−1), Hd (0.3 m), N (2.9 trees·plot−1), and SDI (21.1 trees·ha−1). On the other
hand, the RMSE decreased by using the selected combination concerning using the nine
scans for forest parameters AGB (0.1 t·plot−1), BA (0.7 m2·ha−1), SDI (9.8 trees·ha−1), Hd
(0.4 m), and N (3.0 trees·plot−1). Comparing the use of nine and a single scan, the RMSE in
the estimate of AGB, BA, and SDI was reduced when using nine scans, while the RMSE in
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the estimate of Hd and N was reduced when using a single scan. In all cases, the nRMSE
was below 10% except for N and QMD, which achieved 16% and 14%, respectively.

Table 4. Summary of R2
adj, RMSE, and nRMSE indicators for each of the estimated forest parameters

and the different scan combinations: using a specific scan combination (in bold), the central one as a
single scan (0), and the nine scans (ALL). The Mean, Min., and Max. columns refer to the average,
minimum, and maximum values obtained for all the combinations (31).

Forest Parameter Scan Combination
R2

adj RMSE nRMSE
Mean Min. Mean Max. Mean Max.

AGB (t·plot−1)
5-6-7-8-0 0.828

0.730 0.528
1.61

2.00 2.68
0.09

0.11 0.150 0.700 2.13 0.12
ALL 0.808 1.70 0.10

BA (m2·ha−1)
5-6-7-8-0 0.840

0.773 0.64
5.35

6.34 8.02
0.08

0.10 0.120 0.728 7.00 0.11
ALL 0.798 6.01 0.09

CBH (m)
5-0-7 0.837

0.787 0.734
0.83

0.95 1.06
0.09

0.10 0.120 0.778 0.97 0.11
ALL 0.825 0.86 0.09

Hd (m)
1-4-6 0.854

0.694 0.563
0.92

1.33 1.60
0.08

0.12 0.140 0.736 1.23 0.11
ALL 0.711 1.29 0.11

N (trees·plot−1)
1-3-4 0.628

0.43 0.321
8.45

10.51 11.72
0.16

0.20 0.220 0.363 11.33 0.21
ALL 0.343 11.38 0.21

QMD (cm)
0 0.603

0.472 0.319
2.35

2.72 3.09
0.14

0.16 0.18ALL 0.520 2.58 0.15

SDI (trees·ha−1)
3-4-5 0.832

0.780 0.647
101.94

116.5 147.99
0.09

0.10 0.130 0.756 123.01 0.11
ALL 0.799 111.79 0.10

On the other hand, for the analysis of combinations according to their terrain slope, the
selected combinations differed from those selected when using all the plots. Figure 7 shows
that in all cases, except for the CBH in slight slope, the selected combination improved
the accuracy with respect to the use of all the scans. Using only the central scan, it was
observed that lower accuracies were obtained, regardless of the slope class. The central
scan was only relevant in the model selected for CBH on a steep slope. In the models
selected for slight slope, scans at 7.5 m predominated for AGB, BA, Hd, and QMD, and in
the models for steep slope, scans at 15 m and 7.5 m were combined for AGB, BA, CBH, Hd,
and QMD parameters.

Focusing on the use of the selected multiple linear regression models having the
highest R2

adj values, Figure 8 shows the scatterplot of predicted and observed values of
the seven forest parameters (AGB, BA, CBH, Hd, N, QMD, and SDI). The most accurate
estimations, with an R2

adj close to 0.9, were obtained for AGB, BA, CBH, Hd, and SDI forest
parameters, also reaching a low RMSE (e.g., 0.8 m for Hd, 0.7 m for CBH). On the contrary,
the least accurate estimations were obtained for N and QMD, where the R2

adj values were
below 0.75, and the RMSE were equal to 7.31 trees·plot−1 and 2.11 cm for N and QMD,
respectively. In addition, the results of the equivalence test for these forest parameters show
that they are statistically equivalent in terms of bias.
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3.2. Analysis of the TLS Point Cloud Density Reduction

Figure 9 shows the variation in R2
adj and RMSE in estimating the forest parameters with

different point cloud densities, reducing from the initial density (4783–79,689 points·m−2) to
a percentage of 0.0001% (0.01–1 points·m−2). On the Y-axis of the graphs, the area of the
R2

adj values obtained for the 10 test repetitions for each percentage of points is plotted
in light brown. The brown line represents the negative exponential function that fits the
mean of the 10 test repetitions in each percentage reduction step, having R2 values of
0.82 for AGB, 0.73 for BA, 0.72 for CBH, 0.84 for Hd, 0.85 for N, 0.79 for QMD, and 0.82 for
SDI. For all the forest parameters studied, the trend fits the negative exponential model,
where it is observed that the reliability of the predictions starts to decrease when the point
density is reduced between 1/10,000 and 1/100,000 with respect to the original density.
In particular, the statistic R2

adj drops below 0.75 when analyzing 0.008% (2–6 points·m−2)
for AGB, 0.005% for BA (1–4 points·m−2), 0.001% for CBH (0.2–0.5 points·m−2), 0.007%
(1–3 points·m−2) for Hd, and 0.01% (1–5 points·m−2) for SDI compared to the initial point
density. This is not the case for the QMD and N parameters, where the models do not
exceed an R2

adj of 0.65. On the other hand, the RMSE increases with the decreasing point
density. For the forest parameters AGB, Hd, N, QMD, and SDI, it can be observed that the
dispersion of the RMSE values for each point density increases when the point density is
below 0.1% (13 to 61 points·m−2, depending on the forest parameter), although the trend
of the negative exponential curve is preserved. This result suggests that, although the R2

adj
remains at high values, the goodness of fit is lower above this point density. On the other
hand, the dispersion of the RMSE values in the BA and CBH forest parameters increases
when the point density drops below 0.01%, being the goodness of fit valid up to this point
density (4 to 6 points·m−2).
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4. Discussion

In this research, we analyzed how the accuracy in estimating seven forest parameters
at stand level using height metrics extracted from TLS point clouds varied according to
(1) the number and distribution of TLS scans, and (2) the point density. Key results indicate
that considering a standard plot size for forest inventories, the use of three to five scans
is optimal, and it is not necessary to use more. In addition to the number of scans, it was
observed that the use of specific scan distributions for each forest parameter improves the
results. Concerning terrain slope, higher accuracies are usually obtained in slight slopes as
compared to the ones obtained in steep slopes. High-density TLS point clouds were shown
to be redundant to estimate forest parameters based on height metrics.

Results show that there is a particular number of TLS scans, regardless of the forest
parameter studied, that optimize the accuracy. It is logical to assume limitations in capturing
information due to the occlusion generated by surrounding trees and shrubs. This suggests
that conducting a larger number of scans increases the chances of capturing all target objects
within an intended sample area [3,4,44]. In this sense, it was observed that those parameters
based on tree diameters, such as AGB and BA, were optimized using five positions, and
those dependent on height measurements, such as CBH and Hd, only needed three positions
(Table 4). An exception was SDI, which, despite being based on the allometric relationship
of the number of trees per hectare as a function of the root mean square diameter, required
only three positions. Another exception was that the QMD parameter was optimized
using only the central position; however, its weak accuracy of 60% (Table 4) limits the
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extraction of explicit conclusions. In terms of accuracy, the number of positions selected
improved the prediction accuracy with respect to using only the central scan by 6–27%. Our
results are in agreement with Hilker et al. [45], Lovell et al. [24], and Wilkes et al. [4], who
indicated that a single scan location could be affected by a limited sampling of the forest
canopy and occlusion of distant vegetation by foreground objects; therefore, a systematic
approach of multiple scan locations and subsequent joint registration would be desirable in
practice. However, there are significant differences in the data collection performed in these
three studies. Hilker et al. [45] compared the height determination with TLS and ALS in a
coniferous forest, using a central scan and four scans at 30 m. Lovell et al. [24] estimated
a DBH-derived basal area in a P. ponderosa plantation, analyzing the decrease in DBH
accuracy as the surveyed object was moved further away from the sensor in 20 m plots with
a single scan. Wilkes et al. [4] conducted 24 field campaigns in different forest types (mainly
tropical rainforests) and proposed methods for estimating individual trees and large areas.
The individuals were recorded with six scans, while for large areas they proposed a grid
of scans with a separation of 10 m to generate a homogeneous point cloud. Forest data
capture methodologies with TLS were different from each other. Results obtained in this
current study show that the accuracy improves between 1% and 14% when using the
optimal scan positions with respect to using all positions (nine scans). This has a practical
application in terms of time and cost reduction in field inventories. This effect of the useless
increase in scan locations was also noticed by Boucher et al. [44], who demonstrated with
geometric models for stem estimation in forest plots that even the plots sampled with the
highest number of scans cannot guarantee a complete sample if the positions of the TLS
scans are based on a predetermined layout. Therefore, in practice, determining the optimal
number of positions can optimize the time for acquisition and processing of the collected
data volume, considering that forest parameters based on the DBH, such as AGB or BA,
will need more scans than parameters only referring to height measurements, such as Hd
and CBH.

On the other hand, results show that for each forest parameter there is an optimal
distribution of scans. For parameters based on tree width, such as AGB and BA, it was
observed that the central scan and four scans at 7.5 m were optimal, i.e., the TLS needed
to collect data from the inner part of the plot. Likewise, the CBH parameter was opti-
mized with the central position and two positions at 7.5 m in order to collect information
from the lower part of the canopy. This selection of positions is particularly relevant in
Mediterranean forest plots such as those used in this study, dominated by P. halepensis,
with average CBH of 5.85 m and minimum height of 1.1 m (Table 1), and plots of P. pinaster,
where the CBH was 8.30 m. In contrast, the Hd parameter was optimized with one po-
sition at 7.5 m and two positions at the plot edge (i.e., 15 m), probably due to the need
to increase the distance from the TLS to the trees to properly capture the height of the
trees. This is in agreement with the findings of Martins Neto et al. [46], who analyzed
the TLS scanning distance (5 m, 10 m, 15 m, and 20 m) influence on measuring diameters
and heights of sample trees, and concluded that the optimal scanning distance is related
to the height of trees, where the best scanning distance to obtain reliable parameters was
15 m and distances less than 10 m were not recommended. The N and SDI parameters
required at least two scans at the plot edge (15 m), with one more scan at 15 m for N and
at 7.5 m for SDI. This similarity in distribution also showed the relationship between the
two parameters. Regarding the error obtained in each parameter, the combination of scans
0-5-6-7-8 for AGB obtained an error of 1.61 t·ha−1, which was below the one presented
by other authors [10] who used the same methodology, but in tropical environments. For
BA (scan combination 0-5-6-7-8) the error obtained was 5.35 m2·ha−1, improving those
obtained by Molina-Valero et al. [47], with an RMSE of 8.57 m2·ha−1 for pure plots of P.
sylvestris L. with a radius of 7 m and performing a single TLS measurement from the plot
center. The error obtained in the estimation of the CBH with the combination of three scans
(5-0-7) was 0.83 m lower than 1.95 m obtained by Giannetti et al. [48] in the CBH study
performed on a set of individual trees of Cupressus sempervirens L. and P. pinaster with eight
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scanner positions. Despite the well-known difficulty of TLS to reach the top of the tree
canopy, the error in height estimation was between 0.9 and 1.6 m, which is lower than the
error reported in other studies also using multiple scan in boreal and temperate forests,
where the Hd was bounded between 16.1 and 31.4 m, and the RMSE between 1.9 and
6.5 m [49–52]. This lower error in the Hd probably occurred because our study area was
dominated by P. pinaster and P. halepensis, with a canopy shape and low density allowing
the sensor beams to reach the top of the trees. For the N and QMD forest parameters, the
optimal combinations were not accurate (R2

adj < 0.65), with an error of 8.45 trees·plot−1

and 2.35 cm, respectively. Considering these results for N and QMD, it is suggested to
use other approaches for processing TLS data where stem locations are detected and DBH
is calculated directly on the point cloud, following geometric modeling methodologies,
such as those implemented by Gollob et al. [20] or by Molina-Valero et al. [21]. The opti-
mal model for estimating the SDI had an RMSE of 101.94 trees·ha−1. Results for SDI are
promising, since they allow measuring the stocking density of the forest stand. However,
in order to compare the degree of space available for trees of different ages and season
quality in the plots, it would be necessary to establish the reference stand, usually defined
with maximum competition or non-competition [53]. Notwithstanding the results obtained,
it should be clarified that the specific distribution of the scanner for each parameter is
conditioned by the vertical and horizontal structure of the vegetation in each plot. The
TLS registration of Mediterranean vegetation is a logistical challenge and, in some cases,
constructing a 3D mosaic of the entire plot is unfeasible or requires modifying the layout
of the scans in situ to minimize the occlusion generated by the surrounding vegetation.
Modifications to the data acquisition design during TLS registration were also studied
by Abegg et al. [54], recommending in their study the use of an intuitive distribution of
TLS positions uniformly within the sampling plot to obtain the best overall plot visibility.
However, if the interest involves studying the evolution of vegetation over time, as in forest
inventories, it is advisable to adopt a minimum data standard and a TLS data acquisition
protocol to ensure data comparability between different campaigns.

The analysis considering the terrain slope showed that it influences the selection
of the best combination to predict forest parameters. In general, the accuracies for the
different combinations increase when considering the terrain slope rather than using all
the 28 plots (Figure 6). Specifically, for slight slope terrains, accuracies were improved for
AGB by 10%, BA by 9%, CBH by 8%, Hd by 5%, and SDI by 8%, compared to using all the
plots. Figure 7 shows that for forest parameters AGB, BA, CBH, Hd, and SDI, the highest
accuracies were obtained for slight slopes. For both terrain slope classes, it was observed
that combinations of three scans improved the accuracy with respect to the use of the
central and nine scans. Most of the selected positions in the combinations on slight slope
plots were located inside the plot at 7.5 m from the center, while on steep slope plots, at
least one TLS position was located at the edge of the plot at 15 m, which could indicate that
steeper slopes require larger spacing between scans to record the plot characteristics. Most
studies that estimated structural forest parameters using TLS used data were located in flat
areas [18,29], did not perform any comparative study with different slope ranges [28,55], or
found no significant effects on the forest parameter estimations [20]. Although this study
did analyze the influence of terrain slope, the results should be considered preliminary,
since a larger set of plots should be studied, stratified in different slope ranges.

The analysis performed with point density reduction indicated that high point densi-
ties are not necessary for the estimation of forest parameters with height metrics extracted
from TLS point clouds. Ruiz et al. [56] obtained parallel results in a study conducted with
ALS point clouds, also in a Mediterranean area, concluding that a minimum point density
was necessary, but increasing it does not guarantee the improvement of the prediction of
forest parameters. Kankare et al. [57], with a manual approach for tree detection and DBH
measurement, concurred that point cloud subsampling can be used effectively without
losing accuracy in tree detection. However, when measuring the attributes of a single tree,
they recommend using the complete point cloud data. Litkey et al. [58] indicated that
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longer-range stem data can be observed with point cloud reduction if the data reduction
scheme is carefully selected. These authors also concluded that a significant reduction
in point cloud size allows multi-scan studies for being more manageable while retaining
their inherent accuracy [58]. Figure 9 shows that the variations of accuracy related to
point density follow a negative exponential behavior, especially when the density is below
6.4–0.2 points·m−2. Generally, there is a density above, which the accuracy stabilizes in
the parameters AGB, BA, CBH, Hd, N, and SDI. However, when the percentage of points
is less than 0.1% of the original cloud points, the variability of the RMSE is extremely
high (Figure 9), so it is advisable not to reduce the cloud below 60–65 points·m2 for the
parameters AGB and BA, nor below 38, 30, and 13 points·m2 for CBH, Hd, and QMD
parameters, respectively. For the N and SDI parameters, it was shown that working with
1% of the point cloud allowed for a lower error variability, i.e., reducing the point cloud to
densities of 271 and 309 points·m−2, respectively. In summary, lower point densities can be
used, and this is consistent with the results mentioned above, since allocating the TLS in
strategic positions and with the appropriate number of scanners can reduce the density
and even reduce the pulse frequency, optimizing acquisition time and costs, processing
time, and hardware requirements. Although in our site conditions optimal results were
obtained working with point clouds with densities between 13 and 309 points·m−2 of
the original point cloud density, it is expected that in denser forest environments, such
as tropical forests, with higher and denser canopy, the reduction in the number of points
should be lower.

The use of a reduced number of TLS scans in a strategic distribution and with a low
density of points allowed us to obtain high accuracy in the estimation of forest parameters.
In this work, we showed a methodology that provides a faster, less costly, and less time-
consuming forest inventory for three reasons. Firstly, a minimum number between three
to five TLS scans should be set to ensure that the prediction of all forest parameters is
optimized. Secondly, there are strategic positions for each forest parameter, so depending
on the objective and terrain slope, some positions or a combination of several strategies
should be considered to collect information for all the forest parameters. If the intention
is to compare the forest inventory over time and by different users, it is appropriate to
maintain an acquisition strategy. Finally, the density of points in the TLS point cloud can
be deeply decreased without loss of accuracy, thus the minimum pulse rate of the sensor
can be reduced and lower resolution scanners could be used, such as the case of new MLS
that are already available in the last few years. The use of height metrics derived from TLS
point clouds proved to be accurate and useful, considering the processing simplicity. These
findings allow us to optimize the field acquisition of the forest inventory in a more accurate
approach than traditional techniques.

5. Conclusions

The present study analyzed the influence of the number and distribution of TLS scans
on the estimate of forest parameters at stand level based on models derived from height
metrics by considering the terrain slope and the point density. Our results suggest that
the optimal number of scans ranges from three to five. Using only one scan reduces the
accuracy of the models between 0.06 and 0.27, depending on the forest parameter, and
using nine scans also reduces the accuracy between 0.01 and 0.29. The configuration
of one scan in the plot center and the others equidistant to the limit of the plot is the
most adequate in practically all the parameters assessed. Regarding terrain slope, our
results suggest that steep slopes decrease the accuracy in estimating forest parameters
with respect to slight slopes. The use of interior scans is sufficient for slight terrain slopes,
but for steep terrain slopes, it is convenient to combine scans inside and outside the plot.
In terms of point density, using 1% to 0.1% of the initial density, which is equivalent to
reducing the absolute density on average from 37,240.86 to 136 points·m−2, generates an
R2

adj difference of less than 0.01 compared to using 100% of the initial cloud point density;
and a maximum difference in RMSE of only 0.12 t·plot−1, 0.14 m2·ha−1, 0.02 m, 0.03 m,
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0.03 cm, and 3.07 trees·ha−1 for AGB, BA, CBH, Hd, QMD, and SDI, respectively. These
results are based on tests performed in a Mediterranean forest with mixed tree and shrub
species and could be subject to variation in other areas as a function of the density and
height of the vegetation (e.g., tropical forests). However, results are particularly relevant
for forest management since they prove the suitability of TLS data for forest inventories
and provide practical criteria to optimize the acquisition and processing times and cost of
TLS data. Since a considerable reduction in pulse density seems not to affect the accuracy
of the prediction models in the forest parameters assessed, further comparative analysis
can be focused on the use of MLS with lower scan frequencies than TLS.
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