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ABSTRACT Industry 4.0 digitization requirements have led to widespread adoption of industrial wireless
sensor networks (IWSNs) in manufacturing environments. These require strict control of the traffic flowing
over the network to ensure the quality of service. Software-defined networks (SDNs) can address this
challenge, as their centralized operation allows routing and media access control (MAC) protocols to be
optimized. In addition, in many cases a massive deployment of metering devices is necessary, therefore
the network must be scalable, to allow an increase in the number and density of nodes in the network.
This implies an increase in the control traffic required by SDNs, generating a significant reduction in the
throughput available for data. This is because the length of the timeslot limits the throughput of the network
in protocols that uses time division, such as the Time Slotted Channel Hopping (TSCH), conditioning the
number of nodes that the network can have and its data sending rate. In this paper, we propose to exploit the
integration and reconfiguration capabilities of SDN to extend the number of nodes in the network through the
use of multi-radio sinks called virtual sinks, orchestrated from the SDN controller, and extending their use
to multiple SD-IWSNs to take full advantage of the radio spectrum. To optimize bandwidth usage, the SDN
controller will allocate network slices, allowing nodes to send data with a high frequency using dedicated
channels. The results obtained show that the use of multi-radio sinks provides for increasing the maximum
number of nodes that can be deployed while preserving the quality of service (QoS) requirements. A linear
increase in nodes at least 0.7 times for each radio interface is obtained compared to an SD-IWSN with a
traditional sink. In addition, the use of virtual sinks increases the packet frequency of the network by a
factor equal to the number of radio interfaces. Moreover, the total number of nodes is improved through
the coexistence of multiple SD-IWSNs, where up to 13.7 times more nodes can be scheduled using all the
available spectrum orchestrated from the same SDN controller.

INDEX TERMS IWSN, scalability, QoS, SDN, TSCH.

I. INTRODUCTION of information are required. However, with the increase of

Wireless sensor networks have quickly become widely
adopted in industrial environments due to their flexibility,
rapid deployment and low cost. Because of this, they have
become key enablers of Big Data where massive sources
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digitization elements, the complexity of the network also
increases, generating challenges that are difficult to solve
with traditional networks, such as mobility, quality of service,
management and scalability [1].

Traditional IWSNs base a large part of their manage-
ment and coordination processes on distributed protocols,
storing information from other network nodes to obtain
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routing schedules, as in the case of Routing Protocol for Low
power and lossy networks (RPL) [2] or Minimal Scheduling
Function (MSF) [3] to negotiate between the nodes the min-
imum resources necessary for the exchange of information.

However, network growth and QoS requirements make the
traditional architecture inefficient. This must be improved
to address today’s challenges. For this end, the scientific
community is looking for disruptive alternatives to overcome
current limitations. This is the case of the software-defined
networking paradigm in IWSNs (SD-IWSN) [4], [5] [6],
which will allow the IWSNSs to go beyond the centralization
of protocols independently, by completely extracting the con-
trol plane from the network equipment and centralizing all
processes in a common device that has a global knowledge of
the network. Complete centralization allows the execution of
more demanding processes in devices external to the IWSN
network itself, using a greater amount of resources and allow-
ing a highly detailed IWSN administration, thus improving
the quality of service and flexibility [7]. To achieve this global
knowledge, control traffic is necessary, where each node must
send information about its environment to the SDN controller.

Unlike wired networks, IWSNs have severe bandwidth
limitations. In addition, due to their wireless nature and ad
hoc behavior, there is no dedicated link between each node
and the SDN controller. Therefore, control traffic propagates
through other nodes in the network until it reaches the sink,
which acts as a gateway from the IWSN to other types of
networks and to the SDN controller. Therefore, the major
drawback of SD-IWSNs is the flow of control traffic, which,
combined with bandwidth limitations, results in an accumu-
lation of control traffic at the nodes closest to the sink. As the
number of nodes in the network increases, this effect is more
noticeable and will have an impact on network performance,
since the nodes, in addition to control traffic, must forward
data traffic. These two types of traffic will be added through
the different hops of the SD-IWSN until they saturate the
system and cause packet loss. Since the sink is the only point
that connects the SD-IWSN with the SDN controller, it will
be the first node where this congestion occurs, limiting the
total number of nodes in the network.

For this reason, this paper proposes and implements mech-
anisms that allow SD-IWSNs to be highly scalable, while
maintaining the advantages of flexibility and quality of ser-
vice guarantees offered by the combination of SDN and
TSCH. The first mechanism is the implementation of sinks
with multiple radio interfaces, which from now on will be
referenced as virtual sinks. A virtual sink, taking advantages
of the centralized SDN controller, allows multiple radio inter-
faces to behave as a single sink device, achieving a consider-
able increase in the bandwidth of the SD-IWSN network. The
second mechanism is the deployment of multiple SD-IWSNs
based on the virtual sink concept that has been integrated
through the wired SDN network, and orchestrated from the
SDN controller to take full advantage of the radio spectrum
to improve the scalability of these networks. The main con-
tributions of this paper are summarized below.
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1) Evaluation and analysis of scalability problem in
SD-IWSN and review state of the art.

2) Design, development and implementation of virtual
sink concept and further integration with SDN TSCH
framework.

3) Integration of multiple SD-IWSNs with virtual sinks,
which are orchestrated from a single SDN controller.

4) Performance evaluation of virtual sink and multiple
SD-IWSN, based on simulations and experimental
evaluation on a testbed.

The rest of the paper is organized as follows. Section 2
briefly introduces the TSCH protocol, SDN and the basics
of the Software-Defined IWSN. Moreover, there is a brief
literature review. Section 3 presents the proposed method-
ology and the description of the scenarios used in the tests.
Section 4 contains results and discussion. Conclusions and
future work are shown in Section 5.

Il. BACKGROUND AND LITERATURE REVIEW

This section discusses the fundamental aspects of IWSNSs, the
types of access to the medium and their evolution towards
software-defined networks.

A. BACKGROUND

WSNss are composed of multiple nodes, specifically oriented
to collect, process and send data, guaranteeing the levels of
quality of service expected in industry. One of the de facto
standards in this type of industry-oriented network is IEEE
802.15.4, in which transmissions are made wirelessly using
up to a total of 16 channels in the 2.4GHz band, as spec-
ified in its physical layer. Initially, this standard proposed
using the Carrier Sense Multiple Access (CSMA) mecha-
nism as the Medium Access Control (MAC) protocol. How-
ever, in order to better adapt WSNs to the industrial sector,
the standard was updated to IEEE 802.15.4e, incorporating
three new protocols for industrial use: Low Latency Deter-
ministic Network (LLDN), Deterministic and Synchronous
Multi-channel Extension (DSME) and Time Slotted Channel
Hopping (TSCH). Each of these mechanisms was defined to
meet certain needs of different use cases, such as reducing
power consumption, reducing latency through star networks,
increasing the reliability of transmissions or achieving greater
determinism in the network by eliminating much of the ran-
domness presented by CSMA. According to [8], [9], thanks to
its temporal scheduling of transmission windows, and its fre-
quency hopping mechanism, TSCH achieves higher transfer
rates while maintaining moderate power consumption, due to
its low duty cycle, while obtaining high reliability by mitigat-
ing interference or signal fading characteristics in industrial
scenarios. This makes TSCH the de facto medium access
mechanism when deploying an IWSN that must meet high
quality of service requirements in industrial environments.

1) TIME SLOTTED CHANNEL HOPPING
The TSCH protocol allows transmission and reception to
be scheduled to avoid collisions and interference. For this
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purpose, it divides the time into a fixed number of timeslots
that are grouped into Slotframes which are cyclic in time as
shown in Fig. 1. The most common duration of each timeslot
is 10 ms, which is enough time to transmit a frame of the
maximum size (127 bytes), wait for the receiver’s ACK and
process the packet. The frequency division is done with the
assignment of a channel offset, which is used to determine
the physical channel, therefore a timeslot and a channel offset
must be defined for each transmission. The combination of
these two parameters is a cell or slot, which can be shared or
dedicated.

Sink node
Timeslots Timeslots
% -2 3 & & 6 7 1 2 3 4
o 1[ AlL| Al B-S All | All B-S
&2 S-B/A-B
% 3 A-B| B-S A->
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FIGURE 1. Time slotted channel hopping slotframe.

In the case of shared slots, the CSMA schedule is followed
with a backoff exponent to reduce collisions. On the other
hand, if it is dedicated, a unidirectional link is established
between two nodes and a specific timeslot and channel off-
set are assigned in the TSCH scheduling, where only the
source node can transmit. Multiple transmissions are pos-
sible in the same timeslot, as long as they are performed
on different channel offsets and each node has a single
scheduled action (Tx or Rx). Therefore, TSCH schedul-
ing allows radio resources to be managed by establish-
ing the actions that must be performed by the nodes in
each timeslot. The node will be able to receive, transmit
or turn off the radio in the case that no specific action is
assigned.

The nodes within the schedule must be correctly synchro-
nized so that the transmit and receive timeslots match. This
is achieved with the Enhanced Beacon (EB) packet exchange
that includes information about the Absolute Sequence Num-
ber (ASN) that the nodes take as a time reference and deter-
mines the current timeslot. In addition, the ASN is used
together with the channel offset (Chygye;) to perform a fre-
quency hop according to Equation (1). Thus, the physical
channel over which the transmission is performed has a rota-
tion over the available channels (N,p).

frequency = F[(ASN + Chyfyer)modNep] @))
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2) SOFTWARE-DEFINED IWSN

The SDN paradigm is a network architecture characterized
by separating the control and the data plane in the network
devices. Furthermore, extract this control plane to place it in
the SDN controller, a common entity for all network devices
devices that has the ability to manage the control processes
and decision making of all the network devices [7]. This
allows decisions to be made based on a global knowledge of
the network, resulting in optimized network processes and
enabling high flexibility by having a fully programmable
network that can dynamically adapt to changes at any point
in the network [10].

The flexibility achieved by separating the data plane from
the control plane overcomes the limitations of traditional
networks [11], allowing network resources to be dynamically
managed, configured and optimized by means of functions
that interact with the centralized SDN controller. In addi-
tion to these control and data planes, a management plane
or application layer is generated that groups together all
the automated functions which modify the behavior of the
network.

This management plane is located above the control plane,
as shown in Fig. 2. This allows the controller’s global knowl-
edge to be reused for specific tasks. The objective of this
is to simplify the development of applications, since it is
not necessary for them to know in detail the operation and
configuration of the network infrastructure. It will be the SDN
controller that translates the requirements of the applications
into configurations for each of the network elements. For this
reason, the SDN controller handles a wide range of proto-
cols, divided into Northbound (NB) and Southbound (SB).
NB protocols establish communication between the manage-
ment plane and the SDN controller. In contrast, SB protocols
are used to communicate with the network infrastructure, the
most widespread being OpenFlow developed by the Open
Networking Foundation (ONF) [12].

Traffic Routing TSCH Management Plane
Manager | Process | Scheduler MGG

Northbound

| Pl
SDN CONTROLLER oA e J

SDN Wise ‘ ‘ ‘ OpenFlLow
NODE
— =
Application

DataPlane
(Infrastructure Layer

INPP D

FWD

FIGURE 2. SDN WISE-TSCH general architecture [10].

Flexibility, dynamism and reconfigurability are advantages
of SDN that make it possible to abstract network operation to
a single point and solve problems in a simple and optimized
way. For this reason, the operation of SDN has been extended,
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not only among the different types of wired networks, but
also to other types of networks, such as IWSNs. They must
be adapted to industrial environments, where tighter con-
trol over network flows is required to guarantee quality of
service parameters. However, the application of the SDN
approach in IWSNs is not straightforward, due to the large
differences in the hardware resources of the equipment that
make up the data plane. For this reason, there are different
frameworks that address the integration of SDN and IWSN.
One of them is SDN WISE [4], which contains a protocol
stack that allows information to be exchanged with the SDN
controller in an optimized way. As shown in Fig. 2, This stack
is composed of the following layers: Application, In-Network
Packet Processing (INPP), Topology Discovery (TD), For-
warding (FWD), the MAC level and the physical layer, which
is 802.15.4. The MAC layer was replaced by TSCH in [5],
where SDN WISE TSCH is proposed, which extends the
functionalities of SDN WISE, to guarantee industrial level
requirements with a highly deterministic system. The con-
troller has a stack of applications that allows centralized
control of all processes in the nodes (MAC, Routing, QoS,
Application). The integration of these applications allows net-
work slicing, which consists of the differentiation, isolation
and logical segmentation of data flows, through the allocation
of TSCH resources. This slicing makes it possible to guaran-
tee QoS parameters for each data flow independently.

Also, to ensure the shortest possible delay, the TSCH
scheduling algorithm consecutively allocates the slots for
each of the hops, from the source node to the destination.
It also guarantees the deadline independently of the slotframe,
by means of repetitions of the flow within the same slotframe
as shown in Fig. 1 where the flows C->S, S->B, S->C are
performed every 70 ms, which is once per slotframe. On the
other hand, the A->B->S flow is performed on average every
35 ms, because it is scheduled twice within the slotframe,
in timeslots 3 and 7. The number of repetitions (NVR) is calcu-
lated as a function of the slotframe length and the deadline.

B. LITERATURE REVIEW

Scalability in IWSNSs is a widely studied topic, due to their
wireless nature and autonomous operation, which allows
them to adapt to changes in the physical topology. These
networks have evolved to adapt to different use cases, to the
point of being compatible with more critical environments,
where QoS parameters such as Delay, Packet Delivery Ratio
(PDR) and Deadline Satisfaction Ratio (DSR) need to be
guaranteed. However, guaranteeing these QoS aspects while
maintaining scalability remains a challenge in this type of
network [1].

The most traditional sensor networks use the CSMA proto-
col as medium access protocol, performing a random access
to the shared medium, which leads to the possibility of col-
lisions and interference. In general, the scalability of this
type of ad hoc network is addressed with solutions based
on routing and clustering, as proposed by some works such
as [13], [14], [15], [16], and [17].

107140

Clusters are hierarchical divisions of the network by groups
of nodes; in each group there is a main node that is in charge of
receiving the information from the other nodes in the cluster,
grouping and sending it to the sink [1]. This reduces the num-
ber of transmissions required to send the information, which
translates into lower energy consumption. Some solutions,
such as [14], use a distributed algorithm to choose the main
node of the cluster. This node will be a critical element in the
energy consumption due to the message retransmissions of
its cluster. To mitigate this problem, the algorithm includes a
rotation system for the main nodes. Other studies address the
same problem of energy consumption of these main nodes of
the cluster [17], in which the authors propose different algo-
rithms to improve energy consumption in denser networks
with longer links.

Another alternative to improve the scalability of mesh
networks without having a negative impact on the quality of
service, is to increase the number of sinks, including [18] in
which networks with a maximum of 64 nodes are simulated.
By increasing the number of sinks, the network throughput
remains stable, without impairing the PDR in the network as a
whole. Analyses on the coexistence of multiple asynchronous
TSCH networks have also been performed [19], allowing
the deployment of a more significant number of nodes but
requiring centralized mechanisms to mitigate interference
between TSCH networks.

However, it is challenging to guarantee QoS parameters
since the probability of collisions and interference increases
directly with the number of nodes. Therefore, for more crit-
ical environments, where transmissions and QoS parameters
must be guaranteed, the CSMA protocol has been replaced by
TDMA-based protocols such as TSCH. This protocol allows
synchronization of all the nodes in the network and assign-
ment of timeslots to each node for data transmission or recep-
tion [20]. Thus, collisions that occur in CSMA when multiple
nodes transmit at similar time instants are avoided. In addi-
tion, TSCH uses multiple channels, which allows frequency
hopping for each transmission, reducing interference and path
fading [21]. Scalability in TSCH is an understudied topic
that is not directly addressed in the current literature [22],
probably due to its industrial approach in which the number of
nodes has been more limited. However, current digitalization
requirements mean the deployment of massive sources of
information while maintaining a high degree of QoS.

The use of the TSCH protocol means that transmission
scheduling must synchronize the transmission and reception
states of the nodes to avoid interference. The IEEE 802.15.4e
standard does not define any scheduling method, proposing
only a series of recommendations for deploying a network
with the minimum shared resources to establish an infor-
mation exchange. Numerous studies have been carried out
on different TSCH scheduling approaches, classifying these
developments into centralized mechanisms [32], [33], dis-
tributed mechanisms [34] and autonomous mechanisms [35].
Centralized mechanisms maintain a global view of all net-
work scheduling, resulting in more optimized configurations
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TABLE 1. Summary of related works.

Work Number of nodes Simulation CSMA | TSCH | SDN Topics
EESRA: Energy Efficient Scalable Routing Algorithm for Wireless ;1 1. i0n: 100,200, 300,400 | Matlab v v | x |Cluster and routing algorithm
Sensor Networks [14]
An Effective Relay Node Selection Technique for Energy Efficient P . .
WSN-Assisted IoT [15] Simulation: 1000, 1500 Matlab v X | Cluster and routing algorithm.
A Platform for Evaluating Clustering Strategies in Mobile . . . . .
IEEE 802.15.4-TSCH networks [16] Simulation: Up to 15 nodes/cluster | Cooja v X | Cluster and routing algorithm
Hylfnd energy-f:fﬁment multi-path routing for wircless Simulation: Up to 500 nodes Matlab X | Cluster and routing algorithm
sensor networks [17]
Network Performance Enhancement of Multi-sink Enabled . . . e e .
Low Power Lossy Networks in SDN Based Internet of Things [18] Simulation: 16, 32, 48, 64 Cooja v v | Multi-sink placed in different locations
Coexistence analysis of multiple asynchronous IEEE 802.15.4 . . . .
TSCH-based networks [19] Simulation: Up to 60 networks Cooja, Matlab v X | Multiple TSCH networks
The Cost of Software-Defining Things: A Scalability Study of Simulation: 289 . L ..
Software-Defined Sensor Networks [23] Testbed: 10 Cooja v v | Controller positioning and multi-sink
Performance Analysis of Software-Defined Multihop . . . N
Wireless Sensor Networks [24] Simulation: 50, 100 Matlab v v | Energy consumption model for large scale SD-WSN
A Review of the Control Plane Scalability Approaches . . .
in Software Defined Networking [25] NA NA v' | Review of multiple approaches to scale wired SDN.
An SDN approach to route massive data flows of sensor networks [26] | Simulation: 1000 VMWare VSphere | NA NA v | Software-defined clustered sensor networks
SYNCOP: An evolutionary multi-objective placement of SDN L o Tt L N
controllers for optimizing cost and network performance in WSNs [27] Simulation: 100,150, 200, 300 Java NA NA v | Scalability optimal controller placement
A distributed density optimized scheduling function P . Lo TSCH Schedulling for high density WSN,
for IEEE 802.15.4¢ TSCH networks [28] Simulation: 10 : 1500 6TiSCH Simulator Y| % | Multi-channel operation.
Decentralized broadcast-based scheduling for dense [ ] - . . -
multi-hop TSCH networks [29] Simulation: 1-1500 nodes 6TiSCH Simulator v X | Scheduling algorithm
A distributed algorithm to schedule TSCH links . ] . L .
under the SINR model [30] Simulation: Up to 300 nodes Sinalgo v X | Scheduling algorithm
DIGEST: a decentralized divergecast scheduling algorithm . - . . . .
for IEEE 802.15.4¢ TSCH in the internet of things [31] Simulation: 30,50,70 Matlab v X | TSCH Scheduling optimization
. Simulation: 320, 1152* . Multi-sink, Multi-radio and Multiple TSCH
This work Testbed: 18 Cooja v 's WSN

NA: Not Available *: Maximum allowed with QoS

but at the cost of increased control traffic. Distributed solu-
tions avoid transmitting this control traffic to a central ele-
ment, but still need to know the status of neighboring nodes.
Finally, mechanisms such as [35] avoid sending this con-
trol traffic, performing scheduling autonomously, based on
pseudo-random information from each node, which increases
the likelihood of overlapping schedules if configurations that
allocate guaranteed slots are not adopted.

Analyzing the scalability problem, the centralized mech-
anisms have an added complexity, and as a consequence of
this, many studies have proposed new distributed mecha-
nisms to mitigate the scalability problems of this type of
network [29], [30]. However, as the number and density
of deployed nodes increases, their performance also suf-
fers, as they require more message exchanges to negoti-
ate the resources [22]. This can be seen in [28] where a
scalability-oriented TSCH scheduler is implemented, exper-
imenting with networks of between 10 and 1500 nodes.
This increase in the number of nodes results in an increase
in consumption, due to the increased exchange of resource
negotiation messages. The 1500 node density is achieved by
employing star topologies, using all 16 channels simultane-
ously in all nodes of the network. This type of approach
has been used in other articles [29], where, by assuming full
duplex multi-radio communication at all nodes, reliability is
increased in denser networks, although its implementation
usually remains at the evaluation stage, given the high cost
of hardware with such radio characteristics. If traditional
1-channel configurations are used, the maximum network
size remains below 100 nodes.

In [31] the scalability of another distributed scheduling
mechanism is analyzed, focusing on slotframe occupancy
and neighbor connection rate. For a 30-node deployment, the
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occupancy does not exceed 85%, guaranteeing a connectivity
rate of 100%. When increasing the network size to 70 nodes,
these values increase to 92% and 98% respectively.

A new factor that allows the QoS and scalability chal-
lenges in IWSN to be addressed is the Software Defined
Networking (SDN) paradigm. Here the IWSN nodes become
programmable since all the decisions they must make are
configured externally by the SDN controller. This is intended
to achieve a high degree of flexibility and scalability [4], [24],
[25]. An example of the flexibility of SDN is described in [5],
where QoS is guaranteed in a TSCH IWSN through opti-
mized TSCH resource allocation and network load balancing,
however, scalability is not addressed. In [23] the scalability of
SDN in an IWSN under the CSMA protocol is studied, in this
case the network reaches 289 nodes and has a lower energy
consumption than using RPL, however due to the use of the
CSMA protocol the PDR decreases as the number of nodes
increases.

In [26] SDN and a clustering algorithm are used to simulate
a network of 1000 nodes, in this case using unrestricted
nodes, to observe the effects on the SDN controller of this
number of nodes in terms of CPU and memory. The position
of the SDN controller and the sink nodes also has an effect
on the QoS parameters, as analyzed by the authors of [27],
in which the results have shown that it is an optimization
problem, due to the congestion of the nodes near the sink.
These approximations have also been used to modify the
TSCH schedules [16], improving the agility with which these
plans are modified, including cases in which mobile nodes are
used, extending network capacity and therefore scalability by
having more free radio resources available.

The current state of the art does not address in depth
the combination of TSCH and SDN in terms of scalability.
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This gap in current researchs is addressed in this paper, which,
studies TSCH networks orchestrated by SDN-based solu-
tions, paying special attention to scalability issues, using a
centralized control of multi-radio virtual nodes. This enables
the elimination of the bottleneck originated in the nodes close
to the sink. In this way, the scalability and flexibility of these
deterministic mesh networks is improved, while maintaining
the QoS parameters observed in [5]. Table 1 contains a sum-
mary of related work and the most relevant aspects of each
one.

Ill. METHODS

A. ANALYSIS OF CONTROL TRAFFIC

SDN networks rely heavily on the control information they
receive from the nodes, as it is the nodes that collect informa-
tion from their environment and send it to the SDN controller.
This information is used by the SDN controller to build a
global representation of the topology by combining informa-
tion from multiple sources. In SDN WISE TSCH [5], this
traffic is composed of periodic packets such as beacon and
reports, and aperiodic packets which are the configuration
packets (OpenPathTSCH). The beacon packets (B; in Fig. 3)
are used to discover the topology. They are transmitted in
broadcast and serve to report the presence of a node in range.
Therefore, this information is not retransmitted over multiple
hops, but only reaches the nodes within its own coverage area,
as shown in Fig. 3.

Sink node
B, B B, B B, B

W v W

FIGURE 3. Propagacion de los paquetes de Beacon (B).

Unlike the beacon packets, the report packets (R; in Fig 4)
must go from each node to the SDN controller, and include
information collected by the beacons received from the rest
of the neighbors in its coverage area and different statistics
from the node generating the report. In most cases this packet
must propagate through multiple hops until it reaches the
controller, as shown in Fig. 4. Therefore, the total amount
of control traffic depends mainly on the generation periods
of these packets. Because SD-IWSNs have large bandwidth
constraints, the total amount of control packets must be opti-
mized, in order to minimize the impact on the bandwidth
available for data traffic. Table 2, contains the notation used
for the analysis of control traffic.

The throughput of a node in the TSCH protocol depends on
the duration of the timeslot (7), as each node in the network
can only perform a single action per timeslot: receive, trans-
mit or sleep (the latter will be omitted from now on because
it does not consume resources). Therefore, with a typical
duration of 10 ms per T, a node is limited to performing a
maximum of 100 actions per second (1/75), i.e. 100 receives,
100 transmits or a combination of both.
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Sink node
R4 Rs:R3

R4+ R3+ RZ

L 4 > | <4 -4
FIGURE 4. Propagacion de los paquetes de reporte (R).

TABLE 2. Summary of notations used in this paper.

Notation Definition Units
n Number of nodes excluding sink nodes
Cpk Control packets packets/s
Thp Data Throughput packets/s
Sh Shared slots timeslots
SF Slotframe size timeslots
H; Hops between sink and node i hops
Ts Timeslot duration ms

T Evaluation Period s

By Beacon Period s

R, Report Period s

Py Packet frequency s

D, Data period (1/Py ) s
nri Number of nodes at one hop from sink S

T Number of radio interfaces s

Ps Packet size Bytes
Ind Indicators Bytes
Py, Packet header Bytes
NR Number of repetitions times/slotframe

Equation (2), defines the total number of control packets
(Cpr) in SDN WISE TSCH where 7 is the total number of
nodes in the network not including the sink; B, and R, are
the beacon and reporting periods; and H; is the distance in
hops from node i to the sink. The first term in this equation is
the number of beacon packets generated by each node. Since
they are not transmitted over multiple hops, this value only
depends on the number of nodes and the generation period.
In contrast, the report packets require multiple transmissions
depending on the distance to the sink, consuming a greater
amount of resources.

n
Coi = ”Bl,, +y ]%H,- @
i=1
To isolate control and data traffic, nodes transmit control
packets in shared slots while data packets are sent through
dedicated slots. To ensure that the total control packets are
transmitted correctly in the network, the number of shared
slots must be allocated based on B,, R, and the number of
nodes in the network (7). For the particular case of the sink,
the number of control packets per second to be processed is
obtained in Equation (3). The first term corresponds to the
beacon packets it must receive, which depends on the nodes
in the coverage area in this case nr, and the sending of its
own beacon. In addition, it must receive the report packets
from the n nodes in the network.

s _hi+1l n
(= o 3)

P B, R,
To ensure that as many control packets as possible reach
the sink, the number of shared slots must provide suf-

ficient throughput for the total control packets obtained
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in Equation (3). Since nodes can receive a number of pack-
ets equal to the number of timeslots of the slotframe (SF),
the duration of each timeslot defines the maximum flow of
packets it can receive in an evaluation period (7), i.e., T /T5.
Therefore, according to [10], the number of shared slots can
be obtained from Equation (4).

s Ts
Sh = Cpk-SF-? 4)

In this way, there are enough slots for all the beacon packets
from the first level nodes (n7 1) to reach the sink, in addition
to the report packets from the entire network. Although the
amount of allocated resources is sufficient to transmit data to
the sink without accumulating packets in the queues, there is
a probability of collisions due to the operation of the shared
slots.

Increasing the number of shared slots directly reduces
the number of slots available for data. Therefore, the actual
throughput available for data in the sink is calculated accord-
ing to Equation (5).

SF — Sh 1

D= = = Cy )

Thp(T =
o SF-T, T,

B. SCALABILITY SD-IWSN

Fig. 5 shows an example of an SD-IWSN network, in which
the sink is linked to the SDN controller via a wired network.
The SD-IWSN uses 4 of the 16 channels available in TSCH.
In each timeslot a different physical channel is used, due
to the channel rotation performed by the TSCH mechanism
using the ASN parameter, which is increased in each timeslot.
In this case, the sink has only one radio interface regardless
of the number of channels, so it can only perform one action
(Rx or Tx) in each timeslot. Therefore, as it has two children,
it will have to use two different timeslots for the reception of
each one.

SDN
CONTROLLER

T
|
|

timeslots |

E ¢ CONVENTIONAL SINK

~

= . AN =l inl
= > S 1= Q sink
/é é Q Virtual Sink

N | é | & Node
< " \ — - Wired Interface
— — Wireless Interface

FIGURE 5. SD-IWSN traditional sink with a single radio interface.
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By adding a new radio interface to the sink, as shown in
Fig. 6, it is possible to receive simultaneously on the same
timeslot using two different channels. In this case the sink
will be composed of two conventional nodes that follow
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FIGURE 6. SD-IWSN virtual sink with 2 radio interfaces and 4 channels.
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different schedules, but which the SDN controller orches-
trates to behave as a single sink. This aggregation of nodes,
orchestrated from the SDN controller as a single sink with
multiple radio interfaces, is called virtual sink. To implement
this type of node, a single device with multi-radio capability
has not been used, but a logical combination of multiple sim-
ple devices, centrally orchestrated. This significantly reduces
the complexity of implementing systems with simultaneous
multi-radio capacity, allowing its deployment with conven-
tional equipment.

In the example shown in Fig. 6, two radio interfaces are
used for a four-channel TSCH network. However, it is pos-
sible to create virtual sinks that add a node for each of the
16 channels available in TSCH, allowing the radio to be used
simultaneously on all available channels.

This increase in radio interfaces in the sink has a direct
impact on scalability, since the traditional sink is limited to
performing a maximum of 100 TSCH actions per second
(1/Ty), limiting the number of nodes the network can have
and the throughput available for data. When r radio interfaces
are added, the sink can perform r actions in each timeslot,
which directly increases the sink capacity to r /Ty, thus reduc-
ing the bottleneck that occurs at the sink. However, since the
other nodes in the network do not have multi-radio capacity,
saturation will occur at nodes one hop away from the sink
(nr1). These nodes must receive data traffic from the other
nodes in the network: (n — nz1) - D). In addition to receiving
them, they must generate their own packets and send the total
to the sink n - D). On the other hand, receiving data packets
from other nodes also consumes TSCH resources, reducing
the maximum throughput for transmission. For these conven-
tional nodes, the number of exchanges in reception and trans-
mission must always be less than or equal to the throughput
available for data (Thp). Therefore, the maximum number of
nodes that the network can have depends on the number of
nodes in the first hop, the data packet frequency (Py or 1/D))
and the available throughput, according to Equation (6).

(n—np1)-Dy+n-D, <Thp -npy

nr1 - R 1
:#<__E+DP> (6)
2-Dp-Ry+npy \T; By
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The above equation finds the maximum number of nodes
that allow the network to use all the available throughput of
each of the nodes of the first hop. According to this approach,
the optimal number of radio interfaces (r,,,) that the virtual
sink should have depends on the amount of data sent by the
set of nodes in the SD-IWSN, according to Equation (7).

n-D,
Thp

Fig. 7, shows 7, as a function of the packet frequency
and number of nodes in the network. The number of nodes
is obtained from Equation (6) using B, = 3, R, = 6 and
nr1 = 8. The optimal number of radio interfaces increases
directly as network throughput increases, i.e., when the
packet frequency or the number of nodes increases. For each
of these parameters, the maximum value of r,, is different
since it depends on the saturation of the nodes in nr 1. From
this point on, increasing the number of radios does not repre-
sent an improvement in the network.
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FIGURE 7. Number of radio interfaces depending on the number of nodes
and the packet frequency with n;; = 8.

This maximum value of the radio interfaces varies between
nr1 and ny1/2. It tends towards the lowest when the network
throughput increases due to n, since the more nodes in the
network, the more reception actions must be performed by the
first level nodes. This reduces the amount of transmissions
to the virtual sink. On the other hand, when the network
throughput increases due to the packet frequency, the nodes
in ny are less used in reception actions, and it is possible
to perform a more significant number of transmissions, thus
requiring a greater number of radio interfaces.

Fig. 7 also shows the limitations of SD-IWSN networks
that use a single radio interface. The results shows how
the network can grow up to a maximum of 83 nodes gen-
erating one data packet per second, while using a virtual
sink with the same packet frequency, it is possible to have
networks with up to 235 nodes. The limit of 235 nodes is
due to the exhaustion of the throughput of the nodes at one
hop from the sink, so in this case, increasing the number
of radio interfaces in the virtual sink does not generate an
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increase in throughput. Moreover, if the number of nodes is
maintained, it is possible to increase the frequency of data
packet generation by a factor equal to the number of radio
interfaces. For example, for 83 nodes with a single radio
it is only possible to send one packet per second on each
node, by increasing the number of radio interfaces to 4, it is
possible to increase the packet frequency to 4 packets per
second.
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58 50 30 18 12 11

==
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FIGURE 8. Number of radio interfaces depending on the number of nodes
and packet frequency with n;; = 24.

In Fig. 8 the number of nodes on the first level has been
increased to 24. This allows the total number of nodes to be
increased 371, as sending one data packet per second, 13 radio
interfaces would be needed in the virtual sink. In this case,
when using the minimum number of nodes, it is not possible
to get the number of radios equal to the first level nodes
(r = nr1), because the available number of physical channels
in the IEEE 802.15.4e standard is 16. In these figures it
can also be seen how increasing the number of radios does
not increase proportionally the number of nodes. This is
because increasing the nodes increases the control traffic and
the slotframe occupation more significantly. In addition, the
maximum number of radios to be used depends entirely on
the network topology, specifically on the nodes that are one
hop away from the sink.

Therefore, it is more efficient to use the remaining physical
channels in other SD-IWSNSs operating concurrently. Follow-
ing the example of Fig. 6, which shows an SD-IWSN with
2 radio interfaces and 4 channels, 12 free channels of the
frequency spectrum would remain, which would allow the
creation of three more SD-IWSNs, as shown in Fig. 9. In this
case, up to 4 SD-IWSNSs are deployed, integrated through the
wired network and orchestrated by the same SDN controller.
As each of the SD-IWSNs is using a frequency hopping
pattern on different channels, there is no interference between
them. This allows the coexistence of these networks in the
same industrial environment, increasing the density of nodes
without increasing the control traffic generated by the SDN
controller.
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FIGURE 9. Multiple frequency-separated SD-IWSNs orchestrated by the same SDN controller.

C. TOPOLOGY

To generalise the obtained results, a square grid topology of
size mxm has been used. The simulated nodes are 16 meters
apart, and the size of the network increases regularly with
an odd value of m, to ensure that the sink node remains at
the center of the topology, as show in Fig. 10. For instance,
considering a 3 x 3 topology, the IWSN network would
consist of 8 nodes and the sink in the center of the topology.

12 Hop!

22 Hop

32 Hop

42 Hop

FIGURE 10. Regular square grid topology with sink in the center.

The number of nodes in each hop for the above topology
is shown in Fig. 11 which shows the growth of a square grid
network consisting of 1000 nodes with two coverage areas
that define the nodes in the first level. For ny | there would
be a maximum of 16 hops for a 1000-node network, while
a 100-node network does not exceed 5 hops. Increasing the
node coverage or decreasing the distance between nodes
increases the first level nodes, reducing the distance to
the sink of all nodes. For a network of 1000 nodes with
nr1 = 24 the farthest nodes are 7 hops from the sink.
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FIGURE 11. Increase in hops to sink in square grid topology depending
on the number of nodes.

D. PATH CONFIGURATION

an SDN network, the SDN controller must configure the
actions on each of the nodes, therefore the configuration
packets must also be scalable and generate the smallest possi-
ble increase in control traffic. Therefore, to send the routing
configuration and slot assignment, the SDN controller uses
the OpenPathTSCH packet, which contains the rules for a
specific flow, the route and the hop-by-hop configuration of
the slots assigned for TSCH transmission. To avoid sending
this information in bulk from the SDN controller, this type of
packet has an auto-propagation mechanism, where the receiv-
ing nodes process and forward the packet to the next hop in
the path, reducing the number of packets to be sent from the
SDN controller. However, the size of this packet is limited
to 116 Bytes, which are assigned according to Equation (8)
obtained in [5]. The packet header (Pj) is common to all
SDN-WISE packets and has a length of 10 Bytes, where the
necessary parameters for packet processing and forwarding
are specified. The indicator field (Ind) is specific to the
OpenPathTSCH packet, and contains the values of NR, SF
and the number of nodes in the path. These messages are used
to configure the corresponding TSCH slots at each node.

Py=Py,+5-NR+Ind+2-n+2-NR-(n—1) (8)
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The size of this packet limits the number of hops and
number of repetitions (NR) that a flow can have. A dashed
line is shown in Fig. 12, representing the capacity of this
type of configuration packet (116 Bytes). In scenarios with
a high number of nodes, using multiple sendings of a flow
within the slotframe (NVR), the maximum value in hops that
can configure this packet is 24 (blue curve), where a single
transmission of the flow is performed per slotframe (NR = 1).
However, as shown in Fig. 11, this number of hops is not
achieved in square grid topologies, where considering a limit
of 1000 nodes, the maximum distance to the sink is 16 hops.
If, on the other hand, the flows require a higher frequency
of data sending, it is necessary to increase the number of
repetitions. In this case it is possible to configure up to
10 transmissions per slotframe for a flow with a distance of
4 hops to the sink in a single OpenPathTSCH packet.

103Total OpenPath lenght for multiple number of Hops and Repetitions
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FIGURE 12. Size of the OpenPathTSCH depending on the number of
nodes and repetitions within the Slotframe.

IV. RESULTS AND DISCUSSION

This section shows the results using the square grid topology
with sink in the center, as shown in Fig. 10. Different types
of simulations were performed using the Cooja Simulation
tool, deploying different numbers of nodes. The objective
of these tests is to analyze the performance and scalability
limitations of a conventional sink compared to the virtual sink
proposed in this paper, using different configurations with 4,
8 and 16 radio interfaces. Also, the coexistence of multiple

TABLE 3. Parameters used in simulation.

Parameter Value
Simulation time 180 s
Number of runs 10
Data period (Dy) 500ms
Packet frequency (Py) 2 pls
n (Topology) 8(3x3), 24(5x5), 48(7x7), 80(9x9)
Number of Channels 4
Timeslot (T%s) 10 ms
Slotframe size (SF’) 101 timeslots
Shared slots (Sh) 6, 8, 12, 18 timeslots
Beacon Period (B)) 3s
Report Period (Ry) 6s

107146

SD-IWSN is tested to extend the number of nodes beyond
the virtual sink limits.

The simulations have been carried out using the commu-
nication stack proposed in Contiki NG [36], in which the sky
type motes have been used to emulate the real behavior of the
equipment. A summary of the general parameters used in the
simulations is shown in Table 3.

The SDN controller used is the SDN WISE-TSCH
connected to the sink through a TCP port. This SDN con-
troller includes applications for flow management, rout-
ing processes and TSCH scheduler. In addition, ONOS,
a more robust industrial SDN controller with a fully mod-
ular design, was used to test the approach of multiple
SD-IWSN with virtual sinks. This allows to integrate differ-
ent non-standard southbound protocols, such as the one used
by SDN WISE.

A. CONVENTIONAL SINK

Starting from the square grid and Equation (2) for all the
control traffic, the average number of actions (Rx or Tx) that
each node must perform to receive and retransmit the control
traffic were evaluated, depending on its distance to the sink
and the number of nodes in the network. As shown in Fig. 13,
nodes two hops away from the sink have low saturation, only
reaching the TSCH limit level when it is a network of more
than 700 nodes, due to the aggregation of traffic from higher
nodes. For a single hop this limit is reached at 370 nodes and
for the sink at 100, therefore, it is the sink that limits the
number of nodes in the network. However, these maximum
values are obtained in an ideal environment, where there are
no collisions in the shared slots and the traffic is equally
balanced among all the nodes in the network. Therefore, the
throughput available for data will be reduced by the shared
slots allocated to control traffic.

103
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FIGURE 13. Average number of received/transmitted packets by each
node as a function of the distance to the sink node.

To have a higher throughput available for data, B, = 3s and
R, = 6s were used. Adequate to maintain an intermediate
network dynamism without a significant throughput reduc-
tion due to control traffic [10]. In this case, for 81 nodes,
the control traffic requires 20% of the total bandwidth.
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Fig. 14 (a) shows how the total amount of data packets
increases linearly with the number of nodes, until the max-
imum throughput of the network is reached. At that moment,
packets begin to be stored in the queues until they over-
flow and are discarded by the node. Therefore, with 49 and
81 nodes, the total amount of data packets does not vary
significantly. This packet loss can be seen in Fig. 14 (b),
where for the first two networks the PDR is 100%, for the
48-node network, throughput has already exceeded, and the
PDR drops to 80%. This situation worsens for 80 nodes,
where the PDR decreases to 45%.
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FIGURE 14. Total data packets in simulations with common sink.

Fig. 15 shows the proportion of timeslots being used in
transmission or reception by the sink, depending on the
number of nodes. The first case shows the results for the
3 x 3 topology, where the sink is located in the center and
the 8 nodes one hop away from it. The slotframe occupancy
is not significant, since most of this occupancy is due to the
number of shared slots used to send control traffic. When
the number of nodes is increased to 24, the occupancy has
a significant impact on the sink compared to the previous
result, since the occupancy is over 50%. In the following
topologies, it can be seen how the sink reaches the maximum
occupancy of the slotframe. Therefore, the network gener-
ates more packets than the sink node can receive, creating a
bottleneck that ends up saturating the queue of nodes when
the network throughput exceeds 80 packets per second or
40-nodes network sending two data packet per second, also
limiting the scalability capabilities of the SD-IWSN.

B. VIRTUAL SINK

In accordance with the previous section, the use of a sin-
gle sink limits the scalability capabilities of the SD-IWSN,
because it is the only entry point for the n nodes in the
network. The saturation level of the network depends mainly
on two factors: the number of nodes and the frequency of
sending packets (including data and control messages) from
each node, both related to the occupation of the TSCH slot-
frame and the total throughput of the SD-IWSN.

Increasing any of these variables has a direct impact on
the amount of TSCH resources to be allocated, especially
at the sink. Because these resources are limited, the sink
loses packets when the product n - D), exceeds the throughput
imposed by the TSCH protocol. To reduce this limitation, the
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FIGURE 15. Slotframe occupancy depending on the number of nodes.

proposed virtual sink deployments have been used, in which
the use of multiple radio interfaces (r) allows each of these
devices to perform multiple actions on different channels and
at the same instant of time. This allows the limitation in
terms of scalability of the TSCH mechanism to be changed,
increasing it by a factor that will depend on the number of
radio interfaces used by the virtual sink. This factor ranging
from 1/T; to r/Ts, with a limit of r = 16, the maximum
number of channels in 2.4GHz defined in the IEEE 802.15.4¢
standard.
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FIGURE 16. Average packets received/transmitted by the nodes
depending on the distance to the sink.

Fig. 16 shows the distribution of the load on each node,
depending on the distance to the virtual sink, and the number
of nodes in the network. In addition, virtual sinks with 2,
4, 8 and 16 radio interfaces have been added. In the case of
the virtual sink with 16 radio interfaces, the traffic of more
than 1000 nodes can be supported, since for this value it
does not reach the bandwitdth limit. However, in a network
of 1000 nodes, the nodes at the first level would be satu-
rated, preventing traffic from reaching the virtual sink. This
behavior is similar for the virtual sink with 4 and 8 radio
interfaces, where the bottleneck is the first hop nodes. Having
a high number of radio interfaces significantly increases the
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throughput in the virtual sink, which has a direct impact on
the scalability capabilities of the SD-IWSN, although it will
be limited by the maximum throughput that can be generated
by the first-hop nodes (n11).
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FIGURE 17. Total data packets in simulations with virtual sink composed
of 2 radio interfaces.

The results of aggregation of radio interfaces can be seen
in Fig. 17 (a) where, under the same conditions as the con-
ventional sink, there is a constant growth in the total number
of packets. In this case, the difference between the 49-node
and 81-node network is clearly observed, where it reaches
27000 data packets, doubling the previous throughput. The
PDR shown in Fig. 17 (b) remains above 99% in all cases,
so there is no saturation.

Since there are now 4 radio interfaces with independent
schedules, the slotframe occupancy in the sink is drastically
reduced, as can be seen in Fig. 15, where for the virtual sink
it remains below 60% in all cases. Moreover, the curve of
the virtual sink is completely adjusted with the use of the
slotframe in the first level nodes. As these results show, the
aggregation of radio interfaces in virtual sinks considerably
increases the bandwidth, avoiding congestion and allowing
all the available throughput of the first-hop nodes to be
used. These performance improvements not only optimize the
SD-IWSNs by making better use of radio resources, but also
help to increase the number of deployed nodes and the data
sending period.

Finally, if the energy is analyzed, considering the use of
a virtual sink with multiple radio interfaces, the impact on
the rest of the network nodes is transparent, since for these
devices there is only one sink with which to communicate.
As for the virtual sink with multiple radio interfaces, the
power consumption will be higher, since it must have several
of these devices. However, since it must remain connected
to the SDN controller, it has a continuous power supply.
Therefore, this higher consumption will not result in any
negative effect on the lifetime of the network, as is the case
with the consumption of the network with a conventional
sink.

C. MULTIPLE SD-IWSN USING VIRTUAL SINKS

Using virtual sink-based solutions, it is evident that it is
possible to improve the total bandwidth capabilities of an
SD-IWSN, the impact of which translates into improved
network scalability, as well as the transmission frequency
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of the different nodes of the SD-IWSN. However, in some
cases only 4 of the 16 channels available in the 2.4 GHz band
are used. To further improve the scalability of the SD-IWSN
and take full advantage of the TSCH radio spectrum, it is
possible to replicate these SD-IWSNs using a virtual sink, but
using a tuple of 4 different channels, which will remain com-
pletely isolated in different interference domains. The SDN
controller is designed to aggregate multiple networks, even
of different types, so the only limitation of the control plane
will be the CPU and memory usage of the SDN controller per
managed node. Therefore, there is no difference at the SDN
controller level between increasing the number of devices on
one network, or across multiple networks. If this network
growth were to be carried out taking into account the single
network option, it would have a considerable negative impact,
since control traffic is forwarded through shared slots. The
shared slots are common to all nodes in the network, there-
fore, when a node must send control information it can use
any of the configured shared slots to make the transmission.
This behavior increases the probability of control traffic col-
lisions as the number of nodes in the same network increases.
However, using multiple SD-IWSNs not only mitigates this
problem, but also takes full advantage of the available spec-
trum. Accordingly, the number of nodes in each SD-IWSN
can be increased as long as the control and data bandwidth
requirements do not exceed the TSCH limit, and thereafter
must be increased through other coexisting SD-IWSNs. SDN
allows different SD-IWSNs to be managed from the same
SDN controller, reducing the administration and configura-
tion difficulties of deploying multiple SD-IWSNS.

TABLE 4. ONOS RAM and CPU usage with multiple SD-IWSN.

SD-IWSN 0 1 2 3 4
CPU 20% 20.7% 21.5% 22.1% 23%
RAM 4Gb | 6.67Gb | 921 Gb | 11.92Gb | 14.55Gb

To test the coexistence of multiple SD-IWSNs, the ONOS
controller is used, deploying 4 SD-IWSNs each with 4 differ-
ent channels, in which the topology of each one is a square
grid of 80 nodes. The results obtained in terms of total pack-
ets, PDR and slotframe occupancy have the same behavior as
that obtained in Fig. 17 and Fig. 15 for each of the networks,
since groups of 4 different channels have been used, thus
taking advantage of the entire spectrum of the IEEE 802.15.4¢
standard. The computational consumption in terms of CPU
and RAM can be seen in Tab. 4, where the consumption of
the SDN controller without connected devices is shown, and
with up to 4SD-IWSN of 80 nodes each, where the virtual
sinks are formed by 4 radio interfaces with different channels,
which in total allows a network of 320 nodes to be served.

D. TESTBED

To test the performance with real hardware, a testbed was
set up in which two frequency-isolated SD-IWSNs were
deployed, using groups of 4 different channels. The networks
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have a 3 x 3 square-grid topology and the power of the nodes
was limited to —15 dB to perform the tests in a laboratory
environment. In this case, each network would be composed
of a sink node and 8 nodes that perform periodic data forward-
ing. The sink is connected to a Raspberry Pi via USB, to give
it access to the wired SDN network, where the SDN controller
is located, as shown in Fig. 18. The tests were carried out
using the two types of sink, first the two SD-IWSN with a
conventional sink and finally both SD-IWSN with a virtual
sink with 2 radio interfaces, formed using two openmote-B
managed by the SDN controller so that the other nodes in the
network perceive it as a single device.

SDN Controller.

FIGURE 18. Testbed: 2 SD-IWSN with square-grid topology, virtual sink
with two radio interfaces.

In order to observe the effect of saturation with a limited
number of nodes, different packet generation frequencies
were used, ranging from two packets per second (500 ms)
as in the simulations, to 20 packets per second (50 ms). The
operating system of the nodes was Contiki NG, on which
the firmware for the Openmote-b and REmote hardware
was developed. The configuration parameters used are listed
in Tab. 5.

TABLE 5. Parameters used in testbed.

Parameter Value
Simulation time 180 s
Number of runs 5
Data period (Dy) 500 ms, 250 ms, 100ms, 50ms
Packet frequency (Pr) 2 pls, 4 p/s, 10 p/s, 20 p/s
n (Topology) 8(3x3)
Number of Channels 4
Transmision power -15dB
Timeslot (1) 10 ms
Slotframe size (S'F) 101 timeslots
Shared slots (Sh) 6 timeslots
Beacon Period (By) 3s
Report Period (Ry) 6s

The results obtained after injecting data traffic from all
nodes are shown in Fig. 19, where the total number of packets
received by SD-IWSN for different data sending periods is
shown. Using the 500 ms and 250 ms periods, the behavior
obtained is similar to that of the simulations, where for a
small number of nodes there is no difference between using
hardware with one radio interface or two. For the 100 ms
and 50 ms cases, it is evident that the network with the
conventional sink reaches its maximum bandwidth at 100 ms,
since the 50 ms and 100 ms total packets columns do not
show a significant difference. On the contrary, in the virtual
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FIGURE 19. PDR and Slotframe utilization in the testbed, with different
packet frequency.

sink, where its two radio interfaces allow a higher packet flow,
a slightly higher total number of packets than the conventional
sink is observed in the 100ms period. When the period is
reduced to 50 ms, the virtual sink doubles the total number
of packets, while the conventional sink receives the same
number of packets as with the 100 ms period.

The results show that, thanks to the higher bandwidth
capacity in the virtual sink, it is possible to guarantee a
higher PDR in conditions with high traffic flow, which has
a direct impact on the scalability of the network and the
maximum data transfer frequency. As can be seen in the
green and red columns of Fig. 19, a PDR close to 100% is
obtained for the first two cases, both with the conventional
sink and the virtual sink. However, from this point on, the
conventional sink starts to lose packets, until it loses more
than 50% for the tests with a period of 50 ms, where the
virtual sink maintains the PDR above 99%. This packet loss
is caused by the lack of TSCH resources, as shown in the blue
and orange columns of Fig. 19, which increase progressively
when the period is reduced, as in the simulation in which
the number of nodes was increased. The conventional sink
has 100% of the timeslots assigned to it, where each of the
transmitter nodes has 30 slots assigned to it, about 30% of
the slotframe. In the virtual sink, no saturation is observed
in the use of the slotframe since, although it has the same
number of timeslots, it can perform two receptions in each
one, and in this way it does not lose packets and the use of
slotframe does not reach 100% of occupancy. These results
can be extrapolated to networks with a larger number of
nodes, since high packet generation frequencies have been
used to observe the behavior of the network with a high
amount of data flow. For example, a packet generation rate
of 20 packets per second (D, = 50 ms) in a 9-node network
generates the same amount of data packets as a 180-node
network with a generation rate of 1 packet per second.

V. CONCLUSION
Scalability in IWSNs has traditionally been addressed by
routing and clustering to reduce network energy consump-
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tion. However, to implement these networks in industrial
sectors, a QoS-oriented approach is required, which is not
possible to achieve with traditional networks. Hence, a differ-
ent approach is required, such as the use of SDN networks,
which provide greater flexibility, ease of administration and
optimized network configurations to ensure different levels
of QoS.

In this paper, the scalability limitations of traditional IWSN
and SD-IWSN networks have identified. It has been proven
through simulation and testbed, that thanks to SDN tech-
nology it is possible to create a logical grouping of single
nodes and manage them through the SDN controller as a
single virtual sink, which physically will have multiple radio
interfaces that allow the radio interaction capabilities to be
multiplied.

Thanks to the use of these virtual sinks, it is possible
to increase the throughput of the SD-IWSN, also allowing
the number of nodes in the network to be increased and
the negative effects of control traffic associated with this
increase in the number of nodes to be reduced. This behavior
is especially significant in the sink, where increasing the
size of the network causes a bottleneck due to the aggre-
gation of traffic from all nodes in the topology. Allowing
to increase the total number of nodes at least 0.7 times
for each radio interface with respect to a SD-IWSN with
a traditional sink. Passing from networks of 83 nodes to
networks of 144 nodes (1.73 more nodes, 0.86 per radio inter-
face) or 232 nodes (2.8 more nodes, 0.7 per radio interface).
Also, maintaining the number of nodes, the packet frequency
can be incremented proportionally to the number of radio
interfaces.

Furthermore, thanks to the centralized control of multiple
networks, optimizing the network distribution from a single
point, where it is possible to aggregate multiple SD-IWSNss,
separated by physical channels, to avoid interference. Among
the different advantages provided by SDN, the results of this
paper highlight that, thanks to the combination of different
methods orchestrated by the SDN controller, it is possi-
ble to deploy 8 SD-IWSNs with two radio interfaces that
allow 144 nodes per SD-IWSN. For a total of 1152-node
SD-IWSNSs in which a PDR higher than 99% is guaranteed
even under high traffic loads. This means that using virtual
sinks in a combination of multiple networks can increase
by up to 13.7 times in node capacity achieved concerning a
conventional IWSN.

As future work, the use of Machine Learning applications
will be considered to interact with the SDN controller. That
guarantees the throughput and scalability in the multiple
SD-IWSN approach, through an analysis of the channels used
by each network and their performance. This will allow not
only to select the best channels for each IWSN but also to
automatically optimize the segmentation of the networks by
choosing the IWSN with the optimal channel configuration
for each node. Also, flexibility is enhanced by allowing the
nodes to move between different IWSNs according to the
network performance.
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