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Abstract

In recent years, the patient specific medical scenario has gained increasing popularity in health and engineering research.
nlike the standard medical paradigm (generalized treatment), personalized health techniques are oriented towards suiting the

pecific demands of a given patient, resulting in solutions that increase the success of the medical procedure. The idea of
omputer oriented, or in silico, medical experimentation has proven to be an effective tool to permit the implementation of
atient specific medicine.

Bone remodelling (BR) simulation intends to predict bone distribution changes due to the specific living conditions of a
ertain bone under the patient’s loading conditions. Unfortunately, it is usually difficult to obtain the simulation conditions
ffecting this process which are particular in each case. In this sense, the objective of this work is to present a procedure to
djust the patient-dependent biomechanical factors affecting bone growth and ingrowth, in order to reduce the computational
ncertainty of the BR simulation. Assuming that the medical image represents a bone distribution in remodelling homeostasis,
he optimization of parameters is driven by the search of a stationary remodelling state of the bone. The methodology is tested
n a synthetic problem and also applied in the context of a human mandible in which mastication forces are obtained.

2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
http://creativecommons.org/licenses/by/4.0/).

eywords: Bone remodelling; cgFEM; Parameter search; Model adaptation; Patient specific

1. Introduction

Approaching the problem of personalized medical simulation in an in silico manner unleashes a large potential
for the improvement of short and long-term quality of live of patients. This allows non-invasive, inexpensive and
fast simulations, and therefore permits guided testing where many design variations or even medical protocols can
be tested and adapted to a specific patient. One of the greatest limitations in this paradigm is the accurate modelling
of the specific simulation conditions, specially those which are very dependent on the biology and lifestyle of each
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Fig. 1. Main sources of uncertainties affecting the two main parts of a bone remodelling simulation: structural simulations to obtain a
emodelling stimulus, and a bone distribution update scheme to adequate the bone density correspondingly. This work focuses on a procedure
o obtain some Structural boundary conditions and/or Remodelling parameters which mimic those specific from a given case, thus reducing
mportant sources of modelling errors.

ubject. Typical sources of modelling uncertainties affecting personalized bone remodelling simulations are shown
n Fig. 1. This work proposes a methodology to reduce some of them.

Bone adaptation is a dynamic process where the bone structure responds to the ongoing mechanical stimuli [1,2].
lthough the stimuli could be considered stationary in an adult bone, there are some situations where it can be

bruptly modified, leading to the adaptive response of the bone. These cases require the accurate bone remodelling
rediction in order to design tailor-made medical solutions.

An example is prostheses implantation where, in most cases, bone architectural redistribution is a response to
he sudden, non physiological change in structural stimuli that can lead to implant failure. This is typically caused
y the so-called Stress Shielding phenomenon, which leads to bone ‘laziness’ and can end in implant failure [3].
onsequently, prosthetic design considering short and long term bone adaptation has been an active research field

n recent times [4].
The simulation of the bone remodelling process usually considers a Finite Element Method (FEM) analysis to

ompute the mechanical stimuli in a certain simulation period. Its outputs are the bone stress and strain data, which
re then translated into a bone distribution update given a certain bone remodelling strategy, since this process
n mainly mechanically guided [5]. When solving this in silico problem, there are many sources of uncertainties
shown in Fig. 1), which ultimately reduce the accuracy of bone density prediction and so the fitness of the medical
rotocol selection. This work will focus on adjusting Structural boundary conditions, while future works will explore
djusting also Remodelling parameters.

In the existent literature related to applied bone remodelling simulation [6,7], patient-specific data is usually not
onsidered in the configuration of structural loads (diversity, positioning, orientation, amplitude) nor the remodelling
arameters definition. This is specially relevant when studying bone structures affected by complex loading scenarios
nd wide subject variability, like for example, in the human jaw and its masticatory cycle. In such case, some
uthors [8,9], consider complex biomechanical models to obtain the loads at teeth, but even these require some
eneric assumptions in the masticatory cycle and/or patient specific biological parameters which are difficult to
easure (such as muscle activation). Moreover, other biological parameters included in the remodelling algorithms

re not usually adapted to the specific patient. They, however, can affect in a relevant manner the short and
ong-term bone distribution outcome, specially in phenomenological remodelling models with a few but important
arameters [6,8,10].

The present work aims at using easily available patient specific information to evaluate subject dependent
onditions affecting bone structural simulation towards an improved accuracy of the bone adaptation model. First,
e consider an initial medical image which represents an assumable bone remodelling stationary state, then a finite

lement model is generated from this image through the Cartesian grid FEM (cgFEM) technology, explained in the
ext section. Using this model and some candidate personalized simulation parameters selected by an optimization
lgorithm, a null-remodelling situation is searched. This scenario has equivalent conditions to those patient-specific,
hich lead to the medical image.
The problem of load prediction from bone morphology has been explored recently. For example, the authors
n [11] scaled the loading conditions to maximize the uniformity of the loading field in a test micro-CT scan. Then,
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Fig. 2. FEM models from medical images are obtained through cgFEM, where the element stiffness matrix ke is computed using a material
matrix D(Υ (x)) which is spatially dependent with the medical image Hounsfield value Υ [14].

later in [12], they applied the method in a non clinical micro-CT scan of a human forearm. Other approaches [13]
include solving the inverse problem using neural-network trained models, which also considered the issue of non
uniqueness of the density distribution. Until the best of the authors’ knowledge, a framework to predict model
parameters through the search of a homeostatic stimulus state, based on 3D images obtained in the standard medical
practice, has not been studied yet.

After this introduction, the methodological foundations are described in Section 2. In Section 3 we focus on the
parameter fitting procedure itself, followed by the exposition and analysis of numerical results in Section 4, both
through a synthetic model example and a case study using a real medical image.

2. Methodology

In this section, the existing technologies, procedures and theoretical background used in the work are summarized.
First, the generation cgFEM models using medical images is briefly seen, followed by a description of the
remodelling algorithm and its integration in the cgFEM framework.

2.1. Medical image-based cgFEM

Normally, when creating bone-implant FE models from medical images, for example from three dimensional CT
Scans, there is a laborious segmentation processing of the medical image so that the FEM model is finally created.
By applying the cgFEM through the software FEAVox [14], the creation of FE models from medical images is
made straightforwardly. Fig. 2 illustrates the main stages of the process, where a cgFEM mesh is generated from a
coarsely segmented bone domain merely to reduce the amount of voxels to be considered in the FE model.

Due to the Cartesian mesh structure of the cgFEM, compatible with 3D images, it is possible to directly identify
a number of voxels into each finite element. The element stiffness matrix ke is integrated using the information
of the voxels contained in it, each voxel with an associated material property derived from the image intensity
values. Though there are various integration techniques which can be adopted, the so called Riemann sum method
is adopted in this work. Here, we consider a spatially dependent material property matrix D(Υ (x)) in the calculation

f the element stiffness ke matrix from the contribution of each integration point i p [14], as:

ke =

ni p∑
i p=1

BT(ξ j )D(ξ j )B(ξ j )|J(ξj)|w j (1)

i p being the number of element integration points (in this work being one per voxel located at its centre), BT a
atrix containing the derivative of the shape functions, |J| the Jacobian matrix determinant, and w j the weight

ssociated to each integration point. As it can be seen, the material properties of the image are first momentum
3
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Fig. 3. Remodelling law.

averaged at element level, thus the anisotropic bone structure distribution can taken into account. The Hounsfield
level of the image can be related with different material properties (for example, the Young modulus), using the
available literature data [6,10,14].

Taking this integration procedure for the stiffness matrix into account, the linear elasticity problem is defined as
follows:

Find u ∈ V : ∀v ∈ V

a(u, v) = l(v) where

a(u, v) =

∫
Ω

ε(u)Tσ(v) dΩ

l(v) =

∫
Ω

bT v dΩ +

∫
ΓN

tT v dΓ ,

(2)

here the displacement field is defined as u, the strain field as ε, the stress field is denoted as σ, and boundary
denoted by ∂Ω . Prescribed tractions denoted by t are imposed over the part ΓN of the boundary, while displacements
denoted by ū are prescribed over the complementary part ΓD of the boundary. Body loads are denoted as b. It is

ighlighted that in this work, body loads are considered to be zero since the weight of the bodies is not significant
ompared to the masticatory forces. Problem (2) is solved in the space V = {v | v ∈

[
H 1(Ω )

]d
} being d the

imension of the problem. It can be observed that problem (2) is not solvable since Dirichlet boundary conditions
re not considered. cgFEM imposes the essential boundary conditions, ū, via Lagrange multipliers [15]. The choice
f the Lagrange multipliers space is critical and not evident in some situations, therefore in the cgFEM context
stabilization technique, also presented in [15], is used. Additionally, the solution space also has to be stabilized

ecause ∂Ω can arbitrarily cut the elements, leading to ill-conditioning issues [16]. The continuous problem is
olved by using a discretization with linear elements.

.2. Bone remodelling simulation

The remodelling model considered is the model presented in [17], and applied in recent works, either in the
sotropic version [10] or with anisotropic enhanced formulations [6,18]. For the sake of simplicity, remodelling
sotropy is considered in the present paper.

The phenomenological remodelling model used is inspired by biological homeostatic adaptation of bone. It is
ormulated in terms of daily bone adaptation towards the amount of mechanical stimulation which is “adequate”
or a given bone at a given tissue point, also called reference stimulus ψ∗

t .
This adaptation process is driven by a certain remodelling law, such as the one illustrated in Fig. 3.
Here, either formation, resorption or bone maintenance rates ṙ depend on the relationship between the actual

one stimulus at tissue level ψt and ψ∗
t . w is the half width of the so called ‘lazy zone’, which determines the

hreshold inside which the actual stimulus degree ψ is not sufficiently different from ψ∗ to generate a maximum
t t
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ariation. Outside the lazy zone, the rate of response formation and resorption is determined by parameters ca and
cr , respectively. Inside the lazy zone, formation and resorption rates are determined by ca,l and cr,l , respectively,
hese being typically lower than ca and cr , given the proximity to the homeostatic point were ψt = ψ∗

t . When
describes the range of no density variation ṙ = 0, this range is described as a ‘dead zone’, however, since the

xistence of an actual tissue stimulus range where no remodelling occurs is still unclear [19], in this work w is
onsidered to be zero. This also favours the uniqueness of the long-term density solution [19], which is desired
hen applying the fitting procedure described in this work. Finally, as an additional approximation, this work also

onsiders c = ca = cr = ca,l = cr,l .
ψt at the tissue level, is derived through:

ψt =

(
ρ̂

ρ

)2

ψ , (3)

where ρ and ρ̂ are the apparent and cortical density of bone (ρ̂ = 2.1 g/cm3), respectively. ψ is the computed
stimulus at the continuum level by load case i , obtained as:

ψ = n1/m σ̂ . (4)

Here, n is the number of load cycles of the particular load condition being simulated and m is a constant [8].
As seen later, n is taken to be constant for the different problems studied. σ̂ is the so called effective stress value

btained from the FEM, defined as:

σ̂ =
√

2EU , (5)

E = 3388ρ2.58, (6)

E being the Young’s modulus expressed in MPa, and obtained through Eq. (6), a relationship given by [20] and
used in [8], with ρ expressed in g/cm3. U corresponds to the strain energy density at a particular tissue point for
a given loading situation.

Given that ψ (and therefore ψt ) is related to the strain energy density U , it is affected by the stress tensor ε
and strain tensor σ, obtained from the FE analysis at that point. This shows how if a bone unit is over stimulated,
meaning that it has high mechanical actions for its given density, the remodelling law will tend to increase the
bone density at that point to drive it towards the equilibrium or reference stimulus. And vice versa, if bone is
understimulated, it will reabsorb.

From the remodelling response rate ṙ (Eq. (7)), which is the net tissue volume formed or resorbed per unit time
and unit surface available, the actual density variation can be obtained through Eq. (8).

ṙ =

⎧⎪⎨⎪⎩
ca(ψt − ψ∗

t + w) for ψt ≥ ψ∗
t + w

0 for ψt > ψ∗
t − w and ψt < ψ∗

t + w

cr (ψt − ψ∗
t − w) for ψt ≤ ψ∗

t − w

(7)

ρ̇ = kSρ̂ṙ (8)

kS being the available specific surface (in mm2/mm3) and obtained using the equation used in [21].
Fig. 4 shows how the density update is integrated into a patient specific remodelling loop. Consider a set of

simulation parameters X and an input 3D medical image I0. The latter is translated into the numerical computing
environment FEAVox, where the technology cgFEM (see Section 2.1) is applied to obtain the strain εi and stress
σi tensors which drive the remodelling process, obtaining the remodelled image Ii+1 after one simulation day. The
FE analysis is conditioned by the set of finite element simulation parameters XF E and the set XRem which contains
the parametrization affecting the remodelling update phase.

As shown in Fig. 4, this process is repeated until convergence, where ch , a metric based on the density variation
after each remodelling update, is below a threshold value c∗

h .
The computation of ch is described as:

ch =
∥Ii+1 − Ii∥ (9)
∥Ii∥

5
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Fig. 4. Flow diagram illustrating the remodelling loop.

where the ∥∥ operator represents the 2-norm, or Frobenius norm of a matrix. For a 3 dimensional l-by-m-by-n
matrix A, it is defined as:

∥A∥ =

√ l∑
i=1

( m∑
j=1

( n∑
k=1

|Ai jk |
2
))
. (10)

Therefore, Eq. (9) is a metric of the relative difference between the input image in iteration i , Ii and the updated
image Ii+1. Note that the images in this work are numerically expressed as 3 dimensional matrices where the
position of each value in the matrix corresponds to the physical voxel locations in the image. It is highlighted that
since the 2-norm (which is based in a local, voxel to voxel comparison) is used, spatial variations are taken into
consideration.

As shown in Fig. 4, the stopping criterion of a long-term remodelling simulation is defined in the work as the
state where ch < c∗

h , representing a sufficiently low density change in relative terms (or homeostatic stability).

2.2.1. Smoothing technique
As observed in previous works using the same remodelling model [10] the so called checkerboard effect

may occur when applying the remodelling procedure in an element-based approach, presenting undesired density
discontinuities. In order to obtain a continuous, physiological bone distribution, a smoothing filtering technique is
used to obtain long-term remodelling distributions. More precisely, the filtered density ρs,v at a given voxel v from
the updated one is obtained as a weighted sum function of the density on the surrounding neighbours ρv,k ...ρv,nk :

ρs,v =

nk∑
k=1

ρv,kws,k (11)

where ws,k is the normalized weight corresponding to neighbour k, and depends linear with its distance dk from
he smoothed voxel:

ws,k = 1 −
dk

r
(12)

r being the radius neighbour selection.

. Model parameter fitting

In this section, the parameter identification procedure is explained, first providing a general overview of the
ata workflow and then explaining the optimization algorithms. Finally, some remarks are given on the effect that
ifferent simulation configurations and the solution uniqueness have on the presented technique and the results
btained.
6
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Fig. 5. Flow diagram illustrating the parameter fitting procedure. One remodelling step is simulated in order to obtain the density variation
between the reference and remodelled images (OF). This difference metric is then used as an error to be minimized through the choice of
X, until the convergence of the process, when the optimized parameters X∗ are returned.

3.1. Fitting procedure

Essentially, the objective of this procedure is to estimate a definition of the simulation conditions equivalent to
the set of conditions acting on a given patient at the particular moment when the medical image was obtained. The
parameter fitting procedure workflow is illustrated in Fig. 5.

We are interested on minimizing an objective function OF, which measures the degree of density variation after
one remodelling cycle such as:

OF =
∥I1 − I0∥

∥I0∥ nd
, (13)

measuring the relative density difference between image I0 and the image after 1 remodelling cycle I1. nd , the
number of remodelling days in one full remodelling cycle, is used to average the density variation along the
remodelling days, when a different load case is applied each day.

Let us consider that the remodelled image I1 is obtained given some chosen simulation parameters, X and initially
X0 (chosen randomly within the search bounds). Assuming that the medical image I0 was captured at a relatively
stabilized (homeostatic) point, an optimal set of simulation parameters X∗ which recreates as much as possible
the real scenario, may provide minimum remodelling change OF. Thus, an optimizer is programmed to propose
candidate simulation parameters X until a given stopping criterion based on OF is met. In regard to the optimizer,
this work explores two stochastic algorithms, namely Genetic Algorithms and a Bayesian Optimization approach.
These are explained in the following section.

It could be argued that in order to ensure that the procedure is searching for a stabilized remodelling scenario,
not only in short, but also in the long term, the objective function has to be computed for numerous remodelling
cycles. However, the computational cost associated to solving an accurate bone remodelling simulation multiple
times for each evaluation of the objective function, makes this approach less practical. Instead, assuming that only
one bone density update is representative of the degree of fitness in the choice of X, the methodology proposed can
be effective through obtaining OF through 1 remodelling step.

Of course, recreating the actual patient-specific scenario is limited to the defined complexity of the model
definition as such, and increasing accuracy would be expected by considering a large extent of biomechanical
actions as parameters to be fitted or other patient specific phenomena not integrated in the remodelling model.
However, the objective of this work is not to obtain the totality of actual (physical) simulation parameters, but to
estimate the combination of only those regarded in the simplified model in order to maximize the stability of bone
density variation rate. In other words, even if the set of simulation conditions obtained by the procedure is not the
actual physiological one, they are the best possible combination given a simplified, equivalent model.

It is highlighted that the concept of reaching a homeostasis state of the bone is the basis of the parameter
adjustment procedure. In fact, the OF value is directly related to bone density variation. Hence, by minimizing

∗
OF, the stimulus field is driven to the reference homeostatic point Ψt . This is shown clearly in the results section,

7
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here less apparent density variation is obtained when the loads are applied are those obtained through the proposed
rocedure.

.2. Parameter optimization strategies applied

Optimization algorithms are widely used to solve iterative parameter searches of complex problems. From
he variety of typologies and approaches, this work applies both Genetic Algorithms (GA) [22] and a Bayesian
ptimization (BO) [23] strategies.
Genetic algorithms do not require the computation of the derivatives of the objective function with respect

o the design variables. Although generally a higher number of evaluations of the objective function is required
ompared to the BO approach, they tend to global optima even when a relatively large number of design variables
re considered [22] or dealing with non convex design spaces. Moreover, GA have been used by the authors when
ealing with complex design spaces [24].

Bayesian Optimization is usually preferred when the evaluation of the objective function is computationally
xpensive [25] (such as in the present work considering the problem size of a medical-image based FEM analysis).
s with GA, it is a suitable strategy when there is no access to OF derivatives with the parameters, or when the
roblem at hand is not known to be convex. Additionally, BO offers an effective combination between exploration
f the design space (i.e., avoiding getting trapped in local minima) and its exploitation (approaching the global
ptimum once the high fitness search area has been detected). This exploration–exploitation blend is driven by
he gathered experiments through progressive function evaluations, creating a probabilistic surrogate OF model,
ormally a Gaussian Process (GP), which contains a predicted mean and variance for all points in the design space.
ssentially, the goal is to progressively update the GP function, finally returning the predicted solution, which ideally

ies near the real global optimum after meeting some stopping criterion [23].
In the present work, both the GA and BO are applied to the procedure presented in order to study the performance

f different optimization algorithms. In the first numerical problem presented: a benchmark problem consisting on
fixed beam, a BO is used. In the medical case study, a GA approach is used.

. Results and discussion

In this section, first the methodology proposed is evaluated through a simple test beam that will be used as
enchmark problem, secondly a similar situation to a clinical case study using a real medical image is presented.
lthough future works will study the identification of parameters affecting the remodelling algorithm XRem , this

work will only focus on the fitting of the set of loads XF E .

4.1. Benchmark problem

4.1.1. Obtaining a stabilized image
In order to test the procedure presented in Section 3, a synthetic medical test image is first obtained applying

the remodelling loop explained in Fig. 4 from a set of known simulation parameters. These parameters are then
searched by the fitting algorithm described in this work. The test image is obtained from the structural problem
illustrated in Fig. 6, regarding a beam with a clamped end and a linearly increasing vertical force acting on the top
side.

The FE mesh used comprises 53 760 linear cubic elements, with 1 element per voxel (the FE and image mesh
being coincident). Starting from an homogeneous material distribution of ρ0 = 400 kg/m3, the bone remodelling
process is simulated according to Section 2.2 until a certain degree of homeostatic stabilization is obtained. The
magnitude Fr and length L of the linearly distributed force used, as well as the remodelling parameters, are shown
n Table 1. Note that Fr is distributed between the equidistantly separed number of node rows nrow, L being 0.02 m
hen nrow = 14. Section 2.2.1 is applied to avoid the checkerboard effect using a filter radius of r = 2 ·

√
3de (de

eing the element size). The biological minimum value of the trabecular bone of ρmin = 100 kg/m3 and an upper
imit of ρmax = ρ̂ = 2100 kg/m3 are used.

The resultant bone remodelling evolution is represented by the snapshots shown in Fig. 7, while Fig. 8 describes

he evolution in global remodelling statistics. As observed, the evolution of the convergence parameter ch (see

8
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a

Fig. 6. Test beam model showing boundary conditions applied and FE mesh.

Table 1
Parameters used in the beam remodelling problem.

Parameter ψ∗
t [MPa/day] w [MPa/day] c [µm/day] n [daily cycles] Fr [N] L [m]

Value 50 0 0.02 500 800 0.02

Eq. (9)) is monotonically decreasing over the time, indicating that under stable loads, the bone tends to achieve the
homeostatic state.

Since there is no available value of c∗

h representing this point in the benchmark problem, the stopping criterion is
set to 1000 days, as in [18]. In the problem at hand, the value of ch evaluated at 1000 days was ch = 6.570 · 10−4.

4.1.2. Parameter fitting
Assuming that the rest of remodelling parameters are fixed and known, the boundary conditions Fr and L are

searched (XF E
= {Fr , L}) using the procedure explained in Section 3.1 . In this case, the objective function (OF)

is computed using image I0 and I1 as the image at days 1000 and 1001, respectively. Here, nd = 1 day, since the
remodelling step, or cycle is comprised of a single loading case.

As explained in Section 3.2, a Bayesian Optimization (BO) is used for this problem. The density distribution
can be considered representative of a given set of X up to an image stability degree of c∗

h . As said, the value of ch

fter 1000 days represents the homeostatic state, hence we consider it as c∗

h . Therefore, OF < c∗

h , when evaluating
X, is used as stopping criterion.

Fig. 9 reflects the results of the BO driven fitting of parameters Fr and L simultaneously, being the best point
observed of Fr = 798.41 N and L = 0.02 m (nrow = 14), in only 16 evaluations of the objective function. The
effectiveness of the procedure is suggested, since these values are close to those used to generate the medical image.

4.2. Human mandible

4.2.1. Introduction
The following example is a human maxilla (upper jaw) model, obtained and segmented from a medical 5123
voxel sized CT-Scan through the software 3D-Slicer [26], expressed in Hounsfield Units (HU). For the sake

9
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Fig. 7. Bone density distribution snapshots at different days of the remodelling process.

Fig. 8. Monotonic evolution of the convergence parameter ch .
10
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Fig. 9. Bayesian optimization statistics. Left: reduction in the objective function value through the BO process. Right: approximated BO
model of the response surface.

of computational cost, only half of the complete maxilla is analysed, assuming symmetry conditions. As an
approximation, the Hounsfield units to ρ conversion was done through a linear interpolation between the minimum
and maximum HU corresponding to bone tissue, and the minimum and maximum bone density values, these being
ρmin = 100 kg/m3 and ρ̂ = 2100 kg/m3, respectively. As in the previous example, the smoothing filter explained
in Section 2.2.1 is applied to avoid checkerboard effect using a filter radius of r = 2 ·

√
3de.

Fig. 10 shows a representation of the medical image used, identifying the dental anatomy, where I1 and I2 are
he two incisors, C is the canine, P1 (named P from now on) the first premolar and M1 and M2 the first and second

olars, respectively.
This particular patient presents a missing teeth (the second premolar). A relevant Region of Interest (ROI),

see Fig. 10) of bone above the teeth can be identified when evaluating the implantation of a potential prosthesis.
his region is chosen for practical purposes since is the closer volume to the teeth with easily identifiable bone.
herefore, both the remodelling process and computation of OF to guide the parameter fitting procedure is limited

o this region.
Finally, it is commented that the effect of contact pre stresses in the human mandible or body loads are not

onsidered in this preliminary work. Their contribution to the obtained stimuli fields, and thus their potential effect
n the outcomes of the procedure could be analysed in the future.

.2.2. Parameter fitting
A physiological boundary condition configuration is of high importance when aiming to predict short and long

erm bone distribution. Given the high complexity [9] and patient variability in the loading scenario, such as that
xerted in the maxilla during the masticatory cycle, instead of deducing the loads through a biomechanical model [8],
his work proposes the implementation and fitting of an equivalent loading scenario in the 4 teeth surrounding the
OI selected (Canine C, Premolar P, Molar1 M1 and Molar 2 M2).

Fig. 11 illustrates the discretization mesh and BCs used. In regard to the Dirichlet boundary conditions, symmetric
isplacement constraints are applied to the nodes located at three bounding lateral planes, as shown in Fig. 11. The
E mesh remains constant along the remodelling process, and consists of 45 216 linear hexahedral elements of

ength de = 0.0016 m, with 51 025 nodes.
One of the model simplifications is to consider direct nodal forces instead of Neumann conditions (surface loads).

t can be said that by Saint-Venant principle [27], the numerical singularities created at force application points do
ot have any relevant effect in the ROI studied. Additionally, since the superior maxilla transmits the loads in the
ertical direction, the tooth influence region is close to the tooth. Then the incisors have small influence in the ROI

nd are not considered in the analysis.

11
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Fig. 10. Human bone mandible analysed. Top: views of the medical image with the dental anatomy identified. Bottom: detail views of the
egion Of Interest (ROI) selected. Note that voxels with density lower than 400 kg/m3 (in the Top image) and 100 kg/m3 (in the Bottom

image) are hidden for representation purposes.

Table 2
Masticatory sequence in one considered remodelling cycle.

Day of cycle 1 2 3 4 5 6 7 8 9 10

Active tooth C P M1 M2 P M1 M2 P M1 M2

In this case study, a complete remodelling cycle is understood as the one which considers the occlusion forces
n all considered teeth following a given masticatory pattern. For this, the sequence applied in [8], is adapted to the
eeth which are studied (those near the ROI, in only half of the mandible), and shown in Table 2. In this context,
he objective function is computed as in the beam model problem (see Eq. (13)), where I1 is the ROI image after

one remodelling cycle (nd = 10 remodelling days), and I0 is the original ROI from the medical image.
The multiple load scenario presented is treated as a daily remodelling problem where each tooth is active

ndependently in each day, instead of applying a complex load scenario [28]. This approach is a common
implification and has small influence in the long term remodelling process [8]. We consider a daily number of
ctions n = 500 in each teeth, the reference stimulus is set to ψ∗

t = 10 MPa and the growth rate in apposition and
resorption is cr = ca = 0.02 µm/day.

This work studies the relative influence on bone remodelling activity of each of the 4 analysed teeth in order to
simplify the complete fitting of loads to those with higher remodelling influence in the ROI selected. As explained
12
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Fig. 11. FE model used. Left: Mesh (green) and symmetry boundary conditions applied (purple). Right: point forces applied (voxels under
700 kg/m3 are not shown). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)

Table 3
Sensitivity analysis results.

Load case Compressive tooth load [N] OF value Variation [%]

F z
C F z

P F z
M1 F z

M2 – –

Reference 175 365 365 365 0.003237 –
I 175 · 1.1 365 365 365 0.003260 0.69104
II 175 365 · 1.1 365 365 0.003518 8.6767
III 175 365 365 · 1.1 365 0.003392 4.7671
IV 175 365 365 365 · 1.1 0.003285 1.4884

later, instead of fitting the forces of these 4 teeth, a sensitivity analysis is performed to assess the relative importance
of each of the loaded teeth in terms of remodelling at the ROI space. This is done by comparing the Objective
Function (OF) value obtained after one remodelling cycle applying literature loads taken from [29], with the OF
value obtained after one remodelling cycle with applying a small variation (10%) on these reference compressive
loads on each of those 4 teeth separately. The results are shown in Table 3. As observed, C and M2 are notably
less relevant, and so, the remodelling at the ROI is less sensitive to the loads at those teeth, the effect on the OF
being of low significance. The same can be said if we considered the effect of the lateral loads Fx and Fy of each
of the dental parts, since they are generally of lower intensity than the occlusal value (Fz).

Given the above, we present a protocol, shown in Fig. 12, that provides the equivalent forces through a sequence
f steps explained in this Section. This process/protocol finds first the main compressive component in all the four
eeth (Step 1), then in Step 2 this compressive load is corrected in the P and M2 teeth. Finally, in Step 3, lateral
orces are fitted in the P and M2 teeth.

As explained in Section 3.2, a Genetic Algorithm (GA) is used to search for the optimum force in each Step.
he selected GA population size is 10 times the number of variables in each search step (1 variable in Step 1, 2 in
tep 2 and 4 variables in Step 3). In all Steps, we considered that GA convergence is met when the variation in the
F value is lower than 0.1· 10−5 in the last 50 OF evaluations. For the sake of computational cost, a discretization
f the design space of 1 N is used to the define the forces. Finally, in regard to the computational cost, a single
valuation of the OF is completed after a mean of 120.2 s. The simulations were carried out in a PC equipped with

Intel(R) Core(TM) i7-8700 K CPU @ 3.70 GHz and 64 GB of RAM.

13
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Table 4
Load configuration for the fitting of the regularized force F z

R at all 4 preselected
teeth. Values in magenta are search parameters, the rest shown are constant.

Tooth Fx [N] Fy [N] Fz [N]

C 0 0 F z
R · 0.48

P 0 0 F z
R

M1 0 0 F z
R

M2 0 0 F z
R

Fig. 12. Load fitting protocol followed for the human mandible case study.

Fig. 13. A common regularized force is searched using the fitting procedure with a unique variable.

Step 1:
According to [29], the maximum occlusal loads take the following values 13: FM2 = FM1 = FP = Fz and FC =

.48 · Fz , with Fz = 365 N. Since it is unreasonable to use Fz = 365 N as this is a maximum value, the relationship
etween loads between the considered teeth from [29] is maintained and a value of Fz that minimizes remodelling
s searched (XF E

= Fz), this value is selected as regularization value F z
R , and is used in the rest of Steps. The

entioned is performed by running the load fitting procedure with one design variable, supposing a common F z
R

cting on all 4 preselected teeth (see Fig. 13) except at the canine, which is by a factor of 175/365 ≈ 0.48, taking
n account the relationship between loads at C and P found in literature [29]. This is synthesized in Table 4.

The search evolution for the mentioned regularized force is observed in the data shown in Fig. 14. The search
esign range is decided to be sufficiently wide ([0,500] N), obtaining a solution of F z

R = 111 N.

Step 2:
Using the forces obtained in Step 1 for C and M2, in Step 2 another parameter fitting procedure is then applied

F E z z
o obtain the compressive loads at the P and M1 teeth, as seen in Table 5. Here, X = {FP , FM1}.

14
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Fig. 14. Optimization for the evaluation of teh regularized force F z
R . Left: minimum observed OF values along iterations. Right: OF values

f the points observed and solution highlighted.

Table 5
Load configuration for the fitting of the compressive loads at P and M1. Values in
magenta are search parameters, values in black are constant.

Tooth Fx [N] Fy [N] Fz [N]

C 0 0 111 · 0.48
P 0 0 F z

P
M1 0 0 F z

M1
M2 0 0 111

Table 6
Final load configuration after the fitting of the lateral loads at P and M1. Values in
magenta are search parameters, the rest shown are constant.

Tooth Fx [N] Fy [N] Fz [N]

C 0 0 111 · 0.48
P F x

P F y
P 89

M1 F x
M1 F y

M1 148
M2 0 0 111

The GA evolution for this case is represented in Fig. 15, where again a good convergence of the algorithm and
smooth, convex response surface is seen. The solution observed corresponds to the forces F z

P = 89 N and F z
M1

148 N.

Step 3:
Finally, in Step 3, the lateral loads of the most relevant teeth (XF E

= {F x
P , F y

P , F x
M1, F y

M1}) are fitted using the
nformation obtained in Steps 1 and 2. The design domain for the X and Y forces in each case are defined as
he integer values ranging between lower and upper bounds defined as 50% of each obtained compressive force
n Step 2, being [−45,45] N for P and [−74,74] N. When fitting the lateral components of P and M1 using the
alues previously obtained for the compressive forces (see Table 6), the OF value obtained (see Fig. 16) is improved
decreased) with respect to the purely compressive scenario obtained in Step 2, meaning that a remodelling activity
loser to the homeostatic state is obtained.
15
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Fig. 15. Optimization data for the fitting of the vertical occlusal forces F z
P and F z

M1. Left: minimum observed OF values along iterations.
ight: Response surface obtained interpolating with the points observed and solution highlighted.

Fig. 16. Optimization data for the fitting of F x
P , F y

P , F x
M1, F y

M2 describing the minimum observed OF values along OF evaluations.

Table 7
Load configuration for the fitting of the lateral loads at P and M1.

Tooth Fx [N] Fy [N] Fz [N]

C 0 0 111 · 0.48
P −26 16 89

M1 22 −56 148
M2 0 0 111

4.2.3. Discussion
The solution obtained (shown in Table 7) is within the order of magnitude of the values used in [30], which eval-

ated the long term remodelling of dental pieces, in the compressive force magnitude and the compressive–lateral
omponent relationship.

In literature it is difficult to find reference values of dental occlusion forces for the simulation of a typical
asticatory cycle (dynamic bite force) [31]. This is due to the fact that it is difficult to measure real-life masticatory

ctivity, being most of the studies focused on maximum bite forces [32,33], or the relationship between force

irections given compressive force [34].
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Fig. 17. Bone density variation at the ROI after one 10 day remodelling cycle using literature maximum values (Top) and the adapted loads
obtained (Bottom).

Figs. 17 and 18 show the bone density variation at the ROI after a 10-day remodelling cycle (Fig. 17) and 50
ays (Fig. 18). The figures show this variation for 2 load case scenarios: (a) Maximum bite forces on teeth obtained
rom literature [29], and (b) masticatory forces evaluated with the methodology proposed in this paper (values shown
n Table 7). As seen in the figures, if the maximum bite forces obtained from literature were used as simulation
nput, the remodelling distribution obtained both in the short and long terms will differ from the physiological
cenario obtained. In fact, after a 10-day remodelling cycle the OF value considering maximum masticatory forces
s relatively high (3.24 · 10−3) when compared to the OF value for the BFS shown in Table 7 (6.69 ·

−4). In the
long term (see Fig. 18 for the evolution of remodelling in a 50-day period), the literature load scenario creates a
highly deviatory trend with respect to the original medical image, while the adapted load scenario maintains a bone
density distribution very similar to the original image. This information is also illustrated in Fig. 19 that shows the
difference with respect to the reference medical image applying each load scenario.

As seen, as additional parameters are adopted as inputs through the workflow proposed, increasingly homeostatic
scenario is obtained. When studying the complexity of the optimization problem as such, it is interesting to
appreciate that starting from the OF value when the literature loads are considered, the enriching process followed
by Steps 1–3 produces a considerable reduction in the OF, but of course it comes with a larger computational cost
as measured on OF evaluations, as seen in Fig. 20. The user can finally make a trade off to select the better option
according to the needs.

5. Conclusions

Accurate short and long term bone remodelling simulation is crucial for in the realm of patient-specific medical
applications, such as prosthesis or rehabilitation design. An in-silico approach is largely affected by uncertainties
in biomechanical parameters, thus, the present methodology is presented as an efficient tool to reduce these
uncertainties by the fitting of these parameters using the stabilized medical image.

Assuming certain homeostatic equilibrium in the medical image, the procedure is able to identify boundary
conditions which are close or equivalent to the physiological ones. This is particularly relevant, since such boundary
conditions are very difficult to measure, specially in a clinical set-up. In contrast, the methodology presented only
requires as patient specific data a medical image, typically obtained previous to interventions. Importantly for its
potential application in a medical protocol, the optimization procedure presented is computationally efficient only
the optimization algorithm to consider requiring the simulation of one remodelling cycle for the evaluation of the

objective function.
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Fig. 18. Long term remodelling data at the ROI with different load scenarios. Left: image data at days 0 and 50. Right: mean density
evolution.

Fig. 19. Difference at remodelling day 50 with respect to the initial medical image using the literature and adapted loads. Left Top: image
histogram comparison, where negative/positive frequency differences indicate reduction/increase in a particular density range. Left Bottom:
difference in voxels of each of the ranges shown. Right: image showing the density variation.

The results obtained in a synthetic beam example, where the procedure is effectively able to find the load
amplitude and location applied for the generation of a specific long-term bone distribution, suggest a good numerical
performance of the procedure. When applying the methodology to a real human mandible problem, the fitting of
applied force vectors result in simulation conditions which minimize bone remodelling, and as expected, when
considering additional parameters, i.e. load directions of the simulation model, leads to lower values of the OF.

In order to further explore the capabilities of the proposed methodology, more experimentation is still required
using more complex load scenarios and additional simulation parameters. This can be done by including also those
18
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Fig. 20. OF Value relationship with the computational cost, measured as the accumulated OF evaluations after each of the Steps explained.

pecific biomechanical variables in the remodelling algorithm which are very difficult to measure but are related with
he bone distribution observed in the medical image, such as the reference stimulus ψ∗

t . Additionally, parameters,
such as cr ir ca , which affect the dynamic evolution of the remodelling process can potentially be identified if the OF
is computed using various medical images in different instants of the bone remodelling process. Other extensions
to improve the accuracy of the method could include applying h-adaptative mesh refinement based on the image
heterogeneity [14] or using goal-oriented approaches [35,36]. Future works could also include techniques to identify
model parameters given some measurable patient specific data, which could improve the efficiency and outcomes
of fitting process. As an example, the Bayesian approach for accounting for model uncertainties in [37] could be
used. Finally, other recently developed tools in the field of machine learning [38] could enrich the fitting procedure
if suitable training data was available.
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