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Robust stability analysis of an energy-efficient control in

a Networked Control System with application to

Unmanned Ground VehiclesI

Antonio González, Ángel Cuenca, Julián Salt, Jelle Jacobs

Abstract

In this paper, the robust stability and disturbance rejection performance
analysis of an energy-efficient control is addressed in the framework of Net-
worked Control System (NCS). The control scheme under study integrates
periodic event-triggered control, packet-based control, time-varying Kalman
filter, dual-rate control and prediction techniques, whose design is aimed at
reducing energy consumption and bandwidth usage. The robust stability
against time-varying model uncertainties is analyzed by means of a sufficient
condition based on Linear Matrix Inequalities (LMI). Finally, the effective-
ness of the proposed approach is experimentally validated in a tracking con-
trol for an Unmanned Ground Vehicle (UGV), which is a battery-constrained
mobile device with limited computation capacities.

Keywords: Energy efficiency, Networked Control System, Dual-rate con-
trol, Kalman filter, Unmanned Ground Vehicle

1. Introduction

The research of control synthesis methods for increasing the energy-
efficiency of the control system has been a subject of research for the last years
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[44, 45]. An appropriate design for efficiently controlling energy-consuming
systems is a critical aspect in many control engineering applications, such
as heating [39], chemical processes [37], electric vehicles [19], solar energy
systems [50], where many of them are implemented in Networked Control
Systems (NCS) [2, 31].

NCS are control systems in which the plant to be controlled and the rest
of control devices are spatially distributed, and hence, the communication
among them occurs through a shared and band-limited digital communica-
tion network [47]. Taking into account the limited communication band-
width, the use of event-triggered control (ETC) for data transmission are
advantageous with respect to time-triggered protocols [21, 26], since data
packets are only transmitted when certain event conditions are satisfied.
This feature has motivated the implementation of ETC approaches into NCS
designs under different scenarios, such as the presence of denial-of-service
attacks [42, 17], aperiodic sampling schemes [43] and multiagent systems
[30, 46], among others. In particular, wireless communication networks are
sometimes preferred, especially in a context where it is quite expensive and
difficult to install wired connections. However, network devices are usually
powered by means of batteries with limited capacity, so wireless data trans-
mission may become very expensive in terms of energy consumption [33].
Hence, achieving a reliable wireless communication through a suitable NCS
design aimed at reducing energy waste is crucial in order to maximize network
lifetime [1]. In this kind of setups, the benefits of ETC has been discussed
not only to save bandwidth resources but also to improve energy efficiency
[9, 15, 10].

Another useful solution that contributes to reduce bandwidth and energy
consumption in wireless NCS is to employ different rates for sensor and ac-
tuator. In this method, known in the literature as dual-rate control [24],
measurement data are acquired at slow rate, and control actions are injected
at fast rate in order to improve closed-loop performance to some extent (see,
e.g., [35]). This kind of control solution, combined with packet-based control
strategies (see, e.g., [7]), enables to only send data through the network at
the slow rate.

Apart from energy and bandwidth constraints, other negative effects in-
herent to NCS are time-varying communications delays, packet dropouts
and packet disorder. Such phenomena have been widely investigated in the
literature. Time-varying delays in the control system has been tackled un-
der different approaches: state-feedback control [6], state estimators [32],
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multi-rate control [34] and predictor-feedback control approaches [13]. Fur-
ther extensions were adapted to deal with time-varying delays together with
packet dropouts by gain-scheduling predictor-feedback approaches [14, 15],
and active disturbance rejection by integrating an extended state observer
[20]. Packet dropouts have also been faced using predictive control [25], gain
scheduling [12], and predictor-observer methods [9]. In the latter case, the
underlying idea is to reconstruct the actuator and sensor signals by com-
bining predictor approaches with a Luenberger observer. Other alternative
observer-based methods resort to proportional multi-integral observers for
signal reconstruction in the presence of actuator and sensor faults [23]. Lastly,
packet disordering has also been addressed by introducing different packet
reordering mechanisms [27, 28], and by means of dual-rate control [34, 8, 7].

Very recently, an energy-efficient control strategy was proposed in [1] ap-
plied to an output-feedback tracking control of a UGV in a wireless sensor
network. The proposed control scheme combines event-triggered protocols
and dual-rate control with the objective of reducing energy and bandwidth
consumption. Moreover, a predictor-based observer was integrated with a
Time-Varying Dual-Rate Kalman Filter (TVDRKF) in order to deal with
packet dropouts and time-varying delays. This work provides simulation re-
sults performed by means of a Truetime application [5], showing the achieved
improvements in terms of energy efficiency and reduction of bandwidth us-
age. Nevertheless, to the best of the authors’ knowledge, two aspects have
been not addressed in previous related works: (i) a formal analysis of the
closed-loop control performance in terms of robust stability against model
mismatches and disturbance rejection as a function of the event-triggered
thresholds, and (ii) an experimental validation of the proposed NCS design.
Indeed, demonstrators of ETC implemented in NCS are rare, where some
exceptions can be found in [15, 11, 22, 36, 8].

In this paper, the stability analysis is carried out via Lyapunov approaches
and robust control theory. As a result, a sufficient condition is obtained to
ascertain the robust stability of the closed-loop control system with guaran-
teed disturbance rejection index in terms of Linear Matrix Inequalities (LMI)
[4], which can be efficiently solved using available semidefinite programming
tools. Moreover, experimental data is also provided to validate the effective-
ness of the control design in a prototype consisting in a UGV, which is a
two-wheel Lego Mindstorms EV3 robot equipped with a wifi-dongle to send
and receive data-packages through the wireless network.

The paper is structured as follows: Section 2 describes the problem state-
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ment and gives some preliminaries. Section 3 introduces the proposed control
strategy. Section 4 addresses the robust stability analysis of the closed-loop
system. Section 5 presents the application of the control solution to a UGV,
studying the robust stability of the control system, and providing simula-
tion results and their experimental validation. Finally, some conclusions are
gathered in Section 6.

2. Problem statement and preliminaries

Let Gp(s) be the transfer function of the plant system to be controlled. A
discrete-time state-space representation of the discretized system Gp(s) with
zero-order hold (ZOH) at sampling period T considering model uncertainties
yields:

xTp,k+1 = (Ap + ∆A,k)x
T
p,k + (Bp + ∆B,k)

(
uTk + dTk

)
, (1)

yTk = Cpx
T
p,k + vTk

where xTp,k ∈ Rnp is the state vector containing np state variables of the
plant system, uTk ∈ Rm is the control input with m input signals, dTk ∈
Rm is a matched disturbance input (assumed to be unmeasurable), yTk ∈
Rq represents the output system with q output signals, vTk ∈ Rq is the
measurement noise, Ap, Bp, Cp are the state-space matrices of appropriate
dimensions, and ∆A,k,∆B,k are time-varying model uncertainties described
below in (4).

In this paper, dual-rate control is used in the controller scheme with two
different periods: T as the actuation period, and NT as the sensing period,
being N ∈ N+ the multiplicity between the two periods of the dual-rate
control scheme. Thereafter, let us respectively introduce the notation (.)Tk
and (.)NTk to denote a T -period and an NT -period signal or variable, where
k ∈ N are iterations at the corresponding period.

Consider the NCS described in Fig. 1, where two main components can be
distinguished: local side and remote side. The local side includes the sensor,
actuator, and the plant system Gp(s) to be controlled. As computational re-
source constraints are assumed at the local side, the digital control algorithm
is located in a computationally powerful device at the remote side. Remote
and local sides are connected by a shared communication network, where
communication delays and packet dropouts may occur. For a packet sam-
pled at instant kNT , being effectively sent (i.e., the trigger conditions hold)
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Figure 1: Proposed control scheme for the NCS

and not lost, the round-trip time delay is defined as τNTk = τNTca,k + τNTsc,k + τc,k,
where τNTca,k and τNTsc,k are the communication delay induced by the controller-
to-actuator and sensor-to-controller channels, respectively, and τc,k is a com-
putation time delay. Packet dropouts are contemplated as a Bernoulli pro-
cess, whose probability of dropout is respectively given by psc and pca:

psc = Pr[dNTsc,k = 0] ∈ [0, 1)

pca = Pr[dNTca,k = 0] ∈ [0, 1)
(2)

The structure of the output predictor-feedback control uTk is designed
with the objective of reducing energy and bandwidth consumption. For
this purpose, a periodic event-triggered control is combined with packet-
based control, time-varying dual-rate Kalman filter, prediction techniques,
and dual-rate control. A detailed description is later presented in Section 3.

The objective of this paper is two-fold: (i) to provide sufficient condi-
tions to ascertain the robust stability of the designed NCS with guaranteed
disturbance rejection index, and (ii) validate the control strategy in an ex-
perimental setup consisting in a tracking control of a UGV.

The following assumptions and preliminary results are given for the sta-
bility analysis and control synthesis:
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Assumption 1. The disturbance dTk ∈ Rm can be modeled by the following
exogenous system [20]:

xTd,k+1 = Adx
T
d,k +Bdω

T
k , (3)

dTk = Cdx
T
d,k

where Ad ∈ Rr×r, Bd ∈ Rr×m, Cd ∈ Rm×r are known matrices, the initial
conditions xd,0 is assumed to be unknown, and ωk ∈ Rq represents an un-
known disturbance component. This assumption allows modeling some spe-
cific type of disturbances typically encountered in many industrial applica-
tions, such as harmonics or unknown load disturbances [16].

Assumption 2. Time-varying model uncertainties are assumed to be de-
scribed as a norm-bounded form [18]:

(∆A,k,∆B,k) = δ∆Ep∆k (Hp,A, Hp,B) (4)

where δ∆ ≥ 0 is a scalar that determines the size of uncertainties, ∆k ∈ Rl1×l2

represents any unknown time-varying matrix satisfying ∆
′

k∆k ≤ I,∀k ≥ 0,
where hereinafter the notation (·)′

denotes the transpose function, and Ep ∈
Rnp×l1, Hp,A ∈ Rl2×np, Hp,B ∈ Rl2×m are time-constant matrices that define
the structure of such uncertainties. The norm-bounded form (4) can be un-
derstood as an ellipsoid around the nominal state-space matrices whose shape
is defined through matrices Ep, Hp,A, Hp,B, and whose size is determined by
the scalar δ∆. This model is widely used in the literature to describe un-
certain systems with time-varying model mismatches, and may include para-
metric uncertainties, unmodeled dynamics, small variations in the sampling
period [40] and in general all possible source of bounded uncertainties. Note
that (4) can also describe unmatched disturbances by choosing, for instance,
Ep = diag (Ep1, Ep2) and ∆k = (∆1,k,∆2,k) with uncorrelated time-varying
matrices ∆1,k, ∆2,k. In this case, ∆A,k and ∆B,k are not necessarily in the
same range space as the nominal input matrix Bp [43].

Remark 1. The sampling period at slow rate is chosen to be larger than the
largest round-trip time delay τmax = max

(
τNTk

)
,∀k ≥ 0 in order to avoid

packet disorder, that is to say, NT > τmax,∀k ≥ 0. The largest round-trip
delay can be available by assuming prior knowledge of a statistical distribution
for the network-induced delay [3].
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Remark 2. System xNTk+1 = AxNTk + BuNTk , yNTk = CxNTk with A ∈ Rn,
B ∈ Rn×m and C ∈ Rq×n can equivalently be written at fast period T as
xTk+N = AxTk +BuTk , y

T
k = CxTk , and in augmented form at fast period as:

x̄Tk+1 = Āx̄Tk + B̄uTk ,

yTk = C̄x̄Tk (5)

where x̄Tk =
[(
xTk−1

)′ (
xTk−2

)′
· · ·

(
xTk−N

)′]′
and

Ā =

[
0 A

I(N−1)n 0

]
, B̄ =

[
B

0(N−1)n×m

]
, C̄ =

[
0q×(N−1)n C

]
(6)

3. Proposed control scheme

This section presents the proposed control system (see Figure 1). Both
in remote and local sides, event-triggered protocols are designed in order
to decide when the data must be sent through the network. A detailed
description of each component of the control scheme is provided in the next
subsections.

3.1. Event-triggered protocol for transmission of measurement data

The measurements of the output system yTk are sent from sensors next to
the plant system to the controller via network at slow period NT under the
following event-triggered mechanism:

ỹNTk =

{
yNTk if (8) is true

ỹNTk−1 otherwise
(7)

The measurement yNTk is therefore transmitted if the following event-triggered
condition periodically evaluated at period NT is satisfied:

(yNTk − ỹNTk−1)
′
Ωy(y

NT
k − ỹNTk−1) > σ2

y

(
yNTk

)′
Ωyy

NT
k + δy, (8)

where Ωy ∈ Rp > 0, and σy, δy ∈ R ≥ 0 are event-triggered parameters that
define the threshold level to decide whether the measurement data packet
must be sent or not to remote side.
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3.2. Event-triggered protocol for transmission of control actions

Taking into account (7) and (8), the outputs sampled at the slow rate
1/NT may arrive at the remote side at a slower rate 1/N̄T in a non-uniform
fashion. Let µ = N̄/N , where µ is the number of consecutive packet dropouts.
Note that both µ and N̄ will be time-varying due to the non-uniform nature
of the time sampling pattern. Consider the mixed event-triggered proto-
col to decide when the set of control actions {ũTk , ũTk+1, ..., ũ

T
k+hN−1} must

be transmitted via network from the controller to the actuator, where ũTk
is defined in (31), and h = max(µ) is the maximum number of consecu-
tive packet dropouts. The above set of control actions is transmitted if the
following event-triggered condition is satisfied for the first control action:

(ũTk − uTk−1)
′
Ωu(ũ

T
k − uTk−1) > σ2

u

(
ũTk
)′

Ωuũ
T
k + δu, (9)

where (9) is evaluated each time a new output measurement is received (i.e.,
when (8) is satisfied), and Ωu ∈ Rm > 0, and σu, δu ∈ R ≥ 0 are event-
triggered parameters that define the threshold level to decide whether the
data packet containing the set of control actions must be sent or not to local
side. Then, we have that:

uTk =

{
ũTk if (9) is true

uTk−1 otherwise
(10)

3.3. Time-Varying Dual-Rate Kalman Filter (TVDRKF)

Let xTk =
[(
xTp,k
)′ (

xTd,k
)′]′

. From (1) and (3), an augmented state-space

model can be obtained as:

xTk+1 = Akx
T
k +Bku

T
k +Bωω

T
k , (11)

yTk = CxTk + vTk ,

dTk = CdxTk

where Ak = A+ δ∆E∆kHA, Bk = B + δ∆E∆kHp,B, and

A =

[
Ap BpCd
0 Ad

]
, B =

[
Bp

0

]
, Bω =

[
0
Bd

]
, C =

[
Cp 0

]
, (12)

Cd =
[
0 Cd

]
, E =

[
Ep
0

]
, HA =

[
Hp,A 0

]
,
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The best linear estimation for xTk in the sense of mean square error is
obtained by means of the conventional Kalman filter [38] by considering ωTk
and vTk as zero-mean white noises for system (11). In case of having different
rates in the control system, a multi-rate Kalman filter containing corrections
and predictions is necessary [49]. In the proposed control scheme, a dual-rate
control and periodic ETC are implemented with the objective of minimizing
bandwidth and energy consumption. Consequently, some measurements are
not sent to the remote side, leading to a Time-Varying Dual Rate Kalman
Filter (TVDRKF) [41, 9].

In addition, from extended state observer [48] and multi-rate Kalman
filter [49] methods, the proposed TVDRKF is able to estimate the plant
measurement and disturbance by implementing the augmented system model
given in (11).

Let x̂Tk|k the estimation of the system state xTk defined in (11). When

the output measurement ỹNTk (see (7)) is available at the remote side, the
TVDRKF can perform the correction (and filtering) stage:

x̂Tk|k = x̂Tk|k−N̄ +K(N̄)
(
ỹTk − Cx̂Tk|k−N̄

)
(13)

where x̂T
k|k−N̄ is the current prediction, which was obtained by iterating the

prediction formula given below (14) N̄ steps ahead from the estimation made
at instant (k−N̄)T . When no measurement data is received, the above state
estimation is updated at fast rate T using (14) for l = 1, 2, .., N̄max with
N̄max = hN .

x̂Tk+l|k = Alx̂Tk|k +
l−1∑
c=0

Al−1−cBũTk+c (14)

The time-varying K(N̄) can be calculated by multi-rate Kalman filter
design techniques as

K(N̄) = Mk+1C
′
[CMk+1C

′
+ V ]−1 (15)

Mk+1 = AN̄Mk(A
N̄)

′
+We − AN̄MkC

′
[CMkC

′
+ V ]−1CMk(A

N̄)
′

where matrices A,B,C are given in (12), V = Cov(vTk ) being vTk the mea-
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surement noise, and

We = Cov

(
N̄−1∑
c=0

AN̄−1−cBωω
T
k+c

)

= E


(
N̄−1∑
c=0

AN̄−1−cBωω
T
k+c

)(
N̄−1∑
c=0

AN̄−1−cBωω
T
k+c

)′
(16)

where E{·} denotes the expectation. The process noise ωTk is assumed to
be uncorrelated, i.e., E

(
ωTk+cω

T ′

k

)
= 0, ∀c 6= 0. Hence, from (16) it can be

deduced that

We =
N̄−1∑
c=0

(
AN̄−1−cBω

)
W
(
AN̄−1−cBω

)′

(17)

where W = Cov(ωTk ), being ωTk the process noise.
Moreover, from (14), the set of hN estimated outputs and disturbances

can be calculated as follows:

ŷTk+l = Cx̂T(k+l|k)

d̂Tk+l = Cdx̂T(k+l|k)

(18)

Figure 2 summarizes the structure of the TVDRKF.

TVDRKF

Correction/Filtering
stage

Output and disturbance
calculation

Prediction
stage

Figure 2: Structure of the Time-Varying Dual-Rate Kalman Filter
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3.4. Dual-rate controller:
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Figure 3: Dual-rate controller scheme

In this work we design a model-based dual-rate controller [35]. Using
Z-transform at period T , the dual-rate control structure is defined as follows
(see Fig. 3):

• a slow-rate subcontroller GNT
1 (zN) = uNT1,k /e

NT
k ,

• a digital hold HNT,T (z) = uT1,k/[u
NT
1,k ]T , and

• a fast-rate subcontroller GT
2 (z) = ũT2,k/u

T
1,k.

where z is the T -unit operator. The input of GNT
1 (zN) is the tracking error

eNTk = yNTref,k − ŷNTk , being yNTref,k the output tracking reference and ŷNTk the
estimation of the output system obtained by the TVDRKF explained in
Section 3.3.

The dynamic dual-rate controller computes N control actions at period
T , which can be arranged in the augmented vector:

{ũT2,k, ũT2,k+1, . . . , ũ
T
2,k+N−1}.

The anti-disturbance approach is implemented by finally subtracting the dis-
turbance estimations generated by the TVDRKF at period T ,

{d̂Tk , d̂Tk+1, . . . , d̂
T
k+N−1},

which are obtained from (18), leading to {ũTk , ũTk+1, . . . , ũ
T
k+N−1}, where ũTk+l =

ũT2,k+l−d̂Tk+l with l = 0, 1, ..., N−1. Following this operation mode for the next
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h dynamic references and outputs, {ŷNTref,k+1, . . . , ŷ
NT
ref,k+h} and {ŷNTk+1, . . . , ŷ

NT
k+h},

respectively, and the next hN disturbances {d̂Tk+N , . . . , d̂
T
k+hN−1}, the set of

future control actions {ûTk+N , . . . , û
T
k+hN−1} can be obtained.

Notice that the output of GNT
1 (zN) (i.e, uNT1,k ) is expanded [uNT1,k ]T before

being injected to the digital hold HNT,T (z). The expand operation implies
to fill the slow-rate signal with zeros at the fast-rate instants (more details
can be found in [35]).

The digital hold HNT,T (z) retains the last injected value of the slow-rate
controller output signal uNT1,k , which implies that the sub-controller output
uNT1,k is repeated N times. Hence, the transfer function of the digital hold can
be expressed as:

HNT,T (z) =
1− z−N

1− z−1

The dual-rate control design method can be performed from the desired
transfer function of the continuous-time closed-loop system M(s). Let us
consider MT (z) and MNT (zN) as the ZOH-based discretization of M(s) at
two different sampling periods: T and NT , respectively. Then, the subcon-
trollers GNT

1 (zN) and GT
2 (z) will be designed as follows [35]:

GNT
1 (zN) =

1

1−MNT (zN)
(19)

and

GT
2 (z) =

MT (z)

GT
p (z)

(20)

where GT
p (z) = Cp (zI − Ap)−1Bp is the discrete-time transfer function

of the nominal system (1) at period T under ZOH conditions.

4. Stability analysis

Before proceeding with the stability analysis, an equivalent intercon-
nected state-space representation of the closed-loop system (1) and the pro-
posed NCS in Section 3 is obtained through Section 4.1 and 4.2. The closed-
loop model (33) allows us to further address the stability analysis in the
framework of LMI via Lyapunov method in Section 4.3.
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4.1. State-space description

Since each device operates at a different period, the plant model and the
different components of the control system presented in Section 3 are first
converted at fast rate using lifting techniques. In this way, an equivalent
interconnected representation for the closed-loop system is found in (33)
by including the above defined event-triggered protocols and time-varying
model uncertainties. For this purpose, input/output approaches have been
suitably applied to embed them into a single norm-bounded uncertain system
(namely ∆ in (33)). Next subsections give a detailed description of how each
subsystem model has been obtained to further integrate them into (33).

4.1.1. Plant model

To deal with the event-triggered protocol for transmission of control ac-
tions defined in Section 3.2 and model uncertainties (4), let us define the
following new inputs:

ρTu,k = uTk − ũTk , (21)

wT∆,k = ∆ky
T
∆,k

where yT∆,k = HAx
T
k +Hp,Bu

T
k .

From the above definition and (4), we have that uTk = ũTk + ρTu,k and
∆A,k + ∆B,k = EwT∆,k. Then, (11) can be rewritten as the interconnected
system:

xTk+1 = AxTk +BũTk +BρTu,k +Bωω
T
k + δ∆Ew

T
∆,k, (22)

yT∆,k = HAx
T
k +Hp,Bũ

T
k +Hp,Bρ

T
u,k,

yTk = CxTk + vTk

where wT∆,k = ∆ky
T
∆,k.

4.1.2. Time-Varying Dual-Rate Kalman Filter

To cope with the event-triggered protocol for transmission of measure-
ment data defined in Section 3.1, let us introduce the following input:

ρNTy,k = ỹNTk − yNTk (23)

From the above definition, we have that ỹNTk = yNTk + ρNTy,k . The TVDRKF
(13) and (14) can be expressed in augmented form at fast period T as:

¯̂xTk+1 = AN̄ ¯̂xTk + BN̄ ¯̃uTk + (KN̄C)xTk + (KN̄C) ρTy,k +KN̄vTk (24)
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where

¯̂xTk+1 =

[(
x̂Tk|k

)′ (
x̂T
k−1|k−N̄

)′

· · ·
(
x̂T
k−N̄+1|k−N̄

)′
]′
, (25)

¯̂xTk =

[(
x̂T
k−1|k−N̄

)′

· · ·
(
x̂T
k−N̄ |k−N̄

)′
]′
,

¯̃uTk =

[(
ũTk−1

)′ (
ũTk−2

)′
· · ·

(
ũT
k−N̄

)′
]′
,

and

AN̄ =

0n 0 AN̄ −K(N̄)CAN̄

In 0 0
0 I(N̄−2)n 0(N̄−2)n×n

 , (26)

BN̄ =

[
BN̄

0(N̄−1)n×N̄m

]
,

BN̄ =
[
B AB · · · AN̄−1B

]
,

KN̄ =
[
K

′
(N̄) 0q×(N̄−1)n

]′
,

where n = np + r

4.1.3. Slow-rate controller

The state-space model of the slow-rate controller GNT
1 (zN) can be ex-

pressed as:

ξNTk+1 = Aξξ
NT
k +Bξe

NT
k , (27)

uNT1,k = Cξξ
NT
k +Dξe

NT
k

where eNTk = yNTref,k − ŷNTk , ŷNTk = Cx̂NTk|k , ξk ∈ Rnξ is the state vector of the

slow-rate controller, and Aξ ∈ Rnξ×nξ , Bξ ∈ Rnξ×q, Cξ ∈ Rqξ×nξ , Dξ ∈ Rqξ×q

are state-space matrices satisfying GNT
1 (z) = Cξ (zI − Aξ)−1Bξ +Dξ.

From the expand operator it can be deduced that Cξξ
NT
k = C̄ξ ξ̄

T
k , where

C̄ξ =
[
0 Cξ

]
and

ξ̄Tk =
[(
ξTk−1

)′ (
ξTk−2

)′
· · ·

(
ξTk−N

)′]′
. (28)
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Applying Remark 2, the slow-rate controller together with the expand oper-
ator can equivalently be represented at fast period T as:

ξ̄Tk+N = Āξ ξ̄
T
k + B̄ξe

T
k , (29)

uT1,k = C̄ξ ξ̄
T
k +Dξe

T
k

where

Āξ =

[
0 Aξ

I(N−1)nξ 0

]
, B̄ξ =

[
Bξ

0

]
(30)

4.1.4. Fast-rate controller:

The state-space model of the fast-rate controllerGT
2 (z) with anti-disturbance

can be expressed as:

ηTk+1 = Aηη
T
k +Bηu

T
1,k, (31)

ũTk = Cηη
T
k +Dηu

T
1,k − d̂Tk

where uT1,k is the input of the fast-rate controller, ηk ∈ Rnη is the state vector
of the fast-rate controller and Aη ∈ Rnη×nη , Bη ∈ Rnη×qξ , Cη ∈ Rm×nη , Dη ∈
Rm×qξ are state-space matrices satisfying GT

2 (z) = Cη (zI − Aη)−1Bη +Dη.

4.2. Closed-loop system

Recalling the definition of tracking error eNTk = yNTref,k − ŷNTk and the

definition of ¯̂xNTk in (25), we have that

ēNTk = ȳNTref,k − C̄y ¯̂xNTk (32)

where ȳNTref,k =
[(
yNTref,k−1

)′
· · · ,

(
yNTref,k−h

)′]′
and C̄y =

[
C 0q×(N̄−1)n

]
.

Hence, from (22), (24), (29), (31) and (32), together with the model
uncertainties given in (4), the closed-loop control system can be represented
as the interconnected system at period T :

S :


φ̄Tk+1 = Aφφ̄

T
k +Bφρ̄

T
k +Bω,φω̄

T
k + δ∆Eφw

T
∆,k +Bref,φȳ

T
ref,k

yT∆,k = Hφφ̄
T
k +Hp,Bρ̄

T
k

yTk = Cy,φφ̄
T
k + Cω,φω̄

T
k

, (33)

∆ :
{
wT∆,k = ∆ky

T
∆,k

15



where

φ̄Tk =
[(
xTk
)′ (

¯̃uTk
)′ (

¯̂xTk
)′ (

ξ̄Tk
)′ (

ηTk
)′]′

, (34)

ρ̄Tk =
[(
ρTu,k
)′ (

ρTy,k
)′]′

,

ω̄Tk =
[(
ωTk
)′ (

vTk
)′]′

Aφ =


A 0 −BDηDξC̄y −BC̄d BDηC̄ξ BCη
0 Γ1 Γ2 Γ3 Γ4

KN̄C (BN̄ −KN̄CBN̄) AN̄ 0 0
0 0 −B̄ξC̄y Āξ 0
0 0 −BηDξC̄y BηC̄ξ Aη

 ,
(35)

Bφ =


B 0
0 0
0 KN̄CN̄
0 0
0 0

 , Bref,φ =


BDηDξ

Γ5

0
B̄ξ

BηDξ

 , Bω,φ =


Bω 0
0 0
0 0
0 0
0 0

 Eφ =


E
0
0
0
0

 ,
Cy,φ =

[
C 0 0 0 0

]
,

C̄d =
[
Cd 0 0 0 0

]
,

Cω,φ =
[
0q Iq

]
,

Hφ =
[
HA 0l2×N̄m −Hp,BDηDξC̄y Hp,BDηC̄ξ Hp,BCη

]
,

and

Γ1 =

[
0 0

I(N̄−1)m 0

]
, Γ2 =

[
−DηDξC̄y − C̄d

0(N̄−1)m×N̄n

]
, (36)

Γ3 =

[
DηC̄ξ

0(N̄−1)m×Nnξ

]
, Γ4 =

[
Cη

0(N̄−1)m×nη

]
, Γ5 =

[
DηDξ

0(N̄−1)m×q

]
4.3. Robust stability analysis of the proposed NCS design

This section gives a sufficient condition to ascertain the robust stability of
the closed-loop control system (33) against time-varying model uncertainties
(4).
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Theorem 1. Given scalars σu, σy ≥ 0, system (33) is robustly stable if there
exist symmetric matrices P ∈ Rn̄,Ωu ∈ Rm,Ωy ∈ Rq > 0 with n̄ = n +
hN(m+n) +Nnξ +nη and a scalar ε > 0 such that the following LMI holds:

−P 0 0 A′φP C ′φΩ̄ H ′φ
(∗) −Ω̄ 0 B′φP 0 0
(∗) (∗) −εIl1 E ′φP 0 0
(∗) (∗) (∗) −P 0 0
(∗) (∗) (∗) (∗) −Ω̄ 0
(∗) (∗) (∗) (∗) (∗) −Il2

 < 0 (37)

where Aφ, Bφ, Eφ, Hφ, are defined in (35), and

Ω̄ = diag (Ωu, Ωy) , (38)

Cφ =

[
0 0 −σuDηDξC̄y σuDηC̄ξ σuCη
σyC 0 0 0 0

]
Moreover, a level of robustness δ∆ = ε−1/2 is guaranteed, where δ∆ is defined
in (4).

Proof: For stability analysis, consider null values for reference signal and
external disturbance (i.e, ȳTref,k = 0 and ω̄Tk = 0). Then, the forward system
S in (33) can be written as:

φ̄Tk+1 = Aφφ̄
T
k +Bφρ̄

T
k + δ∆Eφw

T
∆,k (39)

Consider the Lyapunov function Vk =
(
φTk
)′
PφTk . Taking into account (39),

the forward difference operator ∆Vk = Vk+1 − Vk renders:

∆Vk =
(
φTk+1

)′
PφTk+1 −

(
φTk
)′
PφTk (40)

=
(
φTk
)′ (

A′φPAφ − P
)
φTk + 2

(
φTk
)′
A′φPBφρ̄

T
k

+ 2δ∆

(
φTk
)′
A′φPEφw

T
∆,k +

(
ρ̄Tk
)′
B′φPBφρ̄

T
k

+ 2δ∆

(
ρ̄Tk
)′
B′φPEφw

T
∆,k + δ2

∆

(
wT∆,k

)′
E ′φPEφw

T
∆,k

Pre-and post-multiplying (37) by diag
(
I, I, δ∆I, P

−1, Ω̄−1, I
)

and further ap-
plying Schur Complement in the third and fourth rows and columns, it is

17



easy to deduce that

 φTk
ρ̄Tk
wT∆,k

′


A′φPAφ − P
+C ′φΩ̄Cφ +H ′φHφ

A′φPBφ δ∆A
′
φPEφ

(∗) B′φPBφ − Ω̄ δ∆B
′
φPEφ

(∗) (∗) δ2
∆E
′
φPEφ − Il1


 φTk
ρ̄Tk
wT∆,k

 < 0

is true ∀φTk , ρ̄Tk , wT∆,k 6= 0 if and only if (37) holds.
From (7) and (8) it can be seen that:

(yTk − ỹTk )
′
Ωy(y

T
k − ỹTk ) ≤ σ2

y

(
yTk
)′

Ωyy
T
k + δy (41)

Analogously, from (9) and (10), the following inequality is true

(uTk − ũTk )
′
Ωu(u

T
k − ũTk ) ≤ σ2

u

(
uTk
)′

Ωuu
T
k + δu (42)

Applying the definition of ρTu,k, ρ
T
y,k in (21), (23) respectively, the above in-

equalities (42), (41) can be rewritten as:(
ρTu,k
)′

Ωuρ
T
u,k ≤ σ2

u

(
uTk
)′

Ωuu
T
k + δu, (43)(

ρTy,k
)′

Ωyρ
T
y,k ≤ σ2

y

(
yTk
)′

Ωyy
T
k + δy

The inequalities (43) can be formulated in compact form as:(
ρ̄Tk
)′

Ω̄ρ̄Tk ≤
(
ȳTφ,k
)′

Ω̄ȳTφ,k + δ (44)

where Ω̄ = diag (Ωu, Ωy), δ = δu + δy and

ȳTφ,k = Cφφ̄
T
k (45)

where Cφ is defined in (38) and φ̄Tk is defined in (34). From the definition of
∆k in (4), it can be deduced that(

yT∆,k
)′
yT∆,k ≤

(
wT∆,k

)′
wT∆,k (46)

By considering δ = 0, the fulfilment of the condition J̄ =
∑∞

k=0 (∆Vk + Jk) <
0 with

Jk =
(
ρ̄Tk
)′

Ω̄ρ̄Tk −
(
ȳTφ,k
)′

Ω̄ȳTφ,k +
(
yT∆,k

)′
yT∆,k −

(
wT∆,k

)′
wT∆,k (47)
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implies: (i) the negativeness of the forward difference: ∆Vk < 0 and, (ii) the
fulfillment of the inequalities (44) and (46) under zero initial conditions for
the augmented state variable φ̄Tk in (34). The former condition proves the
stability of the closed-loop system, whereas the latter condition proves: (i)
the robustness stability under event-triggered condition for some σu, σy >

0, and (ii) robustness against model uncertainties given by
(
yT∆,k

)′
yT∆,k ≤(

wT∆,k
)′
wT∆,k. Finally, by considering δ > 0, the above condition renders

J̄ < δ when the system state is close to the equilibrium point, and J̄ < 0
otherwise. Hence, the steady-state error remains bounded inside a ball whose
radius is proportional to δ. �

Remark 3. The maximum level of robustness of the closed-loop system (33)
can be determined by solving the following convex optimization problem:

min ε s.t. LMI (37) (48)

where the upper bound for model uncertainties defined in (4) can be obtained
as δ∆ = ε−1/2.

Remark 4. The robust stability algorithm given in Theorem 1 is based on

the quadratic Lyapunov function Vk =
(
φTk
)′
PφTk . The advantage of this

choice is that conservatism is reduced to the greatest extent since no loss of
generality is introduced in the Lyapunov function. Nevertheless, the drawback
is that computational complexity is proportional to the number of consecutive
packet dropouts h, as can be deduced from the number of decision variables
(NoV) and size of LMI (37), which are respectively 1

2
n̄ (n̄+ 1)+ 1

2
m (m+ 1)+

1
2
q (q + 1)+1 and 2n̄+m+ q+ l1 + l2, where n̄ = n+hN(m+n)+Nnξ +nη.

5. Application to a UGV

In this section, the control solution proposed in this work is applied to a
two-wheel UGV tracking control. In order to carry out this kind of control,
the reference generator depicted in Fig. 1 needs to include a path tracking
algorithm. In this case, Pure Pursuit is chosen (introduced in Section 5.1).
The UGV and the main application data are presented in Section 5.3, where
the closed-loop stability analysis is also performed. Simulation results, to-
gether with their experimental validation, are shown in Section 5.4, where
some cost indexes (presented in section 5.2) are used to better quantify the
benefits of the control approach, compared to other options.
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5.1. Pure Pursuit path tracking algorithm

The Pure Pursuit path tracking algorithm is in charge of computing the
velocity and turning conditions so that the UGV can follow a prescribed
trajectory [29]. More concretely, by means of this algorithm, and using an
odometry technique, the UGV is able to infer its current position from the
prescribed kinematic reference (Xref , Yref , θref )NTk and the plant output es-
timate generated by the TVDRKF at period NT , (ŵr, ŵl)

NT
k ≡ ŷNTk , being

(ŵr, ŵl)
NT
k the rotational velocity for the right and left wheel motors, re-

spectively. Then, with the aim of properly reaching the next point of the
desired trajectory, the algorithm generates the dynamic reference based on
the rotational velocity for both wheels, i.e., (wr,ref , wl,ref )

NT
k ≡ yNTref,k.

The UGV path tracking is composed of a set of h future dynamic ref-
erences, {yNTref,k, yNTref,k+1, . . . , y

NT
ref,k+h}. In order to establish these references,

the reference generator provides in advance the Pure Pursuit algorithm with
the sequence of h-step ahead kinematic references:

{(Xref , Yref , θref )NTk , (Xref , Yref , θref )NTk+1, . . . , (Xref , Yref , θref )NTk+h}

The main steps of the Pure Pursuit algorithm are (more details can be found
in [1]):

1. Calculation of rotational and linear velocities (ωNTk and vNTk , respec-
tively) from ŵNTr,k and ŵNTl,k :

vNTr,k = ŵNTr,k r (49)

vNTl,k = ŵNTl,k r (50)

vNTk =
vNTr,k + vNTl,k

2
(51)

ωNTk =
vNTr,k − vNTl,k

l
(52)

being r the wheel radius, and l the distance between the two wheels.

2. UGV position and orientation computation in the time period NT :

XNT
k = XNT

k−1 + vNTk NT cos(θNTk−1 + ωNTk NT ) (53)

Y NT
k = Y NT

k−1 + vNTk NT sin(θNTk−1 + ωNTk NT ) (54)

θNTk = θNTk−1 + ωNTk NT (55)

for k ∈ N≥1, where (X, Y, θ)NT0 is the initial position and orientation.
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3. Generation of the future reference for the UGV, (Xref , Yref )
NT
k , from

the Look Ahead Distance (LAD) and the prescribed kinematic refer-
ence.

4. Computation of control law k̄ at period NT :

k̄ = 2
(Y NT

ref,k − Y NT
k ) cos(θNTk )− (XNT

ref,k −XNT
k ) sin(θNTk )

(XNT
ref,k −XNT

k )2 + (Y NT
ref,k − Y NT

k )2
(56)

As a result, and given a desired linear velocity vNTref,k, the rotational
velocity reference ωNTref,k and the dynamic references (wr,ref , wl,ref )

NT
k

are calculated as follows:

ωNTref,k = vNTref,kk̄ (57)

(wr,ref )
NT
k =

vNTref,k + ωNTref,kb

r
(58)

(wl,ref )NTk =
vNTref,k − ωNTref,kb

r
(59)

where b is half of the distance between the two wheels.

The algorithm is repeated for the h-step ahead predictions. Figure 4
illustrates the different algorithm stages.

Pure
Pursuit

Rotational and linear
velocity calculation

Future
reference
generation

Position and
orientation computation

Control law
computation

LAD

Prescribed
kinematic
reference

Reference
generator

Figure 4: Structure of the reference generator, including Pure Pursuit
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5.2. Cost indexes for control performance and resource usage

In this section, some cost indexes are presented to better quantify control
performance and resource usage. Some comparisons will be carried out in
Section 5.4, focusing on revealing the benefits of the proposed energy-efficient
event-triggered control solution versus the conventional time-triggered one.

Three cost indexes will be used to analyze control performance (see [1]
for details):

• J1, which is based on the `2-norm:

J1 =
l∑

k=1

min
1≤k′≤l

√
(XNT

k −XNT
ref,k′)

2 + (Y NT
k − Y NT

ref,k′)
2 (60)

where l is the number of iterations to reach the final destination, and
(Xref , Yref )

NT
k′ is the nearest kinematic position reference to the current

UGV position.

• J2, which is based on the `∞-norm:

J2 = max
1≤k≤l

{
min

1≤k′≤l

√
(XNT

k −XNT
ref,k′)

2 + (Y NT
k − Y NT

ref,k′)
2

}
(61)

• J3, which measures the total amount of time (in seconds) required to
reach the final destination:

J3 = lNT (62)

As in [1], to analyze resource saving, the cost index J4 measures (in %)
the reduction of the number of packets transmitted by the proposed solution,
NoTEEC, versus the conventional one, NoTTTC:

J4 =
NoTEEC

NoTTTC

· 100%. (63)

5.3. Robust stability analysis

Consider a plant system consisting in the two-wheel UGV. The system
model for both wheel motors is described by means of the following transfer
function [1]:

Gp(s) =
0.1276

0.1235s+ 1
(64)
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where the output is expressed in rad/s, and the input in V . The disturbance
model is given by the exogenous system with system matrices:

Ad =

[
0.9993 0.09994
−0.0142 0.9985

]
, Bd =

[
3.769 · 10−5

0.7535 · 10−3

]
, Cd =

[
0 105

]
(65)

Previous off-line experiences on the NCS framework lead to consider a
maximum time delay τmax slightly less than 200ms. Then, as commented in
Section 2 (Assumption 1), the sensor period is chosen as NT=0.2s in order
to ensure no packet disorder. Choosing N = 2 allows the UGV to accurately
track the path, as it will be shown in Section 5.4.

In this simulation, let us assume the packet dropout probability as psc=0.1
and pca=0.3 in (2).

Now, consider the continuous-time PID controller

u(t) = Kp

[
e(t) +

1

Ti

∫ t

0

e(τ)dτ

]
where Kp = 6 and Ti = 0.12. The discretization of the above controller at
period T = 0.1s and NT = 0.2s yields respectively

GT
r (z) =

6z − 1

z − 1
(66)

GNT
r (zN) =

6z + 4

z − 1
(67)

Also, the ZOH-discretized plant (64) with sampling period T leads to
Gp(z) = 0.07082

z−0.445
, which can be expressed in state-space model as (1) with

matrices:

Ap = 0.4450, Bp = 0.2500, Cp = 0.2833 (68)

For robust performance analysis, time-varying model uncertainties ∆A,k, ∆B,k

on the form (4) are considered with Ep = 1, Hp,A = 1, Hp,B = 1, where the
scalar δ∆ will be later used as robust performance index.

The dual-rate controller with N = 2 is obtained by means of (19) and
(20), leading to

GNT
1 (zN) =

z2 − 0.4734z + 0.05731

z2 − 1.191z + 0.1914
(69)

GT
2 (z) =

6.576z2 − 5.78z + 1.27

z2 − 0.9578z + 0.2394
(70)
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Figure 5: Robust index δ∆ with respect to the maximum number of consecutive measure-
ment packet dropouts h

The state-space matrices of the slow-rate and fast-rate controllers are
respectively:

Aξ =

[
1.1914 −0.3829
0.5000 0

]
, Bξ =

[
1
0

]
, (71)

Cξ =
[
0.7180 −0.2683

]
, Dξ = 1,

Aη =

[
0.9758 −0.4788
0.5000 0

]
, Bη =

[
1
0

]
,

Cη =
[
0.6367 −0.6086

]
, Dη = 6.5759

The parameter of the Kalman filter observed in simulation and exper-
iments ranges between K(N̄) =

[
14.1188 0 0.0001

]
for N̄ = N and

K(N̄) =
[
14.1202 0 0.0001

]
for N̄ ≥ 6N . For the robust performance

analysis, we have taken the mean value K(N̄) =
[
14.1195 0 0.0001

]
since

time variations in K(N̄) can be considered negligible.
Fig. 5 depicts the closed-loop robustness margin δ∆ in (4) obtained by

solving the convex optimization problem described in Remark 3 and The-
orem 1. The robust performance has been evaluated as a function of the
maximum number of consecutive packet dropouts h under three different
choices of event-triggered parameters σu and σy with the same value for the
sake of simplicity. On one hand, it is interesting to see that robustness de-
creases more slowly for larger values of h, which reveals that the designed
NCS keeps a good robust performance even for large number of consecutive
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packet dropouts. On the other hand, it can be appreciated that the robust-
ness decreases as long as the event-triggered parameters σu, σy are higher,
showing an existing trade-off between robust performance and bandwidth
reduction. The event-triggered parameters Ωu,Ωy in Theorem 1 have been
chosen as Ωu = Ωy = 1 since the input and output dimensions are equal to
1, and therefore these parameters have no influence in robust performance
by properly scaling σu, σy.

For the experimental setup, we have proposed the event-triggered param-
eters σu = σy = 0, Ωu = Ωy = 1, δy = 0.01 and δu = 0.5. The values of σu, σy
have been chosen to enhance the closed-loop robust performance following
Remark 3. As a result, the parameter ε = 946.7456 is obtained, which cor-
responds to a robustness margin δ∆ = 0.0325. The values of δu, δy has been
chosen to achieve some benefits in terms of reduction of bandwidth usage
and energy consumption with a reasonable steady-state error, in light of the
simulation and experimental results. The maximum number of consecutive
packet dropouts will be set as h = 4, and the reference to be followed will
include a sequence of four right angles.

5.4. Simulation results and experimental validation

In this section, the main advantages of the energy-efficient event-triggered
control solution compared to different options for the time-triggered approach
will be shown. The study will be focused on the trade-off between resource
usage and control properties.

Simulation results will be experimentally validated by means of a test-
bed platform, which is based on a two-wheel Lego Mindstorms EV3 robot
equipped with a wifi-dongle to send and receive data-packages. A picture of
the robot is shown in Figure 6.
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Figure 6: The Lego Mindstorms EV3 robot used in the implementation

The proposed structure consists of two parts: i) at the remote side, a
stationary, powerful computer is used to calculate all the set of control ac-
tions; ii) at the local side, the UGV, equipped with encoders and actuators,
is employed. The control application is made in Matlab/Simulink R©. The
code programmed at the local side is kept as simple as possible because of the
limited hardware capabilities of the UGV, and hence, it mainly includes User
Datagram Protocol (UDP) send and receive blocks to wirelessly communi-
cate with the remote side. The remote side includes these communication
blocks as well, and the ones required to implement the control strategy. The
model can be switched between experimental mode and simulation mode by
changing the UDP blocks to a block representing the transfer function of
each motor.

The following results (Figures 7-12) are obtained by running both working
modes for different scenarios. In each figure, the simulated results are shown
at the left hand, while the experimental validation is depicted at the right
hand.

Let us start the comparison considering a time-triggered single-rate con-
trol scenario with neither noise nor disturbance, and neither time-varying
delays nor packet dropouts. Under these conditions, the UGV path tracking
behavior achieved by the controller designed at period NT=0.2s in (67) (de-
picted in Figure 8) is compared with the behavior obtained by the controller
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designed at period T=0.1s in (66) (shown in Figure 7). The comparison
illustrates a considerable performance worsening for the former case.

Let us consider the performance reached at period T as the nominal, de-
sired one. Taking into account the dual-rate controller in (69)-(70), which in-
jects control actions at period T but measures system outputs at period NT ,
the time-triggered dual-rate control system is able to maintain a satisfactory
control performance, very similar to the nominal one (as shown in Figure
9). Nevertheless, whether both time-varying delays and packet dropouts are
included in the NCS, the performance is clearly worsened, becoming unstable
(see in Figure 10).

Note also that the control system performance is clearly improved (as il-
lustrated in Figure 11) by incorporating the TVDRKF into the time-triggered
dual-rate control system (assuming delays and dropouts), together with the
packet-based control. It can be appreciated that the obtained performance is
very similar to the nominal one, despite the presence of measurement noise
and external disturbances.

Finally, event-triggered conditions are added to the NCS, and then, the
system becomes a periodic event-triggered dual-rate control system. The
performance obtained is similar to that reached by the nominal time-triggered
version of the system (see in Figure 12), but now a clear reduction of the
number of transmitted packets is achieved, which leads to reducing resource
usage (bandwidth, energy). This aspect will be analyzed in detail in Table
1.
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(a) Simulated result (b) Experimental result

Figure 7: Comparison for the time-triggered single-rate T=0.1s case (nominal perfor-
mance; scenario b)

(a) Simulated result (b) Experimental result

Figure 8: Comparison for the time-triggered single-rate NT=0.2s case (scenario a)
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(a) Simulated result (b) Experimental result

Figure 9: Comparison for the time-triggered dual-rate NT=0.2s and T=0.1s case (scenario
c)

(a) Simulated result (b) Experimental result

Figure 10: Comparison for the time-triggered dual-rate case, with delays and dropouts
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(a) Simulated result (b) Experimental result

Figure 11: Comparison for the time-triggered dual-rate case, with TVDRKF and packet-
based control, including delays, dropouts, noise and disturbances (scenario d)

(a) Simulated result (b) Experimental result

Figure 12: Comparison for the periodic event-triggered dual-rate case, with TVDRKF and
packet-based control, including delays, dropouts, noise and disturbances (scenario e)

As shown in Figures 7-12, the experimental results accurately validate
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the simulations. For this reason, the cost indexes presented in Section 5.2
will be directly evaluated from the experimentation. As the indexes may
be negatively affected by the initialization part of the path, they will be
calculated starting from iteration k = 20. Table 1 summarizes the values
obtained for the five different stable cases previously shown, that is:

• a: time-triggered single-rate control scenario at period NT (in Figure
8).

• b: time-triggered single-rate control scenario at period T (in Figure 7).

• c: time-triggered dual-rate control scenario (in Figure 9).

• d : time-triggered dual-rate control scenario, adding TVDRKF, and
packet-based control, including dropouts, delays, disturbances and noise
(in Figure 11).

• e: periodic event-triggered dual-rate control scenario, with TVDRKF,
and packet-based control, including dropouts, delays, disturbances and
noise (in Figure 12).

a b c d e
J1 1328.3 1078.9 1085.0 1160.2 1189.9
J2 47.13 38.30 38.88 39.62 40.98
J3 22.4 22.0 22.0 22.0 22.0
J4 50% 100% 50% 50% 37.1%

Table 1: Cost indexes from the experimentation

The underlying conclusions of Table 1 are:

• The desired nominal performance (scenario b) presents the best (low-
est) values for the cost indexes related to control performance, that is,
J1, J2, J3. The obtained values have been considered as the reference
ones to carry out the comparison on control performance.

• Considerations for J1: the single-rate case at period NT (scenario a)
shows the worst J1, since the desired trajectory is inaccurately followed
by the UGV. The dual-rate case for scenario c shows a similar J1 than
the nominal scenario b. However, the dual-rate case for scenarios d and
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e worsen the index J1 around 7% and 10%, respectively, compared to
the nominal performance.

• Considerations for J2: again, scenario a (single-rate at NT ) presents
the worst value, being the dual-rate scenario c very similar to the nom-
inal scenario b. The dual-rate scenarios d and e worsen the index J2

around 3% and 7%, respectively, compared to the nominal performance.

• Considerations for J3: this cost index presents the same value for the
dual-rate cases c, d, and e as for the nominal case b, being 1% worse
for the single-rate scenario a (at NT ).

• Finally, to carry out the comparison on resource saving, J4 will be
analyzed. It presents the worst case in scenario b (single-rate at T ),
being 50% reduced by scenarios a, c and d because of sampling the net-
work twice slower (at NT , with N = 2). The periodic event-triggered
scenario e reaches the best value for index J4 with around 63% of re-
duction, compared to the scenario b.

As a summary, the periodic event-triggered dual-rate control scenario,
with TVDRKF and packet-based control is able to significantly reduce re-
source usage (bandwidth, energy) with almost 63% of reduction, while having
a performance worsening of only up to 10%, with regards to the nominal time-
triggered case. This is in spite of existing dropouts, delays, disturbances and
noise acting on the system.

6. Conclusions

This paper has addressed a formal analysis of the closed-loop stability
and robust performance of an energy-efficient control in the framework of
NCS, consisting in an event-triggered dual-rate control with a TVDRKF
applied to a UGV. Different aspects, such as packet dropouts, time-varying
model mismatches, disturbance rejection and event-triggered thresholds have
been taken into account in the stability analysis. It has been illustrated
that the robust performance is not significantly affected by the maximum
number of consecutive packet dropouts in a wide range. In addition, the
proposed control strategy has been experimentally validated by tracking the
2D position of a UGV in a wireless network. Despite existing typical network
problems such as time-varying delays and packet dropouts, and considering
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disturbance and measurement noise, the control solution is able to achieve a
satisfactory performance, while considerably reducing resource usage.
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[23] P. Kühne, F. Pöschke, and H. Schulte. Fault estimation and fault-
tolerant control of the FAST NREL 5-MW reference wind turbine using
a proportional multi-integral observer. International Journal of Adaptive
Control and Signal Processing, 32(4):568–585, 2018.

[24] D. Li, S. L. Shah, and T. Chen. Analysis of dual-rate inferential control
systems. Automatica, 38(6):1053–1059, 2002.

35



[25] H. Li and Y. Shi. Network-based predictive control for constrained non-
linear systems with two-channel packet dropouts. IEEE Transactions
on Industrial Electronics, 61(3):1574–1582, 2014.

[26] T. Li, T. Wang, J. Zhai, and S. Fei. Event-triggered observer-based
robust H∞ control for networked control systems with unknown distur-
bance. International Journal of Robust and Nonlinear Control, 30(7):
2671–2688, 2020.

[27] A. Liu, W. A. Zhang, L. Yu, S. Liu, and M. Z. Chen. New results
on stabilization of networked control systems with packet disordering.
Automatica, 52:255–259, 2015.

[28] A. Liu, W. A. Zhang, B. Chen, and L. Yu. Networked filtering with
markov transmission delays and packet disordering. IET Control Theory
& Applications, 12(5):687–693, 2017.

[29] M. Lundgren. Path tracking and obstacle avoidance for a miniature
robot. Ume̊a University, Ume̊a, Master Thesis, 2003.

[30] Y. Luo, X. Xiao, J. Cao, A. Li, and G. Lin. Event-triggered guaranteed
cost consensus control for second-order multi-agent systems based on
observers. Information Sciences, 546:283–297, 2021.

[31] B. Park, J. Nah, J.-Y. Choi, I.-J. Yoon, and P. Park. Robust wireless
sensor and actuator networks for networked control systems. Sensors,
19(7):1535, 2019.
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