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A B S T R A C T   

Background: Artificial intelligence is fueling a new revolution in medicine and in the healthcare sector. Despite 
the growing evidence on the benefits of artificial intelligence there are several aspects that limit the measure of 
its impact in people’s health. It is necessary to assess the current status on the application of AI towards the 
improvement of people’s health in the domains defined by WHO’s Thirteenth General Programme of Work 
(GPW13) and the European Programme of Work (EPW), to inform about trends, gaps, opportunities, and 
challenges. 
Objective: To perform a systematic overview of systematic reviews on the application of artificial intelligence in 
the people’s health domains as defined in the GPW13 and provide a comprehensive and updated map on the 
application specialties of artificial intelligence in terms of methodologies, algorithms, data sources, outcomes, 
predictors, performance, and methodological quality. 
Methods: A systematic search in MEDLINE, EMBASE, Cochrane and IEEEXplore was conducted between January 
2015 and June 2021 to collect systematic reviews using a combination of keywords related to the domains of 
universal health coverage, health emergencies protection, and better health and wellbeing as defined by the 
WHO’s PGW13 and EPW. Eligibility criteria was based on methodological quality and the inclusion of practical 
implementation of artificial intelligence. Records were classified and labeled using ICD-11 categories into the 
domains of the GPW13. Descriptors related to the area of implementation, type of modeling, data entities, 
outcomes and implementation on care delivery were extracted using a structured form and methodological as-
pects of the included reviews studies was assessed using the AMSTAR checklist. 
Results: The search strategy resulted in the screening of 815 systematic reviews from which 203 were assessed for 
eligibility and 129 were included in the review. The most predominant domain for artificial intelligence ap-
plications was Universal Health Coverage (N = 98) followed by Health Emergencies (N = 16) and Better Health 
and Wellbeing (N = 15). Neoplasms area on Universal Health Coverage was the disease area featuring most of the 
applications (21.7 %, N = 28). The reviews featured analytics primarily over both public and private data sources 
(67.44 %, N = 87). The most used type of data was medical imaging (31.8 %, N = 41) and predictors based on 
regions of interest and clinical data. The most prominent subdomain of Artificial Intelligence was Machine 
Learning (43.4 %, N = 56), in which Support Vector Machine method was predominant (20.9 %, N = 27). 
Regarding the purpose, the application of Artificial Intelligence I is focused on the prediction of the diseases 
(36.4 %, N = 47). With respect to the validation, more than a half of the reviews (54.3 %, N = 70) did not report 
a validation procedure and, whenever available, the main performance indicator was the accuracy (28.7 %, N =
37). According to the methodological quality assessment, a third of the reviews (34.9 %, N = 45) implemented 

Abbreviations: AI, Artificial intelligence; BHW, Better Health and Well-being; DL, Deep Learning; EPW, European Programme of Work; HEP, Health Emergencies 
Protection; ML, Machine Learning; NL, Neural Learning; RL, Reinforcement Learning; SVM, Support Vector Machines; GPW13, The Thirteenth General Programme of 
Work; UHC, Universal Health coverage; WHO, World Health Organization. 

* Corresponding author. 
E-mail address: dnovillo@who.int (D. Novillo-Ortiz).  

Contents lists available at ScienceDirect 

International Journal of Medical Informatics 

journal homepage: www.elsevier.com/locate/ijmedinf 

https://doi.org/10.1016/j.ijmedinf.2022.104855 
Received 27 May 2022; Received in revised form 1 August 2022; Accepted 11 August 2022   

mailto:dnovillo@who.int
www.sciencedirect.com/science/journal/13865056
https://www.elsevier.com/locate/ijmedinf
https://doi.org/10.1016/j.ijmedinf.2022.104855
https://doi.org/10.1016/j.ijmedinf.2022.104855
https://doi.org/10.1016/j.ijmedinf.2022.104855
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijmedinf.2022.104855&domain=pdf
http://creativecommons.org/licenses/by/3.0/igo/


International Journal of Medical Informatics 166 (2022) 104855

2

methods for analysis the risk of bias and the overall AMSTAR score below was 5 (4.01 ± 1.93) on all the included 
systematic reviews. 
Conclusion: Artificial intelligence is being used for disease modelling, diagnose, classification and prediction in 
the three domains of GPW13. However, the evidence is often limited to laboratory and the level of adoption is 
largely unbalanced between ICD-11 categoriesand diseases. Data availability is a determinant factor on the 
developmental stage of artificial intelligence applications. Most of the reviewed studies show a poor methodo-
logical quality and are at high risk of bias, which limits the reproducibility of the results and the reliability of 
translating these applications to real clinical scenarios. The analyzed papers show results only in laboratory and 
testing scenarios and not in clinical trials nor case studies, limiting the supporting evidence to transfer artificial 
intelligence to actual care delivery.   

1. Introduction 

The Thirteenth General Programme of Work (GPW 13) defines the 
World Health Organization’s (WHO) strategy for the period between 
2019 and 2023 which focuses on measurable impacts on people’s health 
[1]. Based on the GPW 13, the core priorities and the roadmap for the 53 
countries of the WHO European region are described in the European 
Programme of Work 2020–2025 (EPW) [2]. The GPW 13 and the EPW 
aim to transform public health, focusing on measurable impacts on 
people’s health at the national level with three core features: enhanced 
Universal Health coverage (UHC), Health Emergencies Protection 
(HEP), and Better Health and Well-being (BHW). 

The UHC domain involves primary care, community care and person- 
centered health systems [3]. Health promotion and disease prevention 
are the key principles in which UHC should be constructed and main-
tained. Furthermore, primary care services should also ensure access to 
curative, rehabilitative and palliative health services regardless the 
geographical location and the financial status [4]. The HEP domain is 
focused on preparing health care systems to better react when a health 
emergency is declared, this is to provide adequate and timely services 
that range from disease prevention to life-saving interventions. The 
BHW domain is focused on improving the general health and wellbeing 
of people, involving the prevention of noncommunicable disease, pro-
moting mental health, minimizing and eradicating high impact 
communicable disease and addressing the health effects of climate 
change. 

Artificial intelligence (AI) is a discipline which seeks to reproduce 
human-like ways of perceiving, reasoning, learning, and solving prob-
lems and is an area of interest in clinical applications [5]. AI expands 
traditional statistical techniques, allowing to extract information to 
support decision-making and research. These methods have been 
deployed in many clinical research areas and technological domains 
[6–8]. 

AI has been implemented in healthcare over a wide typology of 
clinical applications, for example, from molecular and genetic testing to 
medical images of different modalities, diagnostic codes and social 
media [9]. The ultimate goal of AI is to learn and identify associations 
between data and outcomes of interest [10]. AI needs data generated 
from healthcare activities such as diagnosis, treatments and follow-up to 
develop, test and validate algorithms. Digitalized data in healthcare is 
available in a wide range of formats, including structured and non- 
structured schemas [11]. 

The landscape of AI methods can be divided in four main categories: 
regression and probabilistic methods, machine learning, deep learning 
and reinforcement learning [12,13]. One of the most prominent areas of 
AI is Machine Learning (ML), in which models can adapt to improve 
their performance according to the changes in the data and the experi-
ences [14]. ML algorithms combine the strengths of computer science 
and data science to find the optimal fit between theoretical approaches 
and data-driven solutions, enabling the development of tools that can 
solve problems human cannot do in reasonable timespans. The basic 
principle relies in the ability of the model to predict the output whenever 
new input data is given and thus inform about possible scenarios to 
understand the information. There are two major approaches in ML, the 

supervised learning to solve problems of classification and regression 
based on sets of labelled input data and the unsupervised learning, 
which seeks to find patterns in sets of unexplained and unlabeled data. 

Linear and logistic regression, Support Vector Machines (SVM) and 
decision trees are relevant techniques in the supervised approach. An 
extended use of unsupervised learning focuses on finding associations of 
data in clusters and the identification of principal components that 
explain multidimensional data [15]. These associations do not consider 
the outcome information but the nature of the input data, providing 
categories of patients based on their similarities. Typical algorithms for 
clustering are k-means and hierarchical clustering. The regular pipeline 
involves using unsupervised learning to pre-process data and select 
features that explain the nature of data, to thereafter apply supervised 
learning to provide clinically relevant results. These modelling tech-
niques pursue to minimize the classification (or misclassification) error 
(e.g.: the quadratic loss function). 

The evolution of ML is known as Neural Learning (NL) and has the 
ability of generating multiple non-linear combinations of data for 
creating exhaustive models. This approach combines artificial neural 
networks that replicate the structure and behavior of a human brain in 
the way it connects several processing units in multiple layers to adjust 
their configuration based on the data. Artificial neurons are grouped 
into layers driving signals from the input to the output. The combination 
of both ML and NL has led to the definition of Deep Learning (DL), which 
consists in a hierarchical combination of processing units grouped and 
connected into layers to transform and extract information [16]. DL 
approach conducted to the definition of Reinforcement Learning (RL) in 
which the algorithms learn actions based on the maximization of a 
predefined reward [17]. The basic principle of RL is based on the 
interaction of an agent that makes decisions and its environment with 
the goal of reaching preferable states. After every interaction the agent 
receives feedback, which can be positive (a reinforcement) or negative, 
and then RL model will prosecute the actions that maximizes the number 
of positive rewards. 

AI involves a wide variety of methods that expand traditional sta-
tistical techniques and can find patterns that support the process of 
decision making as well as the formulation of hypotheses in the domains 
of UCH, EHP and BHW. AI can provide powerful tools to automate tasks 
and to support and inform clinicians, epidemiologists and policy makers 
on what are the most efficient strategies to promote health at a popu-
lation and individual level. But, due to the broad range of applications of 
AI in healthcare is necessary to assess the current status on the appli-
cation of AI and in which way they can improve people’s health. This 
overview of systematic reviews has the objective of providing a 
comprehensive landscape on the most recent evidence on the applica-
tion of AI to in the three domains defined by the GPW 13 and the EPW. 
The overview includes regression algorithms, machine learning, deep 
learning and reinforcement learning approaches, and their application 
in any medical and clinical specialty domain. The selection criteria are 
defined as real AI applications on health and care services that can be 
transferred to real clinical scenarios. The ultimate goal is to provide a 
comprehensive and updated map on the fields of application of AI to 
improve people’s health and reveal the medical prominent specialties, 
the modelling techniques, what type of data is used and, importantly, 
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the methodological quality of the recent scientific literature. 

2. Methods 

2.1. Search strategy 

A systematic literature search on systematic reviews featuring 
qualitative and/or meta-analysis was conducted using four electronic 
databases: MEDLINE, IEEE Xplore, EMBASE and COCHRANE. The 
search string included a combination of keywords (artificial intelligence 
OR machine learning OR deep learning) AND (universal health coverage 
OR emergency care OR public health) and the search queries listed in 
Appendix I. The Preferred Reporting Items for Systematic reviews and 
meta-analyses (PRISMA 2020 statement) [18] was used to funnel the 
article selection process (Fig. 1). From the total articles (n = 837), 
duplicated entries were removed (n = 23). No additional studies were 
excluded using automation tools or because of other reasons. After-
wards, the hits were screened based on the title and abstract to identify 
relevant studies matching three basic criteria: 1) Being a Systematic 
Review; 2) Analysis of Artificial Intelligence modelling; 3) Related to 
one domain of the GPW 13 and the EPW. Once the relevant articles were 
identified (n = 203), a full-text review was performed to assess their 

eligibility. Four articles were excluded because of the following reasons: 
not in English (n = 1), duplicated (n = 2) and not retrieved – it was not 
possible to find the full publication available – (n = 1). A total of 72 
articles were excluded after the in-depth assessment because the entry 
was not related or partially related to AI (n = 24) (the paper is not 
focused on AI development or validation), it was not a systematic review 
(n = 21), they were partially related to AI (n = 20), duplicated studies (n 
= 2), not related to the GPW 13 and EPW domains (n = 3) and not 
written in English (n = 1). Two authors participated in the abstract 
screening and full- text review. When authors did not reach a consensus 
a third author evaluated the possible exclusion to break the deadlock. 

2.2. Eligibility criteria 

Systematic reviews were included in the overview if they reported on 
the implementation and evaluation of artificial intelligence in a health 
or disease area related to universal health coverage, emergencies and 
better health and wellbeing. Systematic reviews covering a specific 
medical technology (e.g.: radiology) were included in the analysis. 
Studies on data-driven models, natural language processing and image 
processing were included only if they explicitly designated a relation-
ship with a disease or a health management area. Editorials, protocols 

Fig. 1. Systematic Reviews selection process.  
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and reports were excluded. Also, studies not following the methodology 
of a systematic review were excluded. 

2.3. Data extraction 

The following data were extracted systematically for all the studies: 
authors, title, year, journal, GPW 13 and EPW domain, relevant type of 
disease according to the International Code of Disease, version eleven 
(ICD-11), number of included studies, type of data source (public/pri-
vate), data types used by the models, predictors used by the models 
(input data categories), outcome of the model (screening, diagnose, 
classification, treatment), type of modelling (regression based, machine 
learning, deep learning or reinforcement learning), predominant 
modelling technique, validation methodology (clinical trial, case study 
or statistical appraisal), performance indicators and risk of bias assess-
ment. Two authors participated in the data extraction and classification 
of the articles. When authors did not reach a consensus a third author 
evaluated the entry and assigned the correspondent label. 

2.4. Quality assessment 

Included studies were evaluated with the Assessment of Multiple 
Systematic Reviews checklist (AMSTAR) [19] to assess the methodo-
logical quality of the systematic review. Every item of the AMSTAR 
checklist was scored with 1 point if it was successfully reported and 
0 points otherwise. 

3. Results 

The analysis of the systematic reviews was divided into the three 
domains of the GPW 13 and the EPW priorities, that is 98 in universal 
health coverage, 16 in health emergencies protection and 15 in better 
health and wellbeing. Appendix II contains the complete list of the 
systematic reviews included in the overview, their domain and related 
ICD-11 chapter and the number of included studies (qualitative and 
meta-analysis). Appendix III presents a descriptive analysis of the sys-
tematic review with respect to the health/disease area, the type of data 
and modelling technique and the highlight challenges and opportu-
nities. Appendix IV depicts the descriptive analysis for each GPW13- 

Fig. 2. Dashboard and descriptive analytics on the use of AI in areas related to Universal Health Coverage.  
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EPW domain of the extracted data (quantitative and qualitative). Ap-
pendix V contains the AMSTAR evaluation scores and the individual 
quality of each review included in the analysis. 

With respect to the domain of universal health coverage, neoplasms 
are the predominant disease application (N = 28), followed by mental 
and behavioral disorders (N = 17), diseases of the circulatory system (N 
= 9) and the musculoskeletal system (N = 8). In the domain of emer-
gencies, the predominant disease category is infectious or parasitic 
diseases (N = 13) and in the domain of better health and wellbeing all 
fall into the category of factors influencing health status or contact with 
health services (N = 14). The studies included heterogeneous designs, 
focusing on different approaches to the health promotion and the dis-
ease management, sources of data, target population, predictors and 
assessment of the outcomes. The following subsections describe the 
collated results of the review for each of the GPW 13 and the EPW 
domains. 

3.1. Artificial intelligence for areas related to universal health coverage 

The application of AI in UHC domain is mainly focused on neoplasms 
(N = 28) [20–47] and secondary on mental health (N = 17) [48–64] as 
depicted in Fig. 2. There is an intermediate group including diseases of 
the circulatory system (N = 9) [65–73], diseases of the musculoskeletal 
system (N = 8) [74–81], diseases of the digestive system (N = 7) [82–88] 
and the nervous system (N = 7) [89–95]. There are a few reviews 
focused on other categories such as diseases of respiratory system (N =
4) [96–99], visual system (N = 3) [100–102] and the other chapters 
include only one or two systematic reviews [103–116]. The number of 
studies included in the reviews is 41.29 ± 41.9 (mean ± standard de-
viation) with an IQR = [16–47]. In the predominant categories, the 
number of reviews is sparse with 34.23 ± 31.78 for neoplasms, 43.00 ±
36.97 for factors influencing health and 57.93 ± 73.29 for mental 
health. Only the 20 of these reviews included a meta-analysis, 5 of them 
belonged to the disease area of neoplasms while the other categories 
included only one or two meta-analysis. 

The studies included in the reviews featured analytics primarily over 
public and private data sources (68.37 %) and less on public data (28.57 
%). Only a 3.06 % did not disclose the sources of data. Medical imaging 
(38.78 %) is the most used type of data, followed by clinical data from 
laboratory tests and examinations (15.31 %), registries from clinical 
studies (11.22 %) and electronic health records (10.20 %). Some reviews 
used mixed types of data, but these account for the 8.16 % of them. 
Other reviews were focused on social media data (4.08 %) and genomic 
data (3.06 %). With respect to the predictors (the specific type of vari-
ables used develop the models), the majority is based on Regions of 
Interest (39.8 %) and mixed predictors such as imaging features, clinical 
assessment and notes (15.3 %). The reviews analyzed similarly clinical 
and demographic variables (6.12 %) and signal features and vital signs 
(6.12 %). A few reviews were focused on the analysis of notes (5.1 %) 
and histological data (4.1 %). Importantly, less than a quarter of the 
reviews did not disclose the type of predictors used by the models (23.5 
%). 

In the domain of UHC the application of AI is focused on the pre-
diction of the diseases (32.65 %) and the detection (24.49 %). Some 
reviews focused on the classification of diseases degrees and severity 
scales (18.37 %). A few reviews focused on segmentation (4.08 %) and 
other unspecific outcomes (6.12 %). Machine learning techniques 
accounted for the 44.9 % of the types of AI, and their combination with 
regression methods (23.47 %) and deep learning techniques (16.33 %). 
Deep learning was used in the 13.27 % of the reviews. The predominant 
modelling technique was Support Vector Machines (24.49 %) and 
Convolutional Neural Networks (20.41 %). 

With respect to the validation, slightly more than a half (52.04 %) 
did not report any validation procedure. Almost a third of the reviews 
reported internal validation (32.65 %), only 5.1 % reported external 
validation, and 12.24 % reported both internal and external validation. 

When described, the main performance indicator was de performance 
(31.63 %), followed by a compendium of indicators of C statistic (AUC), 
sensitivity and specificity (24.49). The AUC was reported as the single 
indicator in the 20.41 % of the reviews. and the sensitivity and speci-
ficity on the 12.24 %, 

Regarding the quality assessment, the 61.22 % of the reviews did not 
implement any method for analyzing the risk of bias, and for the 
remaining 38.78 % of reviews performing it, QUADAS-2 was the most 
used method (17.35 %). From the 71 qualitative analysis, 19 (26.7 %) 
performed a quality assessment, and from the 27 meta-analysis (some 
studies included a qualitative and a meta-analysis), 20 (74.1 %) per-
formed a quality assessment. The overall AMSTAR score was low (4.05 
± 1.99), with a few reviews yielding scores over 5 points. Table 1 in the 
Appendix III contains the complete descriptive analysis of the systematic 
reviews classified into areas related to Universal Health Coverage 
domain. 

3.2. Artificial intelligence for areas related to health emergencies 
protection 

The application of AI in HEP is mainly focused on infectious or 
parasitic diseases (N = 13) [117–128] and secondary on factors influ-
encing health (N = 2) [129,130] and mental health (N = 1) [131], as 
depicted in Fig. 3. SARS-CoV-2 was the main topic on 10 of these re-
views. The number of studies included in the reviews is 46.75 ± 44.66 
with an IQR = [16–65.5]. In the predominant category, the number of 
reviews is 52.46 ± 47.98. Only the 12.5 % of these reviews include 
meta-analysis, one of them belonged to infectious diseases and the other 
according to factors influencing health. 

The studies included in the reviews featured primarily over public 
and private data sources (75 %) and less on public data (25 %). In this 
case, the most used typed of data is clinical data (25 %), followed by 
medical imaging (18.75 %), social media data (12.5 %), laboratory test 
(6.25 %) and empirical data (6.25 %). Besides, some reviews used mixed 
types of data (18.75 %). With respect to the predictors, the majority is 
based on regions of interest (25 %), followed by analysis of notes (12.5 
%), clinical or demographic variables (12.5 %), genome sequences 
(6.25 %) and mixed predictors (6.25 %). Nevertheless, 37.5 % of the 
reviews did not disclose the type of predictors used by the models. 

On the other hand, the application of AI in the domain of Health 
Emergencies Protection is focused on the prediction of the diseases (50 
%), followed by the detection (25 %) and classification of diseases de-
grees and severity scales (25 %). Machine learning and regression 
techniques accounted for the 43.75 % of the types of AI, 25 % of machine 
learning and deep learning methods and 18.75 % of only machine 
learning. The predominant modelling technique was Convolutional 
Neural Networks (18.75 %) and Logistic regression (12.5 %). 

With respect to the validation, more than a half (56.25 %) did not 
report any validation procedure. A quarter of the reviews (25 %) re-
ported both internal and external validation, and 18.75 % reported only 
internal validation. No external validation was reported. In addition, the 
main performance indicator was the accuracy (25 %) and AUC (25 %), 
followed by a compendium of indicators (12.5 %) such as sensitivity and 
specificity, C statistic and R2. 

Regarding the quality assessment, the 75 % of the reviews did not 
implement any method for analyzing the risk of bias. From the 14 
qualitative analysis, 3 (21.4 %) performed a quality assessment, and 
from the 2 meta-analysis, only one (50 %) performed a quality assess-
ment. The PROBAST tool was the most used method (17.35 %). The 
overall AMSTAR score was low (4.06 ± 1.98), with a few reviews 
yielding scores over 5 points. Table 2 in the Appendix III contains the 
complete descriptive analysis of the systematic reviews classified into 
health emergencies protection. 
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3.3. Artificial intelligence for areas related to a better health and Well- 
being 

The application of AI in BHW domain is mainly focused on factors 
influencing health (N = 14) [132–145] and secondary on mental health 
(N = 1) [146], as depicted in Fig. 4. The number of studies included in 
the reviews is 62 ± 66.36 with an IQR = [18–81.25]. In the predominant 
category, the number of reviews is 65.21 ± 67.65. No review included 
meta-analysis. 

The studies included in the reviews featured analytics primarily over 
public and private data sources (53.3), followed by public data (40 %) 
and less on private data (6.7 %). Electronic health record (33.3) is the 
most used typed of data, followed by clinical data (20 %) and environ-
mental data (13.3 %). Other reviews were focused on social media data 
(6.7 %) and mixed types of data (6.7 %). According to predictors, the 

majority is based on analysis of notes (40 %), followed by clinical var-
iables (6.7 %) and mixed predictors (6.7 %). Importantly, almost the half 
(46.7 %) of the reviews did not disclose the type of predictors used by 
the models. 

In the domain of Better health and Wellbeing, the application of AI is 
focused on the prediction of the diseases (46.7 %), secondary on 
detection (33.3 %) and classification of diseases degrees and severity 
scales (13.3 %). Machine learning techniques accounted the 60 % of the 
types of AI and their combination with deep learning (26.7 %). The 
predominant modelling technique was Natural Language Processing 
(NLP) (33.3 %), followed by Support Vector Machine (13.3 %) and 
Neural Networks (13.3 %). 

Regarding the validation techniques, more than a half (66.7 %) did 
not report any validation procedure. A quarter of the reviews (26.7 %) 
reported internal validation and only 6.7 % reported both internal and 

Fig. 3. Dashboard and descriptive analytics on the use of AI in areas related to Health Emergencies Protection.  

A. Martinez-Millana et al.                                                                                                                                                                                                                    



International Journal of Medical Informatics 166 (2022) 104855

7

external validation. The main performance indicator was a compendium 
of indicators (20 %) such as AUC, sensitivity and specificity, followed by 
the accuracy (13.3 %). 

When it comes to the quality assessment, the 80 % of the reviews did 
not implement any method for analysis the risk of bias. None of the 
included studies in BHW performed a meta-analysis. Cochrane’s tool 
was the most used method (13.3 %). The overall AMSTAR score was low 
(3.67 ± 1.54), with a few reviews yielding scores over 5 points. Table 1 
in the Appendix III contains the complete descriptive analysis of the 
systematic reviews classified into BHW. 

4. Discussion 

Despite the recent increase in the AI literature and the publication of 
systematic reviews about AI applications in healthcare, the research in 
this field is focused on certain diseases. The type of data which algo-
rithms are implemented with and the availability in public repositories 
could be a possible cause. Neoplasms is one of the most prominent areas 
due to the use of different medical image modalities and the recent 

advances in image processing techniques with DL approaches, more-
over, because an accurate and on-time diagnose is crucial to determine 
the treatment and minimize the causes that lead to the death in neo-
plasms. One of the most recurrent applications of AI is the early diag-
nosis (predictions) and classification of disease severity, which can be 
improved by using other data sources such as Electronic Medical Re-
ports. The impact of AI in care delivery in the chosen domains cannot be 
measured as all the reviewed studies featured results in laboratory set-
tings and did not include clinical evaluation. 

The effective management of public health systems is a multifactorial 
responsibility with a wide range of actors and effects. Like any other 
medical act, the provision of care services at a populational level in-
volves the screening and diagnosis of certain conditions, the treatment 
and the follow-up of those conditions [71,95,115]. In this context, the 
use of AI has demonstrated that it can provide powerful tools to support 
and inform decisions and even automate tasks to aid clinicians, epide-
miologists and policy makers on the most efficient strategies to promote 
health at a population level [137], including the current COVID-19 
pandemic [125]. However, despite the great advances and the high 

Fig. 4. Dashboard and descriptive analytics on the use of AI in areas related to a Better Health and Wellbeing.  
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level of maturity of AI in certain clinical domains, the review of sys-
tematic reviews leads to conclude that the use of AI is still scarce in 
clinical practice and depends strongly upon the clinical application 
domain [58,72]. Published evidence mainly consists of tests in labora-
tory settings and early-phase validation of ML and DL models. 

This overview is a broad summary on the development and appli-
cation status of AI in healthcare but also stands as an assessment on the 
quality of the systematic reviews in the use of AI. The use of reporting 
guidelines on the methodology related to the elaboration and selection 
of papers for the systematic review is a good practice implemented in the 
vast majority of the reviews. However, the quality assessment of indi-
vidual studies is only implemented in a minority of them. Quality 
assessment tools and risk of bias methods are an utmost important tool 
to understand the level of evidence reached by the authors and the real 
impact on health outcomes. Recently, there have been important up-
dates on standard reporting guidelines such as the CONSORT-AI for 
clinical trial reports involving AI [147], the SPIRIT-AI for clinical trial 
protocols involving AI [148], the MI-CLAIM checklist on minimum in-
formation about clinical AI modelling [149] and the PROBAST tool to 
assess the risk of bias and applicability of prediction model studies 
[150]. These updates and recommendations address important issues 
related to the development, implementation and evaluation of clinical 
interventions based on AI in a broad set of factors identified in this 
overview. Individual studies and systematic reviews should describe the 
intended workflow in the use of the AI intervention, with a specific 
statement on the disease context, intended users and the purpose of the 
intervention. 

Despite the rapid growth and generalization of AI in several fields of 
medicine, this overview shows that there is a limited level of maturity on 
its use in clinical practice. None of the analyzed reviews reported studies 
on the real impact of these tools in real clinical scenarios. This outcome 
shows an important gap between the development of the models in 
laboratory settings and the implementation of this models under real 
conditions. However, in some specific clinical areas, the level of matu-
rity of the models is unarguably high and the current body of literature 
shows consistent results in specific indicators, methodologies, and 
comparison metrics. These situations should ease the transference of 
these models to improve the current techniques and protocols used for 
the assessment of disease conditions. 

The type of data used to implement AI models is heterogeneous and 
frequently not consistent across the same type of clinical domains and 
applications [151]. Diagnostic medical imaging is the principal data 
source for Neoplasms, Infections and Surgery among others and con-
stitutes the main trend of research in the application of AI. The analysis 
of time series and natural language processing from social networks and 
medical records are emerging fields of research and an interesting field 
for the development of AI. 

4.1. Challenges 

One of the common pitfalls identified in this overview is the lack of 
standardization protocol designs on the interventions of AI, including 
the approaches to perform the statistical analysis of the outcomes. The 
high level of heterogeneity found in the approaches to select observable 
variables, outcomes and the performance analysis makes impossible to 
compare disease-specific cut-off points. The challenge of standardization 
is not new in clinical research and should be taken under deep consid-
eration when referring to the use of AI in medicine [40]. It is common to 
find studies which are biased by imbalanced classes, specifically when 
the study includes limited sample sizes and outcomes that are difficult to 
measure (e.g.: mental health, suicide, etc.). This affects the interpreta-
tion of the results because it does not show the ability of the models to 
discriminate positive and negative cases. Another common challenge 
found in the systematic reviews is the heterogeneity of software in-
frastructures used to collect, store, and analyze personal and clinical 
data. 

One of the most recurrent issues in the analyzed reviews is the 
scarcity of data and the risk of model overfitting, especially in models 
developed for medical imaging processing. Penalization techniques are 
recommended to address overfitting in models, but they should be 
applied carefully depending on the data size. Penalization techniques 
could be an unreliable choice when the sample size is small [152]. 

The use of performance metrics to compare and evaluate AI models is 
common in the revised systematic reviews. Study design limitations in 
the statistical analysis can lead to wrong conclusions and under/over- 
estimations in the accuracy and the classification ability of the 
models, however, the quality of this models rely on the data used to train 
and validate them. Beyond issues of data heterogeneity and availability, 
understanding the data biases applied in the model development is 
crucial. 

Another challenge of AI in clinical practice is that it must show 
acceptable and reproductible results. Limitations in the reporting of AI 
models are a challenge to homogenize the use of AI in research and how 
to adapt the specific models to the particular needs of clinical units and 
populations in terms of healthcare service characteristics [101,111]. 
One of the modelling approaches most frequently used are the decision 
trees because of its performance and its ability to illustrate in human 
understandable way how a decision was made. In opposite, other 
modelling techniques have no ability to indicate how the decision was 
made without falling into a (frequently) complex mathematical formu-
lation [110]. 

4.2. Opportunities 

The overview has also spotted many opportunities in the field of AI 
and medicine. Future studies should include deeper considerations on 
the pathophysiology of the specific disease when designing the protocol 
for the intervention. The incorporation of a control group and using 
cross-validation will increase the evidence and the credibility on these 
types of studies [39]. Despite not having found real applications in 
clinical contexts in which AI drives a decision. Many reviews conclude 
that ML will play an important role helping clinicians to identify specific 
indicators and this will lead to a better diagnose, treatment and 
outcomes. 

Open databases and basic principles of data sharing will be para-
mount to develop and implement AI models, allowing to reproduce re-
sults, compare the accuracy of different methods and approaches and 
confirming scientific findings [153]. The main barrier to modelling lies 
between laboratory conditions and free-living clinical and practical 
environments, but still the incorporation of contextual factors will ease 
the transference of these models to real life scenarios. Digital data in-
terventions have the opportunity to enhance population’s health and 
wellbeing, health coverage and protection from emergencies, but they 
should be boosted by the application of ML algorithms in population- 
based clinical decision making with the use of Big Data and new 
communication technologies. 

The degree of interdisciplinarity of the research teams has demon-
strated to be an influential factor in the quality of the research, as 
demonstrated in the clinical case of thoracic cancer [154]. Studies 
driven by a clinical meaningful need, supported by an adequate design 
and focused on a clinical practice target will generate more transferable 
results. The implementation of sustained educational training programs, 
such as diplomas, Masters and PhD’s focused at healthcare professionals 
in collaboration with stakeholders from the engineering fields will allow 
to build new capacities and teams to spread the theories and findings of 
AI based tools in medicine [155]. However, their effectiveness and 
trustworthiness will be only demonstrated through the implementation 
of well-designed clinical trials, and herein collaborative partnerships 
can play a significant role for sharing resources, knowledge and scien-
tific expertise between countries to optimize training and research op-
portunities. An increment in the interdisciplinarity of teams will lead to 
a more mature and clinical practice-oriented research. 
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5. Conclusion 

Artificial intelligence applications in the three domains of GPW13 
have proved to increase our insights for disease modelling, diagnose, 
classification and prediction in a wide range of clinical domains and 
different scenarios. However, this evidence is often limited to laboratory 
and testing scenarios. Cross-sectional and longitudinal data from public 
repositories, clinical registries, clinical trials and other datasets is 
continuously being used to develop and validate AI models showing 
excellent results in the context of their respective study designs. How-
ever, there is a huge need of improving the methodological reporting of 
these studies and to improve the robustness of these models to consider 
variabilities from different sources. Explainable AI is a growing field of 
research that will respond to the needs of understanding how models are 
inferred from clinical and health data. The combination of AI modelling 
and explainable strategies will have a better clinical value in the di-
agnose and treatment of diseases, allowing healthcare systems to 
improve the quality of universal healthcare coverage, the responses to 
emergencies and to support healthier populations. 
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Khodja, N. Chakfé, F. Lareyre, Artificial intelligence in abdominal aortic 
aneurysm, J. Vasc. Surg. 72 (1) (2020) 321–333.e1. 

[68] A. Burlacu, A. Iftene, I.V. Popa, R. Crisan-Dabija, C. Brinza, A. Covic, 
Computational Models Used to Predict Cardiovascular Complications in Chronic 
Kidney Disease Patients: A Systematic Review, Medicina (B Aires) 57 (6) (May 
2021) 538, https://doi.org/10.3390/medicina57060538. 

[69] R. Fernandes, J. Paredes, J. Salinet, Detection and Classification of Cardiac 
Arrhythmias by Machine Learning: a Systematic Review, 2020. doi: 10.22489/ 
cinc.2020.333. 

[70] V.S. de Siqueira, et al., Machine Learning Applied to Support Medical Decision in 
Transthoracic Echocardiogram Exams: A Systematic Review, Jul. 2020. doi: 
10.1109/compsac48688.2020.0-215. 

[71] K. Rjoob, R. Bond, D. Finlay, V. McGilligan, S.J. Leslie, A. Rababah, 
D. Guldenring, A. Iftikhar, C. Knoery, A. McShane, A. Peace, Machine learning 
techniques for detecting electrode misplacement and interchanges when 
recording {ECGs}: A systematic review and meta-analysis, J. Electrocardiol. 62 
(2020) 116–123. 

[72] S.M. Mahajan, P. Heidenreich, B. Abbott, A. Newton, D. Ward, Predictive models 
for identifying risk of readmission after index hospitalization for heart failure: A 
systematic review, Eur. J. Cardiovasc. Nursing 17 (8) (Sep. 2018) 675–689, 
https://doi.org/10.1177/1474515118799059. 

[73] S.L. Javan, M.M. Sepehri, H. Aghajani, Toward analyzing and synthesizing 
previous research in early prediction of cardiac arrest using machine learning 
based on a multi-layered integrative framework, J. Biomed. Inform. 88 (2018) 
70–89, https://doi.org/10.1016/j.jbi.2018.10.008. 

[74] S. Hassanipour, H. Ghaem, M. Arab-Zozani, M. Seif, M. Fararouei, E. Abdzadeh, 
G. Sabetian, S. Paydar, Comparison of artificial neural network and logistic 
regression models for prediction of outcomes in trauma patients: A systematic 
review and meta-analysis, Injury 50 (2) (2019) 244–250. 

[75] J. Kedra, et al., Current status of use of big data and artificial intelligence in 
{RMDs}: a systematic literature review informing {EULAR} recommendations, 
{RMD} Open 5(2) (2019), p. e001004, doi: 10.1136/rmdopen-2019-001004. 

[76] R. Anteby, E. Klang, N. Horesh, I. Nachmany, O. Shimon, Y. Barash, U. Kopylov, 
S. Soffer, Deep learning for noninvasive liver fibrosis classification: A systematic 
review, Liver Int. 41 (10) (2021) 2269–2278. 

[77] M. Prados-Privado, J.G. Villalón, C.H. Mart\’\inez-Mart\’\inez, C. Ivorra, J.C. 
Prados-Frutos, Dental Caries Diagnosis and Detection Using Neural Networks: A 
Systematic Review, J. Clin. Med. 9(11) (2020), p. 3579, doi: 10.3390/ 
jcm9113579. 

[78] O.Q. Groot, M.E.R. Bongers, P.T. Ogink, J.T. Senders, A.V. Karhade, J.A. 
M. Bramer, J.-J. Verlaan, J.H. Schwab, Does Artificial Intelligence Outperform 
Natural Intelligence in Interpreting Musculoskeletal Radiological Studies? A 
Systematic Review, Clin. Orthop. Relat. Res. 478 (12) (2020) 2751–2764. 
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[105] T. Gregório, S. Pipa, P. Cavaleiro, G. Atanásio, I. Albuquerque, P.C. Chaves, 
L. Azevedo, Prognostic models for intracerebral hemorrhage: systematic review 
and meta-analysis, BMC Med. Res. Method. 18 (1) (2018), https://doi.org/ 
10.1186/s12874-018-0613-8. 

[106] J. Tulloch, R. Zamani, M. Akrami, Machine Learning in the Prevention, Diagnosis 
and Management of Diabetic Foot Ulcers: A Systematic Review, IEEE Access 8 
(2020) 198977–199000, https://doi.org/10.1109/access.2020.3035327. 

[107] K. De Silva, W.K. Lee, A. Forbes, R.T. Demmer, C. Barton, J. Enticott, Use and 
performance of machine learning models for type 2 diabetes prediction in 
community settings: A systematic review and meta-analysis, Int. J. Med. Inf. 143 
(Nov. 2020), 104268, https://doi.org/10.1016/j.ijmedinf.2020.104268. 

[108] N.T. Liu, J. Salinas, Machine learning in burn care and research: A systematic 
review of the literature, Burns 41 (8) (2015) 1636–1641, https://doi.org/ 
10.1016/j.burns.2015.07.001. 

[109] S. Senanayake, N. White, N. Graves, H. Healy, K. Baboolal, S. Kularatna, Machine 
learning in predicting graft failure following kidney transplantation: A systematic 
review of published predictive models, Int. J. Med. Inf. 130 (Oct. 2019), 103957, 
https://doi.org/10.1016/j.ijmedinf.2019.103957. 

[110] H. Sufriyana, et al., Comparison of Multivariable Logistic Regression and Other 
Machine Learning Algorithms for Prognostic Prediction Studies in Pregnancy 
Care: Systematic Review and Meta-Analysis, {JMIR} Med. Inform. 8(11) (2020), 
p. e16503, doi: 10.2196/16503. 

[111] A.L. Dallora, P. Anderberg, O. Kvist, E. Mendes, S.D. Ruiz, J.S. Berglund, Bone age 
assessment with various machine learning techniques: A systematic literature 
review and meta-analysis, {PLOS} {ONE} 14(7) (2019), p. e0220242, doi: 
10.1371/journal.pone.0220242. 

[112] S. Muralitharan, et al., Machine Learning{\textendash}Based Early Warning 
Systems for Clinical Deterioration: Systematic Scoping Review, J. Med. Internet 
Res. 23 (2) (Feb. 2021), e25187, https://doi.org/10.2196/25187. 

[113] K. Vallmuur, Machine learning approaches to analysing textual injury 
surveillance data: A systematic review, Accid. Anal. Prev. 79 (2015) 41–49. 

[114] I.J.B. Young, S. Luz, N. Lone, A systematic review of natural language processing 
for classification tasks in the field of incident reporting and adverse event 
analysis, Int. J. Med. Inf. 132 (2019), 103971, https://doi.org/10.1016/j. 
ijmedinf.2019.103971. 

[115] G. Medic, M. Kosaner Kließ, L. Atallah, J. Weichert, S. Panda, M. Postma, A. EL- 
Kerdi, Evidence-based Clinical Decision Support Systems for the prediction and 
detection of three disease states in critical care: A systematic literature review, 
F1000Res 8 (2019) 1728. 

[116] G. Arji, R. Safdari, H. Rezaeizadeh, A. Abbassian, M. Mokhtaran, M.H. Ayati, 
A systematic literature review and classification of knowledge discovery in 
traditional medicine, Comput. Methods Programs Biomed. 168 (2019) 39–57, 
https://doi.org/10.1016/j.cmpb.2018.10.017. 

[117] M.N. Islam, T.T. Inan, S. Rafi, S.S. Akter, I.H. Sarker, A.K.M.N. Islam, A Systematic 
Review on the Use of AI and ML for Fighting the COVID}-19 Pandemic, IEEE 
Trans. Artif. Intell. 1 (3) (2020) 258–270, https://doi.org/10.1109/ 
tai.2021.3062771. 
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