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Abstract
The increasing awareness of the effect of emitting harmful gases coming

from Internal Combustion Engines (ICE) into the atmosphere has driven the
governments across the globe to limit the amount of these emissions, par-
ticularly in Europe through the EURO norms. The difficulty to meet such
limitations has driven the automotive industry to shift from traditional Com-
pression Ignited (CI) or Spark Ignited (SI) engines toward electrification or
carbon-free fuels. Nonetheless, this transition will not be easily done in the
short and medium time frames, while carbon-free fuels such as Hydrogen (H2)
and Ammonia (NH3) will keep producing certain pollutants such as Nitrogen
Oxides (NOx) which need taking care of. These emissions can be particularly
hazardous for the human being, increasing the risk of developing lung cancer.
Selective Catalytic Reduction (SCR) has proven to be an effective technology
for the reduction of this specific ICE contaminant. Through an injection of
a Urea-Water Solution (UWS), together with the thermal energy of the com-
bustion gases can generate a sufficient amount of NH3 capable of neutralizing
the unwanted NOx in a reduction catalyst. With the fitting of SCR systems
within light-duty applications, in addition to their traditional presence on
heavy-duty usage, SCR has been on the focus of the scientific community to
further understand their working principle, and improve their efficiency in a
legislative environment where emission limits have become really tight. This
Thesis tries to become part of that scientific ensemble by characterizing the
whole UWS injection process within a computational framework.

The present research aims to provide a better understanding of the atom-
izing and degradation processes undergone by the UWS sprays. The transient
dynamics taking place in the near-field region, added to the great influence
of the inner-injector characteristics on the development of the spray make
experimental approaches on such sprays challenging in providing such knowl-
edge. On the other hand, Computational Fluid Dynamics (CFD) provide
an alternative which has certain advantages. For the purpose of this The-
sis they have been adopted as the main methodology on characterizing SCR
sprays. Within the computational framework, the Thesis tries to develop and
select the appropriate models that best suit low-velocity sprays, and set a
proper know-how for subsequent studies performed on the same topic. Once
acquired the suitable methods that best predict these sprays, the main jet
breakup mechanisms, together with the driving urea-to-ammonia transforma-
tion phenomenon will have their behavior analyzed. In that way, the usage of
experimental techniques could be avoided for such applications.

The CFD methods are applied and validated both in the near-field and



far-field regions. For the near-field, the treatment of multi-component flows
is done through Eulerian-Eulerian such as the Mixture Model or the Volume-
Of-Fluid method. Through them, a hydraulic characterization on two recon-
structions of the UWS injector is performed, whose results are compared with
experimental data. Further analysis is done on the jet-to-droplet dynamics,
assessing which mechanisms were driving the process. The far-field analy-
sis uses a Discrete Droplet Model (DDM) for dealing with the gas and liquid
phases. In it, the evaporation of water and the thermolysis process of the urea
have been considered and again, compared with experimental results to have a
faithful methodology for its characterization. All the acquired knowledge has
been later applied to a commercial Close-Coupled SCR, in which real-working
conditions have been considered. From the results obtained from the several
studies, an additional tool called Maximum Entropy Principle (MEP), capa-
ble of predicting the UWS spray atomization phenomenon without the need
of performing near-field simulations, has been provided.

Accordingly, this Thesis provides a valuable methodology capable of pre-
dicting the near-field and far-field dynamics in a accurate way thanks to its val-
idation against experimental results from literature. The mentioned method-
ology can be applied not only to the CFD software used during this Thesis, but
can be extrapolated to the other packages available. Additionally, the MEP
tool can be used independently for computational and experimental works to
predict the performance of UWS atomizers. In that sense, the work carried
out during the present Thesis presents a significant leap in the application of
CFD tools in predicting challenging low-velocity sprays such as UWS.



Resumen
La creciente preocupación sobre el efecto de la emisión de gases nocivos

provenientes de motores de combustión interna alternativos (ICE) a la atmós-
fera ha llevado a los gobiernos a lo ancho del planeta a limitar la cantidad de
dichas emisiones, particularmente en Europa a través de las normas EURO.
La dificultad en cumplir dichas limitaciones ha llevado a la industria auto-
movilística a cambiar el foco de motores de encendido por compresión (CI)
o provocado (SI) hacia la electrificación o los combustibles libres de carbono.
Sin embargo, esta transición no se puede llevar a cabo de manera sencilla en
el corto y medio plazo, mientras que combustibles libres de carbono como el
Hidrógeno (H2) o el Amoniaco (NH3) siguen produciendo algunos contami-
nantes como los Óxidos de Nitrógeno (NOx), con los cuales hay que lidiar.
Estas emisiones pueden ser particularmente dañinas para el ser humano ya
que incrementan el riesgo de cáncer de pulmón. La Reducción Catalítica Se-
lectiva (SCR) ha demostrado ser una tecnología eficaz para la reducción de
este contaminante en particular. A través de una inyección de una Solución
de Urea-Agua, junto con la energía térmica de los gases de escape, se genera
una cantidad suficiente de NH3 capaz de neutralizar los indeseados NOx en un
catalizador de reducción. Con la inclusión de los SCR en automóviles ligeros
además de su presencia tradicional en automóviles pesados, los SCR han sido
el foco de la comunidad científica para mejorar el entendimiento de su prin-
cipio de actuación, y mejorar su eficiencia en un entorno legislativo en el que
los limites de emisión se han estrechado enormemente. Esta Tesis intenta ser
parte de ese esfuerzo científico en caracterizar el proceso de inyección de UWS
en su totalidad a través de un entorno computacional.

El presente estudio tiene como objetivo proveer de un mejor entendimiento
del proceso de atomización y degradación sufrido por los chorros de UWS. Las
dinámicas no estacionarias que se dan lugar en la zonas cercana del chorro,
añadido a la gran influencia de las características internas del inyector sobre
el desarrollo del spray hacen que los métodos experimentales sean compli-
cados para poder entender dicho proceso. Por otro lado, la Mecánica de
Fluidos Computacional (CFD) supone una alternativa con ciertas ventajas.
Para el propósito de esta Tesis, el CFD ha sido utilizado como la principal
metodología para caracterizar los espray de SCR. Mediante dichos métodos,
se intenta desarrollar y seleccionar los modelos más apropiados que mejor se
adapten a chorros de baja velocidad, y establecer un conocimiento para pos-
teriores estudios desarrollados sobre la misma temática. Una vez adquiridos
dichos métodos, los mecanismos principales de rotura del chorro, así como los
de degradación de la urea en amoníaco se han analizan. En ese sentido, el



uso de técnicas experimentales podrían ser sustituidos en el futuro para esta
aplicación.

Los métodos CFD son aplicados y validados tanto en el campo cercano
como en el lejano. Para el campo cercano, el tratamiento multi-fase se lleva a
cabo a través de métodos Euleriano-Euleriano, como el Modelo de Mezclas, o
el método Volume-Of-Fluid. A través de ellos, la caracterización hidráulica de
dos reconstrucciones del inyector de UWS se lleva a cabo, cuyos resultados son
comparados con datos experimentales. Subsiguientes análisis se llevan a cabo
sobre las dinámicas de rotura de la vena líquida, descubriendo que mecan-
ismos rigen el proceso. El estudio de campo lejano usa un Discrete Droplet
Model (DDM) para lidiar con las fases líquidas y gaseosas. En él, la evap-
oración del agua y el proceso de termólisis de la urea han sido considerados
y de nuevo, comparados con resultados experimentales con el fin de obtener
una metodología fiel para su caracterización. Todo el conocimiento adquirido
se aplica más tarde a un Close-Coupled SCR, en el cual condiciones de tra-
bajo realista han sido consideradas. De los resultados obtenidos de los distin-
tos estudios, una herramienta adicional llamada Maximum Entropy Principle
(MEP), capaz de predecir el fenómeno de atomización de los chorros de UWS
sin necesidad de realizar simulaciones de campo cercano, es presentada.

Por tanto, esta Tesis aporta una metodología valiosa capaz de predecir
tanto el campo cercano como el lejano de una manera precisa por su compara-
ción con los resultados experimentales de la literatura. Dicha metodología
puede aplicarse no solo al software CFD usado durante esta Tesis, si no al
resto de paquetes disponibles. Adicionalmente, la herramienta MEP puede ser
usada de manera independiente para estudios computacionales como experi-
mentales para predecir el rendimiento de inyectores de UWS. En ese sentido,
el trabajo realizado presenta un salto adelante significativo en la aplicación
de herramientas CFD para la predicción de chorros desafiantes como los de
UWS.



Resum
La creixent preocupació sobre l’efecte de l’emissió de gasos nocius provi-

nents de motors de Combustió Interna Alternatius (ICE) a l’atmòsfera ha dut
als governs a l’ample del planeta a limitar la quantitat de dites emissions,
particularment a Europa mitjant les normes EURO. La dificultat en complir
dites limitacions ha dut a l’indústria automovilística a canviar el foc de mo-
tors d’encés per compressió (CI) o provocat (SI) cap a l’electrificació o els
combustibles lliures de carboni. No obstant, esta transició no es pot portar a
terme de manera senzilla en el curt i mig termini, mentres que combustibles
lliures de carboni com l’Hidrogen (H2) o l’Amoníac (NH3) seguirien produint
alguns contaminants com els Òxits de Nitrogen (NOx), en els quals cal bregar.
Estes emissions poden ser particularment nocives per a l’esser humà ja que in-
crementen el risc de càncer de pulmó. La Reducció Catalítica Selectiva (SCR)
ha demostrat ser una tecnologia eficaç per a la reducció d’este contaminant
en particular. Mitjançant una injecció d’una Solució D’Urea-Aigua, junt en
l’energia tèrmica dels gasos de fuita, es pot generar una quantitat suficient de
NH3 capaç de neutralitzar els indesitjats NOx a un catalitzador de reducció.
Amb l’inclusió dels SCR en automòvils lleugers a més de la seua tradicional
presència a automòvils pesats, els SCR han segut el foc de la comunitat cien-
tífica per a millorar l’enteniment del seu principi d’actuació, i millorar la seua
eficiència en un entorn legislatiu en el que els límits d’emissió s’han limitat
enormement. Esta Tesi intenta ser part d’eixe esforç científic en caracter-
itzar el procés d’injecció de UWS en la seua totalitat a través d’un entorn
computacional.

El present estudi té como a objectiu proveir d’un millor enteniment del
procés d’atomització i degradació patit pels dolls de UWS. Les dinàmiques
no estacionàries que es donen lloc en la zona propenca del doll, afegit a la
gran influència de les característiques internes de l’injector sobre el desentroll
de l’esprai, fan que els métodes experimentals siguen complicats d’aplicar
per a poder entendre dit procés. Per un altre costat, la Mecànica de Fluïts
Computacional (CFD) supon una alternativa que té certes avantatges. Per al
propòsit d’esta Tesi, el CFD ha sigut utilitzat com la principal metodologia
per a caracteritzar els esprais de SCR. Per mitjà de dits métodes, la Tesi
intenta desentrollar i seleccionar els models més apropiats que millor s’adapten
a esprais de baixa velocitat, i establir un coneiximent per a posteriors estudis
desentrollats sobre la mateixa temàtica. Una volta adquirits dits métodes, els
mecanismes principals de trencament del doll, així com els de degradació de la
urea en amoníac s’analitzaran. En eixe sentit, l’us de tècniques experimentals
podria no ser utilitzats més en el futur per a esta aplicació.



Els métodes CFD són aplicats i validats tant en el camp propenc com
en el llunyà. Per al camp propenc, el tractament multi-component es porta
a terme a través de métodes Eulerià-Eulerià, com el Model de Mescles, o el
métode Volume-Of-Fluid. A través d’ells, la caracterització hidràulica de dos
reconstruccions de l’injector de UWS es porta a terme, els resultats del qual
són comparats amb resultats experimentals. Subsegüents anàlisis es porten
a terme sobre les dinàmiques de trencament de la vena líquida, descobrint
qué mecanismes regixen el procés. L’estudi de camp llunyà usa un Discrete
Droplet Model (DDM) per a bregar en la fase líquida i gaseosa. En ell,
l’evaporació de l’aigua i el procés de termòlisis de l’urea han sigut considerats
i de nou, comparats amb el resultats experimentals amb la finalitat d’obtindre
una metodologia fidel per a la seua caracterització. Tot el coneiximent adquirit
s’aplica més tard a un Close-Coupled SCR, en el qual, condicions de treball
realistes han sigut considerades. Dels resultats obtinguts dels distints estudis,
una ferramenta adicional anomenada Maximum Entropy Principle (MEP), ca-
paç de predir el fenomen d’atomització dels doll de UWS sense necessitat de
realitzar simulacions de camp propenc, és presentat.

Per tant, esta Tesi aporta una metodologia capaç de predir tant el camp
propenc com el llunyà d’una manera precisa per la seua comparació en els
resultats experimentals de la literatura. Dita metodologia pot aplicar-se no
només al software CFD usat durant esta Tesi, sino a la resta de paquets
disponibles. Adicionalment, la ferramenta MEP pot ser usada de manera
independent per a estudis computacionals com a experimentals per a predir el
rendiment d’injectors de UWS. En eixe sentit, el treball realitzat durant esta
Tesi presenta un salt cap avant significatiu en l’aplicació de ferramentes CFD
per a la predicció de dolls desafiants com els de UWS.



"No había otro remedio que seguir y seguir, aun después de sentir que no
podrían dar un paso más."

— El Hobbit
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Chapter 1

Introduction

“Organisms don’t think of CO2 as a poison. Plants and organisms that make
shells, coral, think of it as a building block.”

—Janine Benyus

1.1 General Context
Internal Combustion Engines (ICE) have seen a continuous increase in de-
mand since their first appearance in 1860 with the Gas Engine from Etienne
Lenoir until the last-generation Spark Ignited (SI) and Compression Ignited
(CI) combustion philosophies. They serve as the most common powertrain
technology for transportation purposes in the maritime and mainland, both
for light and heavy-duty applications [1], by transforming chemical energy
into mechanical power using liquid fuel combustion. They have allowed ex-
cellent mobility of passengers and cargo, becoming one of the main drivers
of industrial and economic globalization. Due to that increasing trend, this
technology has also increased the awareness of the society on the emission of
harmful gases into the atmosphere. EURO norms were created within the
European Union to limit such emissions and transition towards cleaner tech-
nologies. One of the main objectives of the norm is to reduce CO2 Greenhouse
Gases (GHG) by 2030 by a minimum of 50% compared to 1990 emission levels
and make it carbon-neutral according to The European Green Deal project
[2]. These limitations have driven the industry and the research community
to place great efforts in further developing ICE and auxiliary systems to find
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solutions to the broad spectrum of exhaust gases that are generated as a con-
sequence of the combustion process, and increase the performance of it. The
latest EURO norms have become restrictive, making it tough to find solutions
that meet established limits and resulting necessary to make great efforts to
find answers to the emission problem. Not only CO2 has become the target
emission to reduce. Other emission compounds act as indirect GHG, such
as Nitrogen Oxides (NOx), which also directly affect acid rain phenomena,
smog, and diseases on human and animal health [3]. These emissions have
been severely limited by previous norms (EURO 5 to EURO 6), decreasing
the maximum amount of emitted NOx from 180 mg/km down to 80%, and
with the introduction of Real Driving Emissions (RDE) tests, on-road mecha-
nisms of dealing with such emissions are needed. EURO 7 will further reduce
an additional 35% of the light-duty vehicles’ NOx emissions and 13% from the
tailpipe particles [4].

In concordance with the upcoming EURO 7 norm, an ambitious norm to
achieve the emission reduction of ICE, the industry is trying to shift towards
clean transportation means, such as electric vehicles, or carbon-free ICE fuels.
When it comes to electric cars, electricity generation in the European Union
is only partially done by renewable energies. Instead, electricity from fossil
fuels implied 37% of the power generation in 2021 [5], so GHG and NOx will
be produced when generating electricity for those purposes. In addition to
that, the extraction of materials such as lithium, cobalt, graphite, and nickel
(needed components for battery manufacturing) also has a specific energy
requirement that contributes detrimentally to the idea of clean vehicles. It
is unlikely that the global transportation industry will start to rely on fully
electric vehicles, as although light-duty transportation purposes have already
seen a change in their propulsive technologies, heavy-duty applications such
as maritime transportation is not to see that change in the immediate fu-
ture. Moreover, transportation freighters account for a large proportion of
CO2 emissions (over 3% of EU emissions). Regarding innovative combustion
engines, alternative fuels such as hydrogen (H2) or ammonia (NH3) are the
focus of current research due to being carbon-free compounds. Nonetheless,
NOx emissions remain an issue due to high temperatures associated with the
combustion process of these alternative fuels [6, 7] and the high availability of
nitrogen and oxygen.

To reduce NOx emissions, various technologies can be employed. In SI en-
gines, a three-way catalyst allows doing so due to having a combustion process
in stoichiometric conditions. In CI engines, alternative techniques are used
as lean combustion processes take place, and therefore an excess of oxygen
is present. NOx generation can be managed by controlling the amount of air
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and fuel in the combustion chamber, but in this way, the engine’s performance
could be affected. Additionally, in that way, a trade-off between Particulate
Matter (PM) and fuel consumption can occur. Selective Catalytic Reduction
(SCR) is the most widely used technology for de-NOx of combustion exhaust
gases in CI propulsive systems [8]. It was initially employed on stationary and
maritime engines during the 1980 decade by injecting ammonia in the exhaust
line. Later on, and with ever more restrictive regulations applied to Europe
due to the EURO norms, deNOx systems were mounted in heavy-duty vehicles
like lorries, tractors, and buses. Substitutes for ammonia have been analyzed
to avoid the toxicological and transportation issues associated with the original
fluid, like ammonium formate [9], or methanamide [10]. However, no one has
shown the advantages of a Urea-Water Solution (UWS). The injected UWS
transforms to NH3, which is the needed component to reduce the undesired
NOx. It was implemented into light-duty passenger cars to satisfy the EURO
VI norm. SCR systems depend strongly on the amount of ammonia present
before the catalyst. The urea content of the liquid UWS should evaporate and
suffer specific chemical transformations to convert into NH3 and isocyanic acid
(HNCO) through thermolysis and hydrolysis reactions. Therefore, the evapo-
ration process remains critical for SCR performance. On light-duty vehicles,
the low available space and time for the UWS to transform into NH3 leads to
liquid impingement with mixing devices, tailpipe, and catalyst, which results
in the formation of unwanted deposits of by-products of HNCO (such as bi-
uret, or triuret) on the exhaust line, affecting the expected performance of the
engine (e.g. creating back-pressures) [11]. Moreover, incomplete evaporation
implies less NH3 amount available for NOx reduction and, consequently, the
possibility of failing to reduce emission as much as possible.

UWS dosing units should be able to introduce an adequate mixture into
the exhaust line, providing a rapid decomposition, a uniform ammonia distri-
bution, and minimizing the wall impingement phenomena. Their commonly
associated low injection pressures (3 bar - 10 bar [12]) and subsequent low jet
velocities hinder this task due to incomplete atomization and undesired de-
posit formation. For these reasons, it is mandatory to properly understand
the kinematic, breakup, and evaporation dynamics of such sprays. Due to
the complex nature of the injection process and the reactions that occur be-
fore reaching the catalyst, the different physical processes that take place are
generally separated to understand them better individually. It involves both
physical phenomena, such as the jet instabilities generation leading to primary
and secondary atomization, evaporation of the water content; and chemical
phenomena to consider the transformation of urea into ammonia and isocyanic
acid through thermolysis, and later decomposition of isocyanic acid into fur-
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ther ammonia molecules. As mentioned, spray wall impingement is also an
essential process as it will rule the later deposit formation.

To achieve the emissions limit established across the years, several types
of SCR architectures have been used for the different applications. For exam-
ple, initially, light-duty applications comprised a unique under-floor catalyst,
which enhances urea decomposition, but it could not achieve NOx limits at
startup due to delayed light-off [13]. After that, alternative configurations
include close-coupled SCR, merged with the particulate filter. Being close
to the engine exit, benefits from the higher temperatures, with the problem
of hindering the atomization and evaporation process of the urea, increasing
the deposit risk in the swirler geometry. Heavy-duty vehicles were the first
to implement multi-dose and multi-brick SCR configurations, in which both
close-coupled and under-floor systems were fitted in the exhaust line. These
configurations ensured a proper deNOx behaviour during the whole engine
cycle. It has has now become state-of-the-art as well for light-duty vehicles
[14]. Another issue associated with SCR systems is the so-called ammonia
slip, which happens when excessive ammonia is generated and emitted, which
could lead to introducing Clean-Up Catalyst (CUC) to compensate [15].

As observed, the SCR system is a functional but complex system for re-
ducing NOx emissions. For that reason, the subject has undergone a lot of
research effort from the scientific community to solve its different challenges.
The injection event of UWS has been split up in the several phenomena that
is comprised, as jet breakup, droplet evaporation, and liquid impingement, to
understand each one of them in depth to know all the factors that can influence
the global performance of the deNOx treatment. When it comes to charac-
terizing the UWS spray, optical techniques are commonly used and applied
to quiescent and cross-flow conditions, employing Laser Induced Fluorescence
(LIF) [16, 17], Phase Droplet Anemometry (PDA) techniques [18–20] or Dif-
fused Backlight Illumination (DBI) [20, 21]. Patternators are also employed
to assess the liquid distribution within a spray under quiescent conditions
[22]. Other studies analyze the effect of the injector geometry and working
conditions on the spray development [23]. Macroscopic and microscopic char-
acteristics of the spray have also been widely analyzed [24, 25]. Research on
the influence of exhaust working conditions on necessary spray mixing char-
acteristics has been carried out by some authors [26, 27]. UWS evaporation
has also been deeply analyzed in the literature. Evaporation processes have
also been assessed on the typical engine working conditions by Postrioti et al.
[28]. That analysis can go from the characterization of the phase change of a
single droplet [29] under hot air flow to the effect on the whole spray [30]. The
degradation of the urea has been studied to assess the needed temperatures
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for obtaining a rapid transformation into ammonia. Different studies [31, 32]
reported on the stability of the urea in its different phases.

Computational methods have gone a long way since the formulation of
the Navier-Stokes equations by Sir George Stokes in the 19th century. Com-
putational calculations have become incredibly cheaper compared to the first
simulations performed [33]. The UWS application has benefited from this fact
to push forward the proposed technology. Especially, Discrete Droplet Model
(DDM) techniques are commonly employed to assess macroscopic (such as
penetration) and microscopic data such as droplet size distributions [34–36] of
UWS sprays and validate it with experimental results [37]. The evaporation
phenomenon has been the focus of computational work as it results quite com-
plex to predict. Some available models as the Diffusion Limited (DL) or Rapid
Mixing (RM) have been assessed for the feasibility of the UWS application
[38]. Molten-solid models, on the other hand, assume that the urea degrades
immediately to ammonia through activation energy, the droplet temperature,
and the droplet radius within an Arrhenius expression [38]. Numerous studies
have validated their urea degradation model against Kim et al. [39] data in
which the urea conversion efficiency was assessed in different test gas veloci-
ties and temperatures. More in detail approaches consider all the intermediate
reactions of the urea down to the final chemical products [40].

Although there is a wide variety of available research regarding UWS
sprays, there is little information about the atomizing process of low velocity
jets. Based on that necessity, this Thesis aims to provide a complete compu-
tational analysis of the physical and chemical processes that occur before the
deNOx step on low-pressure injection systems and provide helpful information
on the breakup mechanisms that drive the jet-to-droplet dynamics. To do so,
it will employ several models to characterize each one of the main physical as-
pects that drive the complete process, always paying attention to the current
SCR systems available.

The present investigation was carried out at Departamento de Máquinas
y Motores Térmicos within the Doctorate Programme on Propulsive Systems
for Transport Media of Universitat Politècnica de València (Spain). This in-
stitution has dedicated its over 40 years of life to the understanding of the rel-
evant physical processes involved in the ICE field, from the injection processes
and combustion of fuels to the air-management and noise control techniques.
Both deep scientific knowledge and real-life problems in the automotive and
aerospace industry have been the priority. To do so, the institute is equipped
with state-of-the-art experimental facilities to analyze the processes of inter-
est and enough computational resources (in-house High Performance Comput-
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ing HPC facility) to characterize the phenomena that, through experimental
means, are difficult to identify, providing useful know-how and scientific re-
sults. Both approaches have complemented each other, resulting in a large
amount of scientific articles published in high-impact journals. Additionally,
with the uprising of novel technologies, new research lines have appeared deal-
ing with topics such as hydrogen combustion and fuel cells. Concerning the
present work, this Thesis is established within the injection systems research
group. Several theses have been carried out to characterize diesel sprays exper-
imentally [41–43] and computationally [44, 45], as well as in Gasoline Direct
Injection (GDI) [46–48]. With the NOx emission limitations, the institute
developed an interest in characterizing Diesel Exhaust Fluid (DEF) sprays,
resulting in one initial Thesis with this theme [49]. It provided a first insight
into the atomization process and the spray behavior under realistic working
conditions employing experimental techniques. It lead to this Thesis, which
focused on studying DEF sprays computationally.

1.2 Objectives and Methodology
The purpose of this thesis is to deepen the knowledge on deNOx systems, not
only for CI engines, but also for carbon-free-fueled engines (i.e. H2 fueled) by
means of Computational Fluid Dynamics (CFD). Within that frame, this work
focuses on the generation of computational models capable of reproducing
the main physical and chemical events that drive the transformation of the
DEF into the deNOx working agent, that is, from the injection process to the
obtention of ammonia and urea by-products. Numerical CFD methods have
been historically expensive to recreate certain physical events. However, with
the increase in computational power from recent computers, the technological
barrier has started to vanish, and these studies are becoming more frequent.

The main objective of the Thesis is to implement a complete numerical
toolset capable of reproducing the relevant aspects of the injection events of
UWS under realistic working conditions using a commercially available DEF
injector employing both Reynolds-Averaged Navier-Stokes (RANS) and Large
Eddy Simulation (LES) approaches. Multi-fluid and multiphase techniques
will be included as phase change episodes should be expected. The elaborated
model will be consistently validated against experimental data on a broad
range of working conditions to confirm the predicting capabilities under the
expected simulation conditions. Once this has been achieved, CFD results
will allow to have an insight on the mechanisms that induce the jet breakup
under such low velocities, and the best methods to maximize the evaporation
and transformation processes that are vital for the future of SCR systems.
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The study will be separated into two main aspects of the UWS injection
process. The first one will focus on the near-field dynamics of the spray, includ-
ing the inner flow dynamics of a UWS injector, characterizing the instabilities
that disrupt the initial jet, and obtaining a representative droplet size dis-
tribution. Eulerian-Eulerian approach’s feasibility is important, as two main
techniques are commonly used (Mixture Model or Volume-Of-Fluid). Addi-
tionally, a proper meshing procedure needs to be identified, as such methods
are associated with refined grids and so with high computational costs. With
that, the study aims to hydraulically characterize the performance of the in-
jector. Inner characteristics such as the needle lift are also parameters that
cannot be easily obtained by other means. Two different injector geometries
with two different working principles (pressure and pressure-swirl) will be an-
alyzed in this way.

On the other hand, far-field dynamics simulation will be directed to repre-
sent the water and urea content evaporation for different working conditions.
Splitting up the whole process into two separate problems allows to deepen
further in each one of them, and separate the different time scales that rule the
two regions. In this case, a widely used method named Discrete Droplet Model
(DDM) will characterize both phases in an Eulerian-Lagrangian framework.
For this, it is important to set the proper initial and boundary conditions of
the spray simulation. As commonly used breakup models are not suited for
low-velocity applications, initial droplet size distributions are typically used,
therefore, finding the proper initial distribution is vital for obtaining accu-
rate results. Not only that, but generating a droplet size Probability Den-
sity Function (PDF) initialization tool for DDM models similar to the Blob
breakup models would reduce the need of a previous characterization of the
spray. Maximum Entropy Methods (MEP) have gained popularity in predict-
ing spray-like distribution functions and could work as a new breakup model
applied to low-injection pressure sprays. Following the stages that the UWS
goes through, the degradation of urea should also be modeled, transforming it
into its by-products, highlighting the isocyanic acid and the ammonia, being
the latter the responsible for the desired deNOx behavior. For that purpose,
the molten solid approach will be included.

As the evaporation and degradation of the UWS stand as one challenge this
technology is facing due to the limited time and space available, the injection
angle variation for speeding up the phase change of UWS can be a driving
parameter for that purpose. Analyzing and establishing an optimal injection
angle for UWS sprays can be beneficial for future SCR systems, especially for
light-duty applications.
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Applying the generated computational framework and gained knowledge
to a realistic SCR geometry is the final activity. It will provide information
about the swirler geometry to maximize the ammonia quantity and an optimal
uniformity index.

Computational calculations will be done on the commercial CFD code
CONVERGE v3 [50], equipped with advanced meshing techniques such as
Adaptive Mesh Refinement (AMR, [51]) to obtain time-feasible simulations.
The mentioned CFD code has specific advantages over other packages as it
includes the needed framework to fulfill the mentioned objectives. Its high
amount of spray, turbulence, and chemical models allows recreating many
problems, as well as reducing time-consuming tasks (i.e. meshing), which is
automatically created with only a reduced set of input parameters.

1.3 Thesis Outline
The document has been organized into nine different chapters that will at-
tempt to provide an insight into the computational methods that are put into
practice for SCR reasons.

Chapter 1 is the present introduction, which includes the main objectives
and motivations to carry out the research activity.

Chapter 2 will include an overview of the working principle of UWS injec-
tion and SCR systems. Additionally, it will cover the basic aspects of spray
injection systems, breakup mechanisms, and droplet characteristics needed to
understand the results that will be later presented

Chapter 3 will contain a brief literature review of the experimental and
computational studies carried out on UWS systems.

Chapter 4 will go across the main computational methods included for the
two main simulation types (far-field and near-field), as well as the setups that
have been used for this purpose.

Chapter 5 is associated with the main findings and results that have been
obtained computationally on the near-field region, covering the main hydraulic
results and jet breakup characteristics.

Chapter 6 will show the results obtained through DDM approach on the
far-field region of the spray, together with the presentation of the chemical
model employed for characterizing the degradation of urea into ammonia.

Chapter 7 will apply the outcomes and knowledge acquired into a realistic
close-coupled SCR geometry to assess the effectiveness of the swirler geometry
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and the engine working conditions into the degradation of the urea and its
uniformity at the entrance of the SCR catalyst.

Chapter 8 will present the Maximum Entropy Principle method for char-
acterizing UWS sprays as an alternative way of predicting droplet size distri-
butions apart from the common CFD approach, together with a comparison
of the obtained results with experimental data.

Chapter 9 will conclude the Thesis document by including the main conclu-
sions obtained, together with possible future work proposals to push forward
the SCR technology.
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Chapter 2

Fundamentals of SCR
systems and UWS sprays

“The only source of knowledge is experience.”
—Albert Einstein

2.1 Introduction
Due to the nature of ICE, combustion processes imply the generation of com-
bustion products, which negatively affect the environment. Awareness of these
effects appeared with the first photochemical smog events early in the 1950s
due to the emission of unburnt hydrocarbon into the atmosphere. With the
increase in demand of personal transportation solutions, such events became
more common, and the first legislation limiting combustion emissions ap-
peared. Although ICE have become incredibly cleaner and more efficient,
emission regulations play an essential role in new ICE designs, as it is becom-
ing increasingly harder to meet the established limits. Especially, CI engines
have become the focus of recent emission norms due to generating NOx. To
deal with this issue, several technologies are available. SCR was initially im-
plemented in Japan in the early 1970s on stationary applications of refinery
processes [1] and oil and gas plants [2], where ammonia was used as the pol-
lutant reduction agent. SCR systems have undergone a long way until the
highly-efficient and non-toxic systems that are used in the present were ob-
tained (Figure 2.1). It is worth mentioning the need to adapt these systems to
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mobile applications, which has associated a reduction in their size. That is the
result of the conjoined efforts of the scientific community towards a cleaner
power generation and mobility solutions for the combustion processes.

In order to go from the initial SCR concept to the state-of-the-art systems
embedded in today’s light-duty vehicles, it has been vital to have knowledge of
the NOx generation mechanisms, limitations imposed by the emission norms,
and spray systems. This chapter aims to provide insight into these topics
so the reader can easily follow the concepts introduced in later stages of the
thesis.

Figure 2.1: Main SCR events during its history [2].

2.2 NOx formation mechanisms
Nitrogen Oxides, commonly known as NOx, are mainly the NO2 and NO
compounds formed within combustion processes. NO is usually predominant
due to its chemical kinetic dominance against NO2 [3].

2.2.1 Generation of NO

Three main NO formation mechanisms have been observed as a consequence
of combustion processes within ICE:

• Thermal mechanism
• Prompt mechanism
• Intermediate N2O mechanism
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2.2.1.1 Thermal mechanism

The thermal mechanism is achieved at high-temperature conditions (T >
2100 K) and uses the available oxygen on the surrounding air as oxidizer.
It does not directly oxidize the diatomic nitrogen due to the high energy it
would require to break the N2 molecule. Instead, a Zeldovich mechanism [4]
through a chain reaction is established, which dissociates the diatomic nitro-
gen into atomic nitrogen, which is reactive (Equation 1, Equation 2). The
mono-atomic nitrogen generated, together with the hydroxile OH, form the
extended mechanism (Equation 3) [5].

N2 + O −−⇀↽−− NO + N {1}

N + O2 −−⇀↽−− NO + O {2}

N + OH −−⇀↽−− NO + H {3}

As observed, the Zeldovich mechanism is initiated through the dissociation
of the O2 molecules at temperatures above 1800 K-2000 K. The rate-limiting
step in the NO formation is on the dissociation of the diatomic nitrogen, with
an activation energy of 314 kJ mol−1.

2.2.1.2 Prompt mechanism

The prompt mechanism proposed by Fenimore [6] happens in the nearby region
of the flame. It is based on the reaction of diatomic nitrogen with partially
decomposed hydrocarbons during the early stages of the combustion process
to form amines and cyanic components, ending up in forming NO. It has
been established that the NO contribution under the prompt mechanism is
significant in lean operation and Exhaust Gas Recirculation (EGR) conditions
[7], which happens where thermal NOx lose predominance. This mechanism is
not as dependent on the working temperature and has associated short length
scales.

2.2.1.3 Fuel mechanism

NOx can also be formed due to the nitrogen compounds present within the
liquid hydrocarbons. The oxidation of that nitrogen leads directly to gener-
ating NOx. The phenomenon is well understood, and it has been established
that it is not as temperature-dependent as the thermal NOx are. Therefore,
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reducing the flame front temperature does not significatively helps mitigating
them. The contribution of this NOx source to total NOx of the system de-
pends on stoichiometry and reaction time of the combustion. For the inherent
nature of this mechanism, nitrogen-free fuels such as H2 cannot generate NO
through this pathway.

Figure 2.2 shows the contribution of each one of the NO formation pro-
cesses to the total NO contribution.

Figure 2.2: Contribution of each one of the formation mechanisms to the total
NOx [8].

A fourth mechanism occurs at low-temperature conditions (T<1500 K),
lean and high-pressure conditions, recombining the N2 and O, where the gen-
eration of N2O dissociates into molecules of NO. The process is driven through
Equation 4, Equation 5, Equation 6 according to Turns [9].

N2O + O −−⇀↽−− NO + NO {4}

N2O + O −−⇀↽−− N2 + O2 {5}

N2O + M −−⇀↽−− N2 + O + M {6}

2.2.2 Generation of NO2

NO2 generation can not be neglected in combustion processes, as it can ac-
count up to the 30% of the total NOx emissions of an ICE [10]. It occurs
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where NO molecules are taken to rich HO2 regions. It rapidly decomposes
into NO molecules at high temperatures, and its importance increases at a
low working temperature. NO components can be converted into NO2. In CI
engines, its contribution increases if there is a presence of a Diesel Oxidation
Catalyst (DOC), in which in addition to oxidizing unburnt HC and CO, NO
is transformed into NO2. Its formation region is placed where temperature
drops are expected, such as in exhaust ducts, chimneys and on free atmosphere
conditions [11].

2.3 NOx limitations, EURO norms
Across the globe, NOx emissions have been limited thanks to their respec-
tive norms. In the United States, the U.S. Environmental Protection Agency
(EPA) proposed its limits in 1987, as well as in China, the CH rules were im-
plemented. In the European environment, NOx emissions have been limited
on heavy-duty vehicles since 1988 [12]. From there, more and more restrictive
limitations have been imposed not only on heavy-duty but also to light duty
applications with the introduction of the EURO norm.

These emission limits are taken depending on the category and purpose
of the vehicle [13]. Latin norm numbers (e.g. EURO 6) refer to light-duty
vehicles, while roman numbers (e.g. EURO VI) refers to heavy-duty vehicles.

• M Category: it corresponds to engine-powered vehicles designed for
passenger transportation and their luggage. It is subdivided into several
categories depending on the number of seats and the vehicle weight.

– M1: up to 8 passenger seats
– M2: more than 8 seats and W < 5000 kg
– M3: more than 8 seats and W > 5000 kg

• N Category: it corresponds to engine-powered vehicles designed for
goods transportation. Depending on their weight (W), several sub-
categories can be found. In this work, only the N1 and N2 limits will be
shown.

– N1 Class I: W < 1305 kg
– N1 Class II: 1305 kg < W < 1760 kg
– N1 Class III: 1760 kg < W < 3500 kg
– N2: 3500 kg < W < 12 000 kg
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Figure 2.3 shows the limits of NOx emission from past norms (EURO 3
- EURO 6) in addition to the proposed limits of the upcoming EURO 7 [14]
legislation.

Figure 2.3: NOx limit evolution of the EURO norms and estimation of the
limit of future EURO 7 for light-duty vehicles.

For example, N1 Class III vehicles will have a reduction in NOx of 92.5%
with respect to the limits imposed by EURO 3. Similar reductions have been
seen for heavy-duty vehicles. Not only that, but in addition to total mass,
PM restricts the size of the particulate that can be emitted within the exhaust
gases. NOx and PM creation are inversely opposed, as NOx are driven by high-
temperature regions, while PM are generated on low-temperature in-cylinder
conditions [15]. To prevent the emission of a large amount of PM, it is state-
of-the-art introducing a Diesel Particulate Filter (DPF) on the exhaust pipe.

Additionally, Real Driving Emissions (RDE) limitations were introduced
for EURO 6 vehicles due to the differences in emissions measured on laboratory
or with portable measuring systems (PMS). In that sense, vehicles are also
tested on the road with typical weight and driving patterns. Several revisions
of the EURO 6 norm have been implemented, reducing the NOx conformity
factors.

All these reductions imply that meeting the limitations is becoming more
complicated, and the systems used to mitigate the NOx and PM need to be
increasingly efficient.
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2.4 NOx reduction methods
Regarding the possibilities of reducing NOx in CI engines, two main ap-
proaches can be taken: pre-combustion processes and post-combustion NOx
mitigation.

2.4.1 Pre-combustion methods

Engine parameters such as injection timing, split injection approaches, injec-
tion pressure, or using oxygenated fuels can significantly reduce the generated
NOx during the combustion process. For example, advancing the injection
timing duration in a pilot-main injection strategy can generate a homoge-
neous mixture leading to lower combustion temperatures and reducing NOx
emissions. The mentioned oxygenated fuels can also achieve low combustion
temperature, as a better homogenization is achieved [16–18]. Other combus-
tion techniques such as Premixed Charge Compression Ignition (PCCI) or wa-
ter injection processes can also lower the combustion temperature and hence
reducing NOx emissions. Homogeneous Charge Compression Ignition (HCCI)
techniques also decrease NOx production up to a 10% [19] by generating a
homogeneous mixture of fuel-air and combusting it by compression.

2.4.2 Post-combustion methods

2.4.2.1 Exhaust Gas Recirculation

Exhaust Gas Recirculation (EGR) is a deNOx technique in which the com-
bustion gases are redirected into the combustion chamber. The lower air-fuel
ratio induces a lower combustion temperature, preventing NOx formation. On
the other hand, a reduction in flame temperature can lead to an increase in
PM such as soot. This phenomenon is identified as the NOx-PM trade-off,
in addition to problems related to higher lube degradation and higher engine
wear.

2.4.2.2 NOx Storage Catalyst

A NOx Storage Catalyst (NSC) is used to capture the emitted gases by using
an excess of air. Alkaline metals are used as a capturing material in which
NO2 gets trapped [20]. NO, on the other hand, cannot be stored by this
method and therefore needs a previous oxidation reaction. For that purpose,
a DOC has to be installed upstream of the NSC to convert NO components
into NO2, and oxidizing CO into CO2 and HC. The regeneration of NSC is
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done by rich operation conditions, in which the stored NO2 is oxidized thanks
to the incoming CO and HC products [21]. Nonetheless, such regeneration
can lead to the formation of harmful products such as NH3 and N2O.

2.4.2.3 Selective Catalytic Reduction

The most widely deNOx system used in IC engines is Selective Catalytic Re-
duction (SCR). SCR employs the transformation of NOx into non-harmful
gases (diatomic nitrogen and water) thanks to the reaction with ammonia
(NH3) inside a catalyst. It exploits the selective reactivity of NOx to react
with NH3 instead of O2 [22]. Being this technique the main subject of this
Thesis, a more in-detail description will be provided in the following section.

2.5 Selective Catalytic Reduction
Several pathways are possible for the NOx reduction, which depends on the
NO2:NOx ratio at the system inlet. The called standard reaction is depicted
by Equations 7 and 8. If there is an equimolar NO:NO2 ratio, a fast reaction
occurs (Equation 11) due to its lower activation barrier and higher activation
rate at low temperatures [23]. Thus, a DOC is usually fitted upstream of the
SCR system to oxidize NO into NO2 and achieve the fast reaction. Nonethe-
less, this is not perfectly achievable for all the working temperatures of the
system, as at low temperatures, the DOC will not be generating sufficient NO2.
The slow reaction is given by Equations 9 and 10, and happens where there is
a NO:NO2 ratio greater than unity. This slow reaction can also happen if the
fitted DOC produces an excessive amount of NO2 by oxidation means. These
reactions are undesirable as they are considered too slow above 200 ∘C [24]
and can produce unwanted N2O for intermediate and low temperatures [25],
which is considered a potent greenhouse gas and an ozone-depletion substance
[26] that perdures for a considerable time [27].

6 NO + 4 NH3 −−→ 5 N2 + 6 H2O {7}

4 NO + 4 NH3 + O2 −−→ 4 N2 + 6 H2O {8}

6 NO2 + 8 NH3 −−→ 7 N2 + 12 H2O {9}

2 NO2 + 2 NH3 −−→ N2 + N2O + 3 H2O {10}
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2 NO + 2 NO2 + 4 NH3 −−→ 4 N2 + 6 H2O {11}

Storage and transportation of NH3 have associated toxicological issues,
and therefore it is not directly injected into the exhaust gases. Instead, a
eutectic mixture of innocuous Urea and Water is used, usually called Urea-
Water Solution (UWS) or Diesel Exhaust Fluid (DEF), with a proportion of
32.5% wt of urea [28]. The desired ammonia is obtained thanks to the evap-
oration of water and degradation of urea into ammonia prior to the monolith
as it can be seen on Figure 2.4. This ammonia will reduce the NOx previous
to exhausting into the atmosphere. Based on the amount of NOx observed
and the temperature prior to the catalyst entrance, the control unit of the
urea dosing module determines the amount of working fluid and its injection
pressure to introduce the amount of NH3 that needs to be generated.

Figure 2.4: Schematic view of the SCR system (based on [29]).

There are two pathways for the transformation of urea into ammonia after
the water content has first evaporated and the urea has molten. First, through
a thermolysis process, urea is converted into NH3 and isocyanic acid (HNCO)
(Equation 12). From there, the HNCO is hydrolyzed thanks to the evaporated
water into a second molecule of NH3 and CO2 (Equation 13). The selected
proportion of Urea:Water is chosen to minimize the freezing temperature of the
mixture. The use of urea has certain drawbacks for its use such as the melting
point at −11 ∘C, which implies the need for de-freezing mechanisms for its use
in cold locations, or low NH3 storage stability as it slowly generates ammonia
above 40 ∘C, and the mixture has a low NH3 capacity (0.2 kg NH3/kg) [30].

Alternative sources of ammonia storage have been sought to achieve trans-
formation at ambient conditions and improve the melting point or increase the
ammonia yield. From the possible alternatives, methanamide [30], metal am-
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mine chloride salts [31], or ammonium formate [32] are highlighted. Nonethe-
less, their qualities remain insufficient to substitute commercial UWS.

(NH2)2CO −−→ HNCO + NH3 {12}

HNCO + H2O −−→ NH3 + CO2 {13}

To maximize the performance of the SCR system is vital to achieve enough
quantity of NH3 prior to the catalyst. To do so, appropriate atomization of
the UWS and evaporation of the generated droplets are needed. The UWS
dosing units employed to do so generally inject at relatively low injection
pressures. Additionally, the limited space for the UWS to undergo the relevant
physical and chemical processes make it a challenging task. For that reason, a
mixer geometry is generally used within the injection point and the monolith
entrance. An example of line and swirl-type mixers can be seen in Figure 2.5.
The purpose of these elements is to promote the breakup of UWS into smaller
droplets and enhance their evaporation. Additionally, it helps achieving flow
uniformity at the SCR entrance. Line Mixers help to uniform the flow in the
regions near the pipe wall, while Swirl Mixers help to uniform the flow at
the pipe center [33]. Introducing this solution to the tight spaces problem
inherently induces droplet impingement problems with the exhaust pipe and
the mixing geometries.

(a) Line Mixer. (b) Swirl Mixer.

Figure 2.5: Mixer typologies (Image extracted from [34]).

The need of implementing a mixer geometry adds an extra level of com-
plexity for SCR systems. Periodic impingement of UWS droplets in this region
as well as in the exhaust walls can affect the heat transfer effects and locally
decrease the temperature of the surface. Consequently, there is an increase in
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risk of film formation and urea precipitation to produce unwanted deposits.
Crystallized urea deposits can also degrade into unwanted by-products, such
as biuret, triuret, ammeline, melamine or ammelide [35]. Those products are
highly dependent on the tailpipe temperature, and their decomposition might
need considerably high temperatures to take place (ammeline decomposes at
973 K [35]).

As it can be seen, SCR presents a challenging methodology for deNOx
purposes that involves several physical and chemical processes. To provide an
efficient SCR system, each one of the problems (injection, atomization, evap-
oration, droplet impingement, and urea-to-ammonia transformation) need to
be adequately understood.

2.5.1 UWS dosing units

UWS injection systems usually inject at relatively low injection pressures
(ΔP = 3−10 bar) to produce a specific droplet size distribution which depends
mainly on the application. These low working injection pressures are set to
have low-cost low-maintenance systems compared to air-blast atomizers, which
need to compress air as well. Additionally, with higher injection velocities the
urea might not have time to convert into NH3 and impinge into the pipe sur-
faces. The injectors are responsible for delivering the pressurized mixture into
the exhaust pipe through the orifices. When the injector is at rest, the spring
forces the needle to contact with the needle seat, and the fluid cannot flow
through. Once the coil is energized, the needle core moves upwards, freeing
the nozzle section and injecting the UWS. At all times, the working fluid is
supplied from within the needle thanks to orifices located in it. A schematic
and realistic view of such system can be observed in Figure 2.6.

Two main typologies of UWS dosing units can be seen in literature and on
commercial systems, depending on the desired spray morphology, which will
be seen later in the chapter.

2.5.2 Hydraulic characterization

The inner morphology of the UWS dosing module, together with the shape of
the exit orifices heavily influence the formation and characteristics of the con-
sequent UWS spray and, therefore, its later evaporation and urea degradation
processes. Usually, the performance of an injector is measured by obtaining
non-dimensional parameters at the nozzle exit based on the ratio of actual and
theoretical flow variables. Therefore, it depends on the momentum flux mea-



26 Chapter 2 - Fundamentals of UWS injector systems

(a) Schematic view [36]. (b) Cross-section view, adapted from [37].

Figure 2.6: Schematic and real representation of the inner mechanism of a
UWS dosing unit.

surement in this section (Equation 2.1), and the mass flow rate (Equation 2.2).
Note that A0 is the geometric area of the orifices.

�̇� =
∫︁

𝐴0
𝜌𝑓 𝑢2𝑑𝐴 (2.1)

�̇� =
∫︁

𝐴0
𝜌𝑓 𝑢𝑑𝐴 (2.2)

On the one hand, theoretical values of mass flow rate and momentum can
be derived from the Bernoulli equation (Equation 2.3), which determines the
ideal velocity based on the known pressure difference upstream (p1) and down-
stream the orifice section (p2), taking the shape of Equation 2.4. Based on
this velocity, an expression of the ideal mass flow rate can be extracted (Equa-
tion 2.5). This expression shows the linear relationship of the mass flow rate
with

√
Δp.

𝑝1
𝜌𝑙

= 𝑝2
𝜌𝑙

+ 1
2𝑢2

𝑖𝑑𝑒𝑎𝑙 (2.3)
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𝑢𝑖𝑑𝑒𝑎𝑙 =
 

2Δ𝑝

𝜌𝑙
(2.4)

�̇�𝑖𝑑𝑒𝑎𝑙 = 𝜌𝑙𝑢𝑖𝑑𝑒𝑎𝑙𝐴0 (2.5)

On the other hand, real flux through the orifices will be determined by an
effective velocity (uef) and an effective area (Aef) through which the fluid
flows. These can be obtained from the measured momentum and mass flow
rate [38]. These variables can simplify the previous equations, rewriting them
into the shape of Equation 2.6 and Equation 2.7.

�̇� = 𝜌𝑙𝑢
2
𝑒𝑓 𝐴𝑒𝑓 (2.6)

�̇� = 𝜌𝑙𝑢𝑒𝑓 𝐴𝑒𝑓 (2.7)

Based on these concepts, several flow coefficients can be defined:

Discharge Coefficient (Cd) This coefficient relates the measured mass flow
rate to the previously defined theoretical mass flow rate value (Equation 2.8).

𝐶𝑑 = �̇�

�̇�𝑖𝑑𝑒𝑎𝑙
= �̇�

𝜌𝑙𝑢𝑖𝑑𝑒𝑎𝑙𝐴0
(2.8)

Velocity Coefficient (Cv) It is the ratio between the effective velocity and the
theoretical velocity (Equation 2.9).

𝐶𝑣 = 𝑢𝑒𝑓

𝑢𝑖𝑑𝑒𝑎𝑙
(2.9)

Momentum Coefficient (Cm) In the same way, the momentum coefficient is
represented by the ratio between the measured momentum (Ṁ) and the the-
oretical momentum (Ṁ𝑖𝑑𝑒𝑎𝑙) (Equation 2.10).

𝐶𝑚 = �̇�

𝜌𝑙𝑢
2
𝑖𝑑𝑒𝑎𝑙𝐴0

(2.10)
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Area Coefficient (Ca) The area coefficient relates the effective area to the
geometric area of the discharge orifice (see Equation 2.11).

𝐶𝑎 = 𝐴𝑒𝑓

𝐴0
(2.11)

2.5.3 Spray characterization

The purpose of the UWS injectors is to transform the bulk working fluid into
the desired NH3 component. The kinetic energy of the fluid disintegrates the
initial jet and produces a set of tiny droplets and ligaments whose evaporation
is enhanced. The breakup is the result of growing instabilities due to the effect
of different forces that disintegrate the initial jet into a distribution of droplet
sizes resulting from its chaotic nature. The instabilities are a consequence of
the disruptive and cohesive forces that act on the liquid jet. The disruptive
forces are composed of the turbulent fluctuations of the jet, the aerodynamic
interaction with the surrounding gases, and the transition from inner flow
to free jet, which can cause instabilities on the liquid surface. On the other
hand, cohesive forces are mainly composed of surface tension, which opposes
the disruptive forces and tries to restore the initial shape of the jet.

There are two main typologies of UWS sprays for commercial applications:

Solid cone This type of sprays are formed by plain orifices on a pressure
injector, forming an even spray over a circular area. They generally show
narrow spray cone angles, and droplet coalescence is a critical phenomenon to
consider. It has a relatively low performance on atomizing the liquid jet, as
larger droplets can be found in the core, and smaller particles are to be found
in the outskirts. A representation can be seen in Figure 2.7a.

Hollow cone This other typology is formed by pressure-swirl atomizers,
where a swirling motion is transferred to the working fluid using a swirling
chamber within the device. The fluid, once injected, converts its swirling mo-
mentum into tangential momentum, creating a hollow-cone shape. Due to the
tangential nature of the injected spray, the angle of these sprays is consider-
ably larger, reducing the problem of coalescence, and reducing the size of the
resulting droplets, in addition to providing a more uniform set of drop sizes.
An example is shown in Figure 2.7b.

2.5.3.1 Primary Atomization

Primary atomization is the disintegration of a liquid jet due to the growth of
instabilities up to a critical oscillation that causes total disruption forming a
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(a) Solid cone spray. (b) Hollow cone spray.

Figure 2.7: Graphical representation of the two main spray typologies em-
ployed for UWS applications.

set of subsequent droplets. The initially injected jet, due to the aerodynamic
interaction, forms droplets to which it progressively transfers its mass and
momentum until it disappears (see Figure 2.8). Several breakup regimes have
been identified, and through a Ohnesorge number (Equation 2.12) - Reynolds
number (Equation 2.13) chart proposed by Ohnesorge [39], such disruptive
mechanism can be depicted.

𝑂ℎ = 𝜇𝑙

(𝜌𝑙𝛾𝑑0)0.5 (2.12)

𝑅𝑒 = 𝜌𝑙𝑢𝑙𝑑0
𝜇𝑙

(2.13)

Based on the Oh-Re chart, Reitz [42] identified four breakup regimes de-
pending on the injection velocity by analyzing the data obtained on diesel
sprays.

� Rayleigh breakup. This regime is caused by the growth of axisymmet-
ric oscillations on the jet, mainly caused by the surface tension forces.
The size of the droplets is greater than the orifice diameter.

� First wind induced. With increasing injection velocities, the relative
motion between the liquid and the gas phase produces a static pressure
distribution that opposes the surface tension forces, producing a set of
droplets of a similar diameter to the orifice size.
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(a) Schematic view of jet breakup (Image adopted from [40]).

(b) UWS breakup (adapted from [41]).

Figure 2.8: Representation of the primary and secondary breakup mechanism.

� Second wind induced. Short wavelength waves grow due to the in-
creasing relative motion of the jet and the surroundings, again opposed
by the surface tension forces. Generated droplets are now considerably
smaller than the initial jet diameter.

� Atomization. The jet instabilities grow considerably faster and closer
to the orifice exit due to the exacerbated effect of the aerodynamic forces.

A graphic depiction of the different breakup regimes based on the Re and
Oh is shown in Figure 2.9. Several expressions have been obtained through
numerous studies to determine in which conditions the transition happens
[43–45]. Although the figure shows clear differentiation between the regimes,
the transition between one regime and the other is not abrupt. It needs to
be highlighted that these obtained regimes were obtained for a plain-orifice
nozzle with an aspect ratio of 1:10, hence these breakup regimes could move for
different nozzle geometries and applications. With a fixed stability number,
increasing the jet velocity transitions the breakup typology from lower to
upper regimes. On the other hand, for an established Reynolds number, if
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the surface tension is decreased, the stability number increases, and higher
breakup regimes are achieved.

Figure 2.9: Ohnesorge-Reynolds chart (extracted from [46]). Numbers indi-
cating the breakup regime.

The point where the initial liquid jet has wholly disintegrated into liga-
ments and droplets is commonly known as intact core length, which directly
relates with the atomization regime the jet is subjected to.

2.5.3.2 Secondary Atomization

Once the initial liquid jet has broken up into a set of ligaments and droplets,
the aerodynamic forces acting on this initial droplet outcome may again over-
come their cohesive forces, breaking up once again into another set of droplets
with smaller characteristic diameters. This phenomenon is called secondary
atomization. As mentioned, aerodynamic forces compete against surface ten-
sion forces to determine if a droplet will break again or not. For that purpose,
the Weber number based on the droplet radius 𝑟 (Equation 2.14) provides a
reasonable approach in determining the droplet outcomes. Different breakup
regimes have been observed based on the critical We number according to wide
research previously done on the subject. Five main regimes were observed,
and critical We numbers according to [47], have been included in Table 2.1.

𝑊𝑒 = 𝜌𝑎𝑢2
𝑟𝐷

𝛾
(2.14)
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Breakup Regime Critical We number
Vibrational breakup We <= 12
Bag break 12 < We <= 50
Bag and stamen breakup 50 < We <= 100
Sheet stripping 100 < We <= 350
Catastrophic breakup We > 350

Table 2.1: Critical Weber for different droplet breakup regimes [47].

The previous transitional We values are obtained for a specific Ohnesorge
number. Hence, this non-dimensional number also can modify the mode, as
detailed in the work by [48], and depicted in Figure 2.10.

Figure 2.10: Droplet breakup modes based on the Weber and Ohnesorge num-
ber (Image adapted from [48]).

Due to the low injection pressures used in UWS applications, the primary
breakup of the liquid jet results in low We droplets, and therefore vibrational
deformation should happen. In this regime, unequal pressure distribution due
to aerodynamic effects deform the droplet. At very low We numbers, surface
tension forces can restore the droplets’ initial shape, but droplet breakup can
be induced with higher energy oscillations. This first breakup regime does
not always occur [47], and therefore there is little information about it. The
corresponding Oh of UWS sprays under the conditions used in this Thesis
are very similar to each other (comparable to Oh values from [41]), hence the
dependency on Oh will not be considered for the following study.
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2.5.3.3 Microscopic spray characteristics

The microscopic aspect of the characterization of a spray focuses on describing
the dynamics undergone by the droplets generated through the liquid vein
breakup. These dynamics will be of great importance for proper mixing with
the surrounding air and enhancing the evaporation rate. Once the primary and
secondary breakup have happened, the number of droplets formed can show
a wide range of characteristics. Each one of these droplets depicts different
size, shape and velocity characteristics. These characteristics are additionally
variable in time due to the physical processes that they undergo (e.g. drag,
coalescence, evaporation).

Droplet size characterization As mentioned, the breakup process does not
generate a specific droplet size but provides a broad spectrum of droplet size
possibilities. When it specifically comes to UWS sprays, it can be stated that
generated sprays can have droplets ranging from 10 µm-160 µm [49]. Based
on that, the spray can be characterized by two means, either a representative
droplet size, or a Probability Distribution Function (PDF).

Droplet size PDFs are obtained from histogram distributions of the droplet
diameters found within a spray. In a histogram, each one of the droplets is as-
signed to a bin with specific size width. If the size of the bins of the histogram
is progressively reduced to an infinitesimal width, it no longer represents the
number of droplets that fall within each bin, but it represents the frequency of
each one of the droplet sizes. This transition can be observed in Figure 2.11.
Additionally, droplet size can also be represented using Cumulative Distribu-
tion Functions (CDF). CDFs represent the percentage of the total amount
of droplets (in number-based distributions) that fall below each one of the
droplet sizes. This procedure is usually taken as well to represent the veloc-
ity of the droplets on the spray. Mathematical functions are commonly used
to approach experimentally-obtained droplet size distributions, and are help-
ful in representing sprays. From the different statistical distributions known,
Rosin-Rammler mathematical function [50] is the most widely used represen-
tation of droplet size distributions. In its mathematical expression given by
Equation 2.15, two constants, 𝑞 and 𝑋, define the shape of the distribution.
At the same time, 𝑄 represents the fraction of total volume contained in drops
whose diameter is smaller than 𝐷. 𝑞 in the other hand, represents the spread
of the droplet size distribution. 𝑋 represents the diameter such that 63.5% of
the liquid volume is in smaller droplets.

1 − 𝑄 = exp (− (𝐷/𝑋)𝑞) (2.15)
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Figure 2.11: Number-based histogram and PDF (in µm−1) of a spray data set
(Image extracted from [51]).

Out of this distribution, some characteristic diameters can be extracted
that help to understand the droplet size distribution further. These diameters
are included in Table 2.2. Additionally, Figure 2.12 shows the location of the
introduced diameters into a PDF plot.

Name Symbol 𝑄 value
Peak diameter 𝐷𝑝𝑒𝑎𝑘 Peak value
Mass median diameter 𝐷0.5 Q = 50%
Characteristic diameter 𝐷0.632 Q = 63.2%
Maximum diameter 𝐷0.999 Q = 99.9%

Table 2.2: Representative diameters from a droplet size distribution.

Figure 2.12: Location of the representative diameters in a PDF (based on
[52]).

Another way of representing the droplet sizes of a spray is through droplet
mean diameters. In this way, the complete set of droplets conforming a spray
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is reduced to a single value. Several definitions are available, and they are
shown in Table 2.3.

Mean Name Symbol Meaning Expression

Length D10 Mean Geometrical Diam.
∑︀

NiDi∑︀
Ni

Surface Area D20 Mean surface area
(∑︀

NiD2
i∑︀

Ni

)0.5

Volume D30 Mean volume/mass
(∑︀

NiD3
i∑︀

Ni

)0.5

Volume-length D31 Mean volume/length
(∑︀

NiD3
i∑︀

NiDi

)0.5

Sauter Mean Diam. D32 Mean vol/surface
∑︀

NiD3
i∑︀

NiD2
i

Table 2.3: Characteristic droplet mean diameters [53].

Droplet-droplet collision Sprays can generally be divided into three distinct
regions. The first one is where the aerodynamic effects breakup the liquid vein
into a set of droplets. The second one takes place immediately after the jet
has broken up, and there is a high amount of droplets located in a close region.
This zone is commonly known as the dense region, and there are strong interac-
tions between the droplets. As the spray cone widens, the separation between
the droplets increases, and the influence between them decreases. Within the
dense region, it is very likely that collision between two droplets take place.
This collision can affect the spray characteristics and modify the evaporation
dynamics. Different outcomes can be obtained depending on the trajectories
of two-colliding droplets, their relative velocities, and their size ratio. Several
studies have focused on the possible outcomes of these interactions. Based on
the work of Ashgriz and Givi [54], the outcomes of a water droplet-droplet
collision can be summarized in Bouncing, Grazing, Coalescence, Temporary
Coalescence, and Shattering. The bouncing phenomenon occurs when the two
droplets do not physically collide to the formation of a gas film between them,
causing them to bounce off. Grazing refers to the situation where the two
droplets touch slightly. On the other hand, coalescence means that the two
droplets collide, forming a new droplet. Temporal coalescence happens where
the coalescence effect is not permanent, causing the joined droplet to separate
again into two individual drops. Finally, shattering occurs on high energy
impacts, where a set of smaller droplets is generated due to the collision.
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On the other hand, other studies came up with five different regimes,
depending on the Weber number of the droplet, and a non-dimensional impact
factor 𝐵 (see Equation 2.16), which takes into account their diameter (𝑑1 and
𝑑2) and the alignment of the two colliding droplets (𝑏). It results in the
collision map [55] shown in Figure 2.13. At low Weber numbers, there is a
slow coalescence effect after minor deformation. Another coalescence region
is found at a relatively higher We. These two regimes would fit within the
coalescence regime found by Ashgriz and Givi. A bouncing regime is also
detected at a higher We than the first coalescence regime, and two types of
temporary coalescence are found. At low impact factor values (almost head-
on collision) and high We, droplets initially merge, and the surface tension
forces, together with the internal flow formed caused the merged droplet to
elongate and separate. At higher impact factors (higher droplet-to-droplet
offset) the momentum of the non-impacted region of the droplets causes to
produce satellite droplets.

𝐵 = 2𝑏

𝑑1 + 𝑑2
(2.16)

Figure 2.13: Droplet collision regimes depending on the Weber number and
impact parameter (from [56]).
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Droplet drag The generated droplets due to spray breakup acquire their mo-
mentum from the initial liquid vein. Nonetheless, due to aerodynamic effects,
they exchange their momentum with the surrounding. Drag effects need to be
considered to predict the trajectories of these droplets. Drag is mainly taken
into account through the droplet drag coefficient. Several correlations to cal-
culate the force undergone by a droplet in a viscous fluid have been carried
out. Stokes, for example, came up with Equation 2.17, and non-dimensional
value (Equation 2.18) which applies to low Reynolds numbers, where viscous
forces dominate.

𝐹 = 3𝜋𝐷𝜇𝐿𝑈𝑅 (2.17)

𝐶𝐷 = 24
𝑅𝑒

(2.18)

Empirical correlations are commonly used to characterize the droplet drag
for the different regimes it may encounter. For example, Putnam [57] intro-
duced Equation 2.19 for Re < 1000, while for higher values, the drag coefficient
converges to a fixed value (Equation 2.20, [58]).

𝐶𝐷 = 24
𝑅𝑒

Å
1 + 1

6𝑅𝑒2/3
ã

(2.19)

𝐶𝐷 = 0.44 (2.20)

Nonetheless, these equations may change depending on the experimen-
tal correlation performed by the different studies available, the typologies of
the sprays (thin sprays such as in UWS or dense sprays), and the conditions
of the surrounding gas. Generically, it is assumed that the droplets would
have a spherical shape, but different shapes might be found due to distor-
tion and instabilities that might be present on the droplet surface. These
non-spherical droplets need to be taken into account as the drag coefficient
for highly distorted droplets (disk-shaped) is considerably higher than that
of perfect spherical drops. In such a situation, Equation 2.21 is a possible
approximation of a drag coefficient for a distorted droplet, where 𝑦 stands for
the droplet distortion (ranging from 0 to 1)[59].

𝐶𝐷 = 𝐶𝐷𝑠𝑝ℎ𝑒𝑟𝑒
(1 + 2.632𝑦) (2.21)

This dynamic droplet drag approach will be used during the simulations
performed for the development of this Thesis.
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2.5.3.4 Macroscopic spray characteristics

As previously described, liquid atomizers intend not only to breakup the initial
liquid jet into smaller droplets, but also to mix these newly formed droplets
with the surrounding gaseous phase. For that purpose, several spray macro-
scopic parameters describe the global behavior of the formed spray and play
a role in characterizing it.

Penetration The spray penetration (S) is usually defined as the distance
of the tip of the spray to the injector outlet when injected into stagnant or
cross-flow conditions. By assessing its evolution over time, the effect of the
surrounding gas on the spray velocity can be observed, as the aerodynamic
resistance of the gas will try to counteract the initial spray momentum at the
orifice outlet. Depending on stagnant or cross-flow conditions, gravitational
effects or momentum transfer to the cross-flow direction will gain importance
once the initial kinetic energy of the spray diminishes. The spray penetra-
tion will also be influenced by the opening of the spray, as the wider the
spray opening, the lower penetration will be. Its importance is also related
to the possible droplet-wall impingement. If the penetration value observed
exceeds the available space, the spray will not have properly evaporated, and
a spray/wall collision will take place. In UWS applications, wall impingement
of urea droplets can cause deposit formation on the engine’s tail pipe, leading
to ICE back-pressures creation [60], which acts detrimentally to the engine
performance, and ends up in blockage [61]. A visual representation is given
by Figure 2.14. UWS sprays depict a linear trend in its penetration values
[28, 62], showing little deceleration due to aerodynamic effects. Therefore, the
temporal evolution of the penetration (the velocity of the tip) can be related
to the Bernoulli equation (Equation 2.3) in the shape of Equation 2.22.

𝜕𝑆

𝜕𝑡
∝

√
Δ𝑃 (2.22)

Cone Angle The cone angle of the spray (𝜃) is given by opening of the
boundary of the sprays. Its value comes from the angle between two lines
that represent the spray contours at some distance from the injector orifice,
which indicates the steady part of the spray. The definition of this angle is
controversial, as several authors define their own criteria to obtain it. Some-
times it is determined based on the spray area calculation [63]. It represents
the opening of the spray after being introduced into the discharge volume.
A higher cone angle generally means a spray with a high dispersion and low
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penetration values. It is mainly driven by the injector dimensions as the ori-
fice diameter, and the injection conditions. When it comes to pressure-swirl
orifices, it gains more importance. The orifice length or the swirl chamber
dimension can cause slight changes in the produced cone angle. The orifice
diameter (d0) causes a direct effect on the cone angle [64]. Injection pressure
also affects the cone angle, increasing it with greater differences, but there is
no precise quantification of this phenomenon. Liquid properties can also cause
variations in the resulting angle. For example, increasing the liquid density
of the spray also increases the measured angle. Viscosity, on the other hand,
shows the opposite effect due to the variation in the friction force caused by
the velocity gradient. Figure 2.14 also shows the schematic definition of the
spray angle.

Dispersion The dispersion of the spray is the ratio between the occupied
volume compared to the volume of liquid within the spray [46]. A highly
dispersed spray has inherent mixing benefits, as the liquid can easily mix with
the surrounding gas. Generally, sprays that depict a high penetration show
less dispersion than those with smaller tip penetration values. As it can be
expected, cone angle of the spray can also influence its dispersion.

Figure 2.14: Definition of spray penetration (S) and spray angle (𝜃).

Breakup Length The breakup length (BL) is the length of the continuous
portion of the jet measured from the orifice exit to where its breakup occurs,
or the length in which the liquid vein is completely broken up. This param-
eter depends among other parameters on the breakup regime and therefore
on the injection velocity the liquid is subjected to (see Figure 2.15). On the
laminar region, the breakup occurs due to the growth of axisymmetric dis-
turbances until its characteristic size is the one of the liquid jet radii. In it,
with increasing jet velocity, the breakup length also increases with a varicose
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breakup manner. On the inflection point (point B in Figure 2.15), the varicose
breakup shifts toward sinuous wave growth. The growth rate of the instabil-
ities is increased due to those aerodynamics effects, leading to a decrease of
the breakup length with increasing Reynolds number. According to Grant
and Middleman [65], this peak is achieved at a critical Re number represented
by Equation 2.23. Once the flow is fully turbulent, the BL again increases
with higher velocities, the perturbations are no more axisymmetric, and the
aerodynamic instabilities drive the breakup process. From point D onward,
there is no clear information about the evolution of the BL.

Figure 2.15: Evolution of the breakup length with the injection velocity (Ex-
tracted from [46]).

𝑅𝑒𝑐𝑟𝑖𝑡 = 3.25𝑂ℎ−0.28 (2.23)

Other working parameters can also affect this value. UWS, as mentioned,
is generally injected into the exhaust pipe of CI ICE. Under these conditions,
the higher the momentum of the cross-flow air, the greater the aerodynamic
instabilities on the jet surface. The jet is initially bent by the incoming cross-
flow conditions, and induces three-dimensional instabilities (in the tangential
and jet centerline direction). Additionally, the ratio between the jet momen-
tum and the incoming air momentum (Equation 2.24) significantly affects not
only the breakup length, but also will the breakup regime map [66]. With a
low 𝑞 value, the spray will behave similarly to stagnant conditions, with the
previously described breakup dynamics. With high 𝑞 values, the breakup of
the liquid column becomes similar to the aerodynamic instabilities of a spher-
ical particle, through an initial deformation and a subsequent flattening and
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disintegration driven by the aerodynamic forces. Surface breakup can also
take place if the momentum ratio is high enough.

𝑞 = 𝜌𝑎𝑢2
𝑎

𝜌𝑙𝑢
2
𝑙

(2.24)

2.5.3.5 Droplet evaporation

In deNOx applications, an appropriate evaporation of the UWS droplets into
gas phase is essential, so that an adequate amount of is generated to later re-
duce the NOx molecules. The evaporation of liquid droplets implies heat and
diffusive mass transfer processes from the surroundings to the liquid phase and
vice versa. By producing a droplet distribution using an atomizer, an increase
in the surface area-to-volume ratio is achieved. Increasing the exposed area,
heat transfer dynamics are enhanced, and so the evaporation rate. Addition-
ally, this process is not instantaneous, and it needs that the surrounding gas
contains sufficient thermal energy, and that the residence time of the droplets
is enough to perform the phase change.

When it comes to evaporating UWS droplets, four different stages can
be defined according to Wei et al. [67]. In the first step, the UWS droplet
absorbs thermal energy from the surroundings, increasing its temperature up
to the boiling temperature of the water content of the droplet. During this
phase, the size of the droplet remains invariant, or suffers a slight inflation.
During the second step, the water content of the droplet starts to evaporate.
Liquid urea still does not change its phase. Hence the change in droplet size
depends only on the transformation of water. The absorbed heat is employed
to evaporate the water, and the shift in droplet diameter follows the D2 law
[68] (see Figure 2.16). After the entire water content has disappeared from
the droplet, the evaporation rate significantly decreases due to the higher
energy needed for the urea phase change. The heat starts to be absorbed
by the urea until it reaches its boiling temperature and starts to decompose.
Once at the boiling point, the temperature remains constant, and the heat
absorption is used to evaporate the urea. At this point, bubble formation
appears and microexplosions can be detected due to the increase in pressure
within the droplet, implying a non-uniform evolution of the droplet diameter.
Additionally, crystallization of the urea can also be observed. The last step
corresponds to the crystallization of the urea, which leads to solidification.

Nonetheless, the separation between the four phases is not strict as they
can blend into each other. For example, urea evaporation can start prior to
the complete phase change of the water content. As the diffusion velocity of
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the water is limited, the evaporation of water content in the droplet core is
slower than at the droplet surface. With increasing mass fraction of urea, the
vapor pressure decreases, leading to droplet to further temperature increase,
which implies a higher urea evaporation rate.

Figure 2.16: UWS droplet evaporation curve.

Several computational models are available to represent the evaporation
of liquid droplets that range from simple (e.g. constant and uniform droplet
temperature) to highly complex models (e.g. evaporation process coupled
with Navier-Stokes equations). This increase in complexity can also increase
the accuracy of the phase-change representation, but also imply an increase in
computational cost. If a whole spray is to be represented, high-fidelity models
may become unfeasible. For that purpose, simplifications are common when
representing UWS evaporation. Diffusion controlled model [69], for example,
assumes no internal droplet convection, considering only diffusive species and
energy transport, which leads to radial concentration and temperature gradi-
ents. Another employed model is the called Rapid mixing [70]. In it, droplet
properties (concentration and temperature) change with time, but within the
droplet remain uniform as infinite transport coefficients are assumed. Other
models assume the thermolysis process to be a vaporization process, or employ
Arrhenius formulations to depict the thermolysis.

In addition to the normal phase-change process, a phenomenon called
flash-boiling accelerates the evaporation process. Flash-boiling events occur
when a liquid is injected into a surrounding gas whose ambient pressure is
lower than the saturation vapor pressure of the liquid. The liquid, once in-
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jected, lowers its pressure below the saturation point, generating vapor phase,
which after exiting the injector orifice expands, shattering the liquid [71]. This
phenomenon improves the atomization process of the spray, generating consid-
erably lower droplet diameters. For UWS applications, it has been considered
to be beneficial as it reduces the wall film formation in SCR walls, together
with improving the uniformity of the NH3 at the inlet of the catalyst [72].

2.5.3.6 Droplet impingement

Spray-wall interaction is one of the main challenges spray systems have to
deal with, not only for UWS applications but also in other applications such
as fuel sprays. In after-treatment systems, mixing elements are commonly
introduced to enhance further atomization of the injected spray (Figure 2.5).
This is translated into impingement of liquid droplets with these elements.

Initial analysis of droplet impingement has been performed on individ-
ual droplets impacting solid surfaces. The impingement’s possible outcomes
depend on the droplet’s hydrodynamics characteristics and the surface’s heat-
ing, in addition to its characteristics. In typical engine applications, impact
walls are commonly heated targets; therefore, those outcomes should be ex-
pected. According to the study from Kuhnke [73], four different impingement
situations can be found: deposition, splash, rebound, and thermal breakup. De-
position can be described as the complete adhesion of the impinging droplet
into the wall. Splashing, on the other hand, represents the droplet’s breakup
into smaller particles, while part of it attaches to the wall forming a liquid
film. Rebounding represents the reflection of the droplet once contacting the
wall due to the Leidenfrost effect [74]. This phenomenon is caused by the cre-
ation of a vapor layer separating the droplet from the wall, reducing the heat
transfer toward the surface and preventing contact between the two bodies.
Although not considered by the Kuhnke regime map, rebounding can also take
place due to fluid-mechanic dynamics in which a droplet at cold impingement
conditions might initially spread over the wall, and recoil afterward, separating
from the surface [75]. Finally, the thermal breakup indicates the atomization
of the droplet due to thermal mechanisms. These regimes are identified based
on the droplet’s kinetic energy, represented by the non-dimensional parameter
𝐾 (function of the droplet We and Re); and the non-dimensional temperature
𝑇 * (defined in Equation 2.25). The dependency on those parameters can be
observed in Figure 2.17. These regimes differ depending on the properties
of the impinging droplet, the incoming angle and the characteristics of the
wall surface. Transition regimes can also be detected, as non-strict values
differentiate the different regimes. For example, the Leidenfrost temperature
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can determine additional impingement regimes, as for example rebound with
breakup can be observed at droplet temperatures above boiling and below the
Leidenfrost value. Most UWS models rely on the Kuhnke approach. Still,
some others have also employed the Bai-Gosman model [76], in which a more
detailed regime classification is provided, additionally to giving possible out-
comes depending of working with a dry or a wet wall.

𝑇 * = 𝑇𝑤

𝑇𝑠𝑎𝑡
(2.25)

Figure 2.17: Spray/Wall interaction regime map according to Kuhnke [73].
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Chapter 3

Literature review

“I have always considered that the substitution of the internal combustion
engine for the horse marked a very gloomy milestone in the progress of

mankind.”
—Winston Churchill

3.1 Introduction
As explained in Section 2.5, Selective Catalytic Reduction (SCR) has become
a mandatory after-treatment system for heavy and light-duty applications if
NOx emission limitations are to be met. For that reason, significant effort
has been placed during the last decades to understand further the spray injec-
tion and evaporation dynamics of Urea Water Solution (UWS) sprays. This
increase of interest resulted in a high volume of scientific documents describ-
ing the main areas of interest. The SCR after-treatment’s main challenges
are the low-injection velocities that lead to relatively coarse droplets, which
subsequently implies incomplete evaporation. Mixer geometries are therefore
necessary to enhance secondary atomization, which improves the evaporation
rate but introduces a droplet impingement issue that can derive in deposit
formation and engine malfunctioning.

As Chapter 1 introduced, this thesis aims to provide a complete computa-
tional framework that covers the main dynamics of interest that allows further
understanding of the main driving mechanisms of the injection of UWS jets
without the need to employ experimental approaches. In order to achieve
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that objective, a deep review of the state-of-the-art is essential to acknowl-
edge the main findings and limitations discovered by previous authors and
push forward the knowledge regarding after-treatment systems. This Chapter
aims to present a current state-of-the-art regarding UWS SCR systems and
provide the main tools that are employed in the scientific community to an-
alyze them. Specifically, it will be divided into two main sections. The first
one will cover experimentally-driven studies regarding the characteristics and
injection events of UWS, in addition to the evaporation phenomena. UWS
impingement will also be covered. Afterward, a similar review will be carried
out regarding the studies done using computational methodologies.

3.2 Experimental studies
This section will focus on the most significant experimental studies that have
been carried out on NOx after-treatment systems.

The first researches applied on diesel engines after-treatment were focused
on general aspects of the SCR system. Held et al. [1] did perform an initial
comparative analysis of the deNOx properties using either urea or ammonia
in an exhaust gas stream, obtaining higher NOx reduction by injecting urea
instead of ammonia in a specific temperature range and a specific catalyst
material. From there, the urea injection substituted ammonia for mobile ap-
plications, and interest in UWS sprays raised.

The development of the spray characteristics has been widely studied.
When it comes to spray penetration, it is not only affected by the inner geom-
etry of the atomizer but also depends on the working conditions. This analysis
has been performed on typical diesel sprays, such as the work of Araneo et al.
[2], where the density ratio plays an important role in affecting the penetra-
tion depth of the spray. One of the defining parameters of the penetration of
the droplets is the injection pressure, as seen in the work carried out by Payri
et al. [3]. As described in Chapter 2, the spray tip velocity sees a deceleration
due to the surrounding gas density, which forces the spray to exchange its
momentum with the environment. Nonetheless, UWS sprays generally show
a linear penetration profile [4]. Due to the low density of the air and the rel-
atively large droplets formed, the aerodynamic forces generated are not able
to slow down the jet. Similar behavior is observed on other studies [5–7].

This spray penetration is dependent on the initial jet velocity. In automo-
tive applications, typical injection pressures have associated typical velocities
within the range of 5-25 m/s [8]. Nonetheless, newer systems can afford in-
jecting at higher injection pressures (13 bar [9]), which effectively increases the
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jet velocity according to the analysis performed by Spiteri et al. [7]. These
authors detected that the gas flow rate (100 kg/h -400 kg/h ) did not affect the
spray tip penetration or its angle. Additionally, a dense droplet region was
found on the spray core, while the outskirts of it represented a more diluted
zone. This depiction helps to represent which regions of the spray are more
prone to impact the exhaust line walls. When it comes to microscopic char-
acterization, the velocity of the droplets was found to converge toward the
corresponding gas flow velocity at large penetration values. Increasing the
mass flow rate of the gas did show an increase of air entrainment within the
dense region of the spray. In contrast, at low gas flow velocities, a character-
istic vortex was found downstream of the spray core, which moved closer to
the nozzle region as the velocity of the gas kept decreasing. The impinging
of the droplets was also found to be similar between the tested gas mass flow
rates.

When analyzing the angle of UWS jets, Payri et al. [3] observed the influ-
ence of the injection pressure. It caused a slight increment (from 16∘ to 19∘).
Later studies performed on the same injector [10] returned that no clear trend
on the angle was found by increasing the injection pressure. On the other
hand, the gas temperature negatively affected the spray angle at low injection
pressures (4 bar), while this effect was dampened at high injection pressures
(9 bar). Lower injection angles (< 10 ∘) were obtained for a 6-hole UWS in-
jector by Canyurt et al. [11]. This mentioned study focused on characterizing
the deposit formation of urea by-products through experimental means, and
correlating it with the temperature of the impinging wall, indicating that the
regions suffering the largest temperature drop corresponded to where urea
deposits appeared.

Van Vuuren has contributed significantly to the characterization of UWS
sprays as well. In his work, he started using high-speed video measurements
to understand the behavior of actively heated injectors (e.g. increasing the
temperature of the liquid phase) [12]. A qualitative analysis was done, ob-
serving differences in the spray shape for the different temperatures. A higher
vapor fraction was observed with increasing fluid temperature, a widening of
the cone angle, and the appearance of a liquid film formation in the orifices,
which had the potential to convert into solid deposit formation. The deposit
formation phenomenon in the orifice region, shown in Figure 3.1, was briefly
described in other works [10]. In follow-up studies, Van Vuuren et al. [13], as
already presented studies, modified the chamber gas temperature in addition
to varying the liquid temperature. In non-flash-boiling conditions, the gas
temperature slightly affected the spray characteristics, in concordance with
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previous studies. Flash-boiling conditions were achieved at high gas temper-
ature (490 ∘C) and high liquid temperature (130 ∘C). Under these conditions
the spray angle was expanded, with an improvement of the spray atomization
and an increased vapor fraction. These conclusions were reaffirmed in a later
study done by the same authors [14].

Figure 3.1: Urea deposits formed at the orifices of a UWS dosing module [10].

Some available studies have focused on characterizing the size and velocity
of droplets generated from the injection of UWS. Most of them try to recreate
the working conditions of an engine exhaust within a test rig with optical ac-
cesses. Several optical techniques can be employed to obtain the main spray
characteristics. In 2015, Postrioti et al. [15] applied Phase-Doppler Anemom-
etry (PDA) and Back-light imaging on a UWS spray under cross-flow con-
ditions. From the analysis, the strong influence of the cross-flow conditions
on the global behavior of the jet could be extracted. It was found that an
increase in the cross-flow gas temperature implies a higher jet velocity due to
the decrease in air density. On the other hand, the Sauter Mean Diameter
(SMD) is reduced with higher air thermal energy due to the enhanced evap-
oration rates. A similar analysis was performed by Liao et al. [16], where
several injector typologies were tested, and the spray characteristics were ob-
tained. PDA techniques were also used for this work on an optically accessible
flow channel. Three different UWS injectors were employed, differing in the
amount of delivering orifices (3 or 6 orifices) and the working mechanism
(pressure-driven or air-assisted-driven). From that, it could be highlighted
how the 3-hole pressure-driven injector provided larger characteristic droplet
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sizes than the 6-hole pressure-driven unit. On the other hand, the air-assisted
dosing unit showed the smallest droplet due to the enhancement of jet insta-
bilities thanks to the surrounding air. The smaller characteristic drop sizes
of the air-assisted unit allowed the spray to bend completely in the direction
of the incoming cross-flow, significantly decreasing the impingement of the
droplets in the opposite wall, as shown on Figure 3.2.

Figure 3.2: Spray contours for the Air-Assisted injector (left) and pressure-
driven (right) for different gas flow velocities [16].

In experimental studies regarding injection of after-treatment fluid, it is
common to see that UWS injection is not used but pure water, as UWS
has a large proportion of water (67.5% wt.). This substitution is done to
avoid the deposit formation problems that UWS implies. Using water instead
of UWS is, in theory, appropriate due to their similarities in their physical
properties, specifically regarding their surface tension and viscosity values. In
2013, a first comparison between the two fluids was carried out [17], and they
concluded that similar spray characteristics were found for both sprays on the
near-field region, while some trajectory deviations were found further down
the spray. From there, several studies followed up using solely water. For
example, Kapusta and Teodorczyk [18, 19] performed a comparison between
the Laser Induced Fluorescence (LIF)/Mie method and the Structured Laser
Illumination Planar Imaging (SLIPI) in a water spray in a recreation of an
after-treatment system. Additionally, the shadowgraphy method was applied
to the near-nozzle region. After their first study using water, Spiteri et al. [7]
kept using water for their follow-up analysis. Nonetheless, more recent studies
have again focused on comparing the two fluids of interest and assessing their
similarities and differences again. Payri et al. [20] have characterized the
injection rate of a commercial UWS dosing unit using water and UWS. To
do so, a methodology to obtain the mass flow rate from the spray momentum
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was applied. They concluded that water showed a higher mass flow rate for
the same working conditions due to the lower density and increased velocity
at the nozzle exit. On the other hand, Kapusta et al. [6] compared spray
characteristics like spray tip penetration, spray angle, droplet characteristics,
and unbroken liquid length to provide a detailed comparison between UWS
and water. In the end, they showed that the liquid substitution altered almost
all the study parameters. Higher momentum of the water spray was obtained
(as in [20]), but higher initial jet velocity (and therefore spray tip penetration)
was found for the UWS spray. This effect was attributed to the higher density
of the UWS, which increased the inertia of the jet. The spray angle was also
affected, with higher values for the UWS spray for all the injection pressures
tested. Concerning the spray breakup, the unbroken liquid length of the water
cases was observed to increase with the injection pressure, while for the UWS
spray, the opposite behavior was found. This trend indicated that substituting
the UWS by water changed the breakup phenomena from the first-wind to
the second-wind-induced regime for the conditions tested. Not only that,
but droplet size diameters changed while maintaining similar SMD. With this
information, it remains clear that although both fluids have similar physical
properties, the spray development can change considerably, which needs to
be considered if a liquid substitution is to be made for experimental and
computational purposes.

In addition to characterizing the UWS sprays, several works have focused
on the evaporation of UWS droplets. The authors that obtained the evapo-
ration dynamics described in Chapter 2 were Musa et al. [21], by suspending
UWS droplets at the end of a quartz fiber. The evaporation behavior was cap-
tured through a video camera, detecting three regimes: the so-called 𝐷2 𝑙𝑎𝑤,
the bubble formation, and the crystallization stage. Three years later, Wang
et al. [22] performed a similar study covering the temperature range of the
ambient gas temperature of a diesel engine exhaust. They observed that at
high temperatures, after the linear region, the expected bubble formation,
distortion and microexplosions happened. This stage takes place due to the
formation of polymerization products on the droplet surface, forming an ex-
ternal crust. Further vaporization of water within the droplet increases the
internal pressure until a quick distortion occurs. This phenomenon was pre-
viously reported by [21]. If increasingly high gas temperatures were set, the
diameter decrease rate of the second region (after most of the water has evapo-
rated) exceeded the rate of the 𝐷2 𝑙𝑎𝑤 due to the presence of microexplosions,
as indicated in Subsection 2.5.3.5, which reduced the droplet sizes. On the
other hand, at lower temperatures (between 373 K and 423 K), no differenti-
ation between the water rates and urea evaporation rates was found, due to
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the moderation of the microexplosion events. From the original three droplet
evaporation regimes, Wei et al. [23] understood that the first one could be
subdivided into two, considering the temperature rise of the UWS droplet
until the water boiling point as one, followed by the 𝐷2 regime.

With respect to transforming the urea to ammonia through thermolysis
and hydrolysis reactions, some research has been done for later applying the
knowledge acquired to computational models. Fourier Transform Infra-Red
(FTIR) resulted useful for quantifying the thermolysis reaction of injected
urea [24]. Fang et al. [25] analyzed the urea degradation process using Ther-
mal Gravimetric Analysis (TGA) and Infra-Red (IR) spectroscopy to detect
the urea by-products formation. Two urea thermolysis stages were observed,
where the first involved generation of ammonia content, and the second in-
volved ammonia consumption. The second stage is highly undesirable as it
reduces the available ammonia for NOx reduction and promotes deposit for-
mation. The speed of thermolysis depends on the gas temperature [26], which
has been also reported to be incomplete under temperatures of 623 K for
residence times above 0.1 s, while at temperatures above 673 K the needed
time to complete is reduced. Isocyanic acid produced during thermolysis has
been reported to have high stability in the gas phase [27] and imply a risk in
space-limited systems. Certain catalysts have been reported to accelerate the
hydrolysis reaction [28].

Due to the time and space limitation for the UWS to undergo phase change,
spray impingement is a common phenomenon in SCR systems. The studies
focusing in this topic range from the impingement of single droplets [29, 30] or
of full UWS sprays [31]. They consider the impingement of the liquid droplets
into a wall that is located opposite to the injector location, and from there,
they try to assess the impingement process, film formation and deposit for-
mation as shown in Figure 3.3. Single droplet studies focus on classifying the
impingement regimes depending on the droplet We and the target wall tem-
perature (Figure 2.17). Through shadowgraphy, some studies have focused on
studying the effect of impingement of UWS droplets in porous walls [32], indi-
cating that the porosity lowers the critical We to transition to splash regimes,
in addition to lowering the 𝑇 * value to move from deposition/splash to re-
bound/breakup. The study found that high wall temperatures and porous
walls enhanced the rebound with breakup regimes, reducing the evaporation
time. This is not the only work focused on analyzing the modification of
impingement regimes of UWS droplets [33]. As described in the previous
chapter, film formation is dependent on the wall temperature and the pres-
ence or not of liquid on the surface. The main objectives of the research done
on spray impingement events are to assess the deposition risk of urea deposits
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and analyze the heat exchange between the walls and the impacting droplets.
The work from Shahariar et al. [31] has this goal. The wetting effect is in-
creased at low wall temperatures, making it more prone to film formation.
On the other hand, at high temperatures, thermal breakup and bouncing are
observed, decreasing this effect. The heat transfer between the walls and the
droplets is also increased, helping the evaporation and degradation of the im-
pinging droplets, and reducing the chances of film formation. One of the main
findings is the dependency of the deposit composition with the temperature,
such as biuret, cyanuric acid, ammeline, and melamine. When it comes to
characterizing full sprays, PDA techniques are very useful to determine which
droplets are impinging in the exhaust walls and which ones are entrained by
the cross-flow gas, and therefore evaporate before impacting the boundaries
of the system. Liao et al. [34] focused on this topic, showing that the droplets
with a diameter below 20 µm evaporate before reaching the opposite wall. For
larger droplets, the impingement rate increases until the value of 90 µm, from
where almost all droplets impact the surface. Using high-speed imaging, they
were able to identify all the processes prior to deposit creation. It was also
found that the regions where high liquid film deposition was formed matched
the regions that afterward created the most deposits.

Some additional work was carried out by Scheweigert et al. [35], who iden-
tified by Infra-Red Thermography (IRT) and high-speed imaging the evapo-
rated mass fraction of the formed liquid films at the different initial wall
temperatures. A maximum of urea evaporation was obtained at convective
and nucleate boiling, while at higher temperatures, Leidenfrost effect started
to appear, insulating the liquid film from the wall surface, and significantly
reducing the heat transfer towards the wall and the evaporation rate of the
urea.

Apart from characterizing the wall impingement, several parameters could
help preventing the formation of liquid films on the exhaust lines. According
to the study of Shi et al. [36], reducing the injection pressure of the atomizer
improved the mixing distance of the spray. In that way, a completely developed
spray was obtained at a closer distance to the injector orifice at a low injection
pressure. The angle of the atomizer with respect to the cross-flow gas can
also affect the development of the spray, showing a shorter mixing distance if
injecting in a perpendicular direction with respect to the gas flow direction.
Nonetheless, the larger wall-normal velocity component of the droplets implied
a greater amount of impinging droplets compared to injecting in a more co-
axial direction.
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3.3 Computational studies
As this review has shown, a large research community has allowed a general
understanding of each of the different physics taking place in UWS systems
to reduce the NOx emissions employing experimental methods. Nonetheless,
these methods implicitly have several limitations that prevent having an in-
detail description of UWS sprays. Several unknowns remain that need to
be further addressed. Experimental methods are limited in the information
obtained, whether they are intrusive or non-intrusive approaches. The com-
plexity of the physics, in addition to the different lengths and time scales that
take place within the problem, can imply introducing expensive experimental
campaigns, in addition to the time consumption for preparing the setup, per-
forming the experiment, and processing the data obtained. Computational
Fluid Dynamics (CFD) allows to have an in-detail view of the physical and
chemical processes undergone by the urea from its injection until its trans-
formation into NH3 through the discretization of the domain into discrete
volumes. This section summarize the main studies focused on UWS sprays,
and the main findings obtained are included. Ström et al. [37] assessed the
fidelity of Eulerian-Lagrangian methods to represent UWS sprays. They in-
dicated that the droplet motion was mainly described by buoyancy and drag
forces, although the droplet distortion could affect the drag coefficient and
modify the associated forces. Therefore, such distortion should be adequately
modeled, especially on large droplets where more distortion effects will occur.
Moreover, turbulent effects are high enough to be considered in CFD simula-
tions. The injection of UWS sprays involves a lot of different phenomena that
play an essential role for deNOx purposes. A visual representation of these
physics is shown in Figure 3.3.

Figure 3.3: Main processes undergone by UWS sprays, including the wall
impingement and deposit formation (from [38]).
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3.3.1 UWS evaporation

In a multi-component mixture, differences in evaporation behavior are ex-
pected. The vapor pressure of pure water is higher than for urea, and the
evaporation rate is also higher. For that reason, as the urea concentration
increases due to water depletion, gradients of temperature and species appear
within the liquid phase. Urea concentrates at the droplet surface, decreas-
ing the vapor pressure of the mixture, and diminishing its evaporation rate.
Initial computational studies focused on characterizing the phase change of
UWS droplets. Two computational models used to capture this effect were
compared by Birkhold et al. [38]. The Diffusion Limit (DL) model assumes
that diffusion phenomena drive the species and energy transport. This as-
sumption allowed capturing the greater urea concentration on the surface,
trapping the remaining water on the inside. On the other hand, Rapid Mix-
ing (RM) approach assumes infinitely high transport coefficients, showing a
uniform distribution of the mixture on the droplet. Then, the evaporation
rate is calculated according to the gradient in the concentration across the
interface. The evolution of the droplet evaporation for the two models is
shown in Figure 3.4 in which the evolution with time of a droplet mass is
analysed for the DL and RM models. The two models have little effect on the
evaporation of the water content while RM is more computationally efficient,
suggesting its use for later applications. Abu-Ramadan et al. [39] performed
a similar approach, comparing DL and RM models. The same conclusion was
obtained, as RM underpredicted the evaporation rate by less than 10%, while
having a more feasible approach. Nonetheless, the DL helps to explain some
phenomenon of the UWS evaporation curve, such as the microexplosion and
droplet size fluctuation in the second phase of UWS droplet evaporation (Fig-
ure 2.16), caused by the formation of a solid crust in the gas-liquid interface.
The vaporization of the inner urea content of the droplet increases internal
pressure until an explosion occurs. The DL model shows that the ideal condi-
tions for this by-product formation at the surface take place. Nonetheless, as
Fischer states [40], the droplets used in experiments performed by these au-
thors are considerably larger than the droplet sizes of industrial applications,
resulting in being unlikely to observe the creation of crust in the droplets for
real applications.

When assessing the phase change of the urea content, Birkhold et al. [8]
included in the RM model the capability of thermally decomposing it. Two
possibilities arised to tackle thermolysis. The first one evaporates the molten
urea into a gaseous state through a sublimation phenomenon, and then the
gaseous urea reacts to give a molecule of NH3 and HNCO. The second ap-
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Figure 3.4: Evolution of the mass of a droplet of UWS with time, according
to two evaporation models [8].

proach exploits the instability of gaseous urea, directly transitioning from
molten urea to the thermolysis products. Therefore, the melting, evapora-
tion, and thermolysis enthalpies are included in an Arrhenius expression. It
needs to be highlighted that in this approach, urea vaporization takes place
after no liquid water is present in the droplet. Nonetheless, it is stated that
the saturation pressure considered in this work is overestimated in compared
with experimental data [41]. Also, the authors highlight the possible uncer-
tainties that can arise when determining the Arrhenius expression parameters.
The approach of Abu-Ramadan et al. [39], on the other hand, allows vapor-
ization of urea before the complete phase change of water content through a
multi-component vaporization model. In that study the Arrhenius-type de-
composition and the urea vaporization model were compared, concluding that
the vaporization model works better in a single droplet study.

These introduced models, as described, do not consider undesired prod-
ucts produced through the polymerization of the urea (biuret, triuret, etc).
A semi-detailed model proposed by Ebrahimian et al. [42] considers their
formation. These reactions were obtained from the findings of several stud-
ies and the associated activation energies [25, 43–45], and proposed a 12-step
kinetic scheme that covered 9 reactions for dry conditions (water completely
evaporated) and 3 for aqueous urea conditions. The vapor pressure of the
UWS is obtained assuming that it changes with the increase in urea concen-
tration within the droplet. The non-ideality of the mixture is considered with
the non-random two-liquid (NRTL) activity model. This model provided a
suitable methodology for capturing the urea decomposition dynamics, and
explained to the formation mechanism of unwanted products. Nonetheless,
this approach is computationally more expensive than Arrhenius-type expres-
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sions, which could not handle unwanted products. Brack et al. [46] proposed
a 15-reaction kinetic scheme for the thermal decomposition of urea based on
the results obtained by TGA and an FTIR, in which several heating rates
were tested in the model.

3.3.2 Spray/wall interaction models

Another topic of great interest in UWS systems is the impinging of these sprays
into the exhaust and mixer walls. As mentioned, it is widespread in NOx after-
treatment systems that the spray collides with the solid surfaces, leading to
the possibility of deposit formation. That is why so many studies have focused
on developing proper predictive models for this interaction. Most of them try
to validate the obtained results with the outcomes from experimental stud-
ies explained in the previous section (Section 3.2). For example, Shahariar
et al. [31, 47] applied the Kuhnke and Bai-Gosman methods and compared
the results with experiments performed on quiescent conditions. Additionally,
information on wall cooling is also needed to predict the regions with a high
deposition risk. Those studies assessed the effects of the interaction in the
spray droplets. Wall temperature was revealed to have a high impact on the
spray development. Increasing the wall temperature increased the heat trans-
fer towards the droplets, implying more considerable front projection lengths,
smaller droplet sizes, and a faster phase change of the droplets. Apart from
impinging the exhaust walls, UWS sprays also impact on the mixer geometries
used to improve the flow uniformity and trigger secondary atomization. It also
is of a precursor of liquid impingement and deposit formation. Smith et al.
[48] developed a cross-flow facility in which a mixing element is introduced,
and a computational model was included for the deposit prediction through an
adapted multi-regime Bai-Gosman approach from [40]. It was observed that
the primary wall impingement zones implied continuous dilution and high film
dynamics, which prevented the solid nuclei from growing in there. It was on
the regions where no continuous spray impinging took place where the solid
deposits appeared. The regions where urea locally solidified were enhancers
of further deposit formation. Although through experimental means, it took
4 h to conclude on the regions where deposits were created, on computational
means, only 20 s were captured to make the simulations feasible, and from the
collected information, predictions were made. The deposition risk is assessed
through a Wall Film Dynamics (WFD) coefficient which introduced the max-
imum and minimum accumulated film mass over a period of time. In that
sense, high WFD implies low deposition risk, and vice-versa. For the mixer
of study, it could be detected that even though the rear side of the mixer
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geometry was not exposed to the initial footprint, it was still wet, and due to
its low WFD, it was a precursor of deposit formation. Börnhorst et al. [49]
implemented the urea kinetic model that Brack et al. [46] proposed into a
CFD code. Wall-impingement was also considered, together with wall-cooling
and evaporative cooling. To consider the different time-scales of the different
phenomena taking place, a single injection event was simulated, from which
source terms for the conservation equations were calculated and introduced
into a subsequent simulation with larger time step values. The comparison
between experimental and computational film results showed relatively good
agreement in projected film area and wall temperature variation due to spray
cooling.

3.3.3 Treatment of the spray

Lagrangian approaches are generally employed to characterize the UWS spray
by computational means. The droplet spray size and velocity distributions for
typical injection applications are obtained thanks to breakup models. These
models recreate when a droplet of determined size and velocity should break
into smaller droplets or not. Generally, a droplet with the diameter of the ori-
fice is injected, and the model starts working. For UWS, it has been severely
reported that due to the low injection velocities the droplet We number is
below the breakup threshold [7, 50, 51]. Therefore, breakup is not expected,
making it useless to employ well-established breakup algorithms. Hence, com-
putational UWS studies use experimentally-defined droplet size distributions.
Over those distributions, a Rosin-Rammler fitting is done (e.g. Nocivelli et al.
[52]), and the distribution is introduced into the model. Secondary breakup
models can be used [51], such as the KH-RT, but those are not expected to
trigger breakup. Nonetheless, Khan et al. [53] indicated that there are no
guidelines on obtaining the Rosin-Rammler parameters to represent the spray
properly, and little work has been done on the velocity distributions. The work
indicates a set of steps to obtain the optimum parameters. Other studies [54]
have tried to improve the representation of the dispersed phase by introducing
two Rosin-Rammler distributions to represent the differences in diameter be-
tween the spray core and its outskirts. The inner cone represented the dense
region of the spray, with a higher characteristic diameter than the representa-
tion of the dilute region. This approach also helped in representing the spray
impingement process, as an underprediction of the wall film deposition was
found on standard Lagrangian approaches.

As indicated by Ström et al. [37], turbulent effects affect the spray de-
velopment of UWS jets. The associated computational studies generally
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use Reynolds-Averaged Navier-Stokes (RANS) approaches, assuming isotropic
turbulence, in which k-𝜖 model is used [38, 55–57]. In their work, Fischer et al.
[58] performed a study on the influence of turbulence modeling on SCR sys-
tems. Two k-𝜖 models were assessed (RNG and high Re) against a Reynolds
Stress Model (RSM). The turbulent kinetic energy (TKE) and the dissipation
after the swirl were adequately captured by the RSM model, improving the
ammonia uniformity underestimation suffered from k-𝜖 models. They also re-
ported high numerical diffusion on first-order spatial discretization schemes
using state-of-the-art mesh element sizes. The computational effort of RSM
models resulted in 20% more expensive than standard k-𝜖 modeling. Large
Eddy Simulation (LES) are more demanding in computational resources but
provide a more realistic representation of the unsteady flow in after-treatment
applications. Hence, not many studies can be found in the literature that use
the LES approach. However some works suggest that they would be helpful
to properly know the working behavior of mixer geometries [59]. One of them
is the study performed by Nishad et al. [60], where the spray dynamics under
cross-flow conditions were captured. The Wall-Adapting Local Eddy-Viscosity
(WALE) subgrid model was used as most of the turbulence was assumed to be
wall-bounded. As in presented experimental studies, water-spray characteris-
tics were compared to the dynamics of the UWS, both showing a similar trend,
reaching the same outcomes that were given by experimental means [34]. Hy-
brid RANS-LES have also been used for high-pressure SCR sprays [61], where
the near-wall regions model all the turbulent scales (RANS), while the LES
equations are used for the regions away. This study performed a preliminary
validation analysis on the turbulent boundary layer on the exhaust wall. The
better representation of the spray due to the hybrid approach allowed assess-
ing the largest UWS droplet diameter that could completely evaporate for the
tested pipe. Additionally, it was found that the characteristic size of the spray
did not significantly affect the uniformity of the vapor phase.

As mentioned, Lagrangian-Eulerian methods are an efficient technique to
recreate the disperse phase of the spray. Trying to recreate both the gas and
liquid phase in an Eulerian way would result in significantly more computa-
tionally expensive model. However, this approach allows characterizing the
near-field spray dynamics, such as the primary and secondary breakup of liq-
uid sprays, and avoid the need to calibrate breakup models. Additionally,
the time scales of the near-field dynamics are smaller than the ones of the
macroscopic spray development, as seen in Figure 3.5.

For that reason, Eulerian-Eulerian models are only used to characterize
near-field dynamics, predict the breakup outcomes, and use this data to ini-
tialize Lagrangian-Eulerian models. The amount of research done using this
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Figure 3.5: Different time scales associated with the different phenomena that
take place in UWS applications (from [62]).

technique is therefore limited. On low-injection pressure sprays, Ishimoto et al.
[63] recreated the orifices of a gasoline injector and simulated the breakup of
the spray in the first millimeters. They could assess the intact core length for
the velocity studied and the droplet size distribution functions. Macroscopic
data such as the initial spray angle matched data experimentally obtained. It
was in 2017, when the first Eulerian-Eulerian simulation was carried out on
UWS sprays. Edelbauer et al. [64] characterized the primary breakup of a
UWS injector through a LES simulation of one of the three orifices that with
a 10 mm long domain was attached to the orifice exit, and the domain was dis-
cretized by a static mesh. In it, the minimum element size was 8 µm, which de-
termined the minimum droplet size that could be detected. Establishing that
minimum element size resulted in a mesh of 173.66 million elements, which
gives an insight into the computational cost of performing Eulerian-Eulerian
simulations. The interface reconstruction algorithm used was the Compressive
Interface Capturing Scheme for Arbitrary Meshes (CICSAM) approach, based
on the work from Hirt and Nichols [65]. This approach showed good agree-
ment between the droplet size distributions and the characteristic diameters
generated at the primary breakup phenomena. At the last 3 mm, a droplet
evaluation algorithm was introduced, which allowed coupling the results ob-
tained with an Eulerian-Lagrangian simulation, so that cheaper simulations
could be initialized without the need for previously known droplet size dis-
tributions. Edelbauer et al. [66] also applied the same methodology to the
injector of the study of Ishimoto et al. [63], but with a finer mesh and five
times the original number of cells. It was highlighted the need of LES equa-
tions to characterize the highly transient flow that contributes to the liquid
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jet primary breakup. Additionally, the droplets were further characterized by
identifying the non-spherical droplets and detecting their different ligament
topologies.
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Chapter 4

Computational Methodology

“Remember that all models are wrong; the practical question is how wrong do
they have to be to not be useful.”

—George P.E. Box

4.1 Introduction
As mentioned in Chapter 1, the primary purpose of the doctoral Thesis is to
develop a computational framework capable of describing the relevant pro-
cesses associated with the injection of Urea Water Solution (UWS) jets for
after-treatment applications. To address this objective, the near and far-field
flow of a UWS injector will be characterized using a commercial Computa-
tional Fluid Dynamics (CFD) package, specifically the CONVERGE software.
Regarding the near-field characterization, two computational approaches will
be carried out. One injection chamber will be recreated reproducing the far
field region, although several approaches will be shown. In both of them and
to reduce the computational cost of these simulations, an automated meshing
approach has been used with a dynamic mesh generation named Adaptive
Mesh Refinement (AMR) to refine the mesh only where it is needed. Either
Volume-Of-Fluid (VOF), Mixture Model (MM) or Discrete Droplet Modeling
(DDM) models will be chosen to represent the liquid phase.

The relevant processes of the UWS are different both in time and space
scales. Although the different processes undergone by the UWS jet are depen-
dent on each other, recreating its injection under a single simulation would
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result in a highly expensive approach. For that reason, it is common in spray-
related research to separate the near-field and the far-field dynamics into dif-
ferent simulations whose results are coupled off-line.

The near-field simulations will focus on characterizing the hydraulic be-
havior of the injectors of interest, in addition to representing the primary
breakup phenomena at the typical after-treatment working conditions. The
time scales and the mesh resolution are critical to properly capture all the
droplets generated from the atomization process. The far-field characteriza-
tion has larger time and space scales, and therefore the mesh resolution will
not need to be as high as in the near-field. In this region, the most relevant
characteristics to be assessed will be the macroscopic depiction of the spray,
the droplet evaporation, the urea content degradation, and the spray/wall im-
pingement with the nearby surfaces. This characterization will be performed
on a three-hole UWS injector.

When needed, the outcomes from experimental studies will be used to
validate and calibrate the models used and check the sanity of the obtained
results. These models will be in charge of representing the effect of the tur-
bulence upon the development of the liquid phase, the primary breakup, and
the phase change reactions. The selection of these models will be done in the
stage of pre-processing, and they will be selected based on their applicabil-
ity to the specific problem of interest. The description of the computational
methods used in addition to the representation of the physical devices used
will be included in the following sections. The simulations will be based on the
numerical discretization of the Navier-Stokes equations, which are responsible
for representing the flow-field and will be presented in Section 4.2. As men-
tioned, turbulence effects have to be considered, depending on the relevant
scales of the problem, LES or RANS approaches will be used, which will be
shown on Section 4.2 as well.

4.2 Computational Fluid Dynamics Modeling
The CFD method is a part of the fluid dynamics field, which tries to study
the governing laws of the fluids under different conditions by using numerical
methods. The theoretical equations obtained through research to depict the
behavior of the flow field are usually not feasible to be solved analytically.
Numerical discretization is then applied to those equations by dividing the
geometry of interest into a set of small volumes. This technique is commonly
known as Finite Volume Method (FVM). In each of these volumes, the con-
servation of the variables of interest is always satisfied. The advantage of this
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method is that it allows reaching where experimental methods are not able to,
with a high level of detail. Additionally, with properly made CFD modeling,
the costs associated with building and preparing an experimental campaign
are avoided.

With respect to the characterization of after-treatment sprays, CFD ap-
proaches are challenging to apply as several physical events take place in short
amounts of time. Additionally, these systems can have high Reynolds num-
bers within the injector due to accelerations, and low velocities once the fluid
has been injected. Flow turbulence needs to be addressed to capture the ef-
fect of the surrounding gas on the injected fluid. Additionally, the generated
droplets have sizes smaller than the Kolmogorov scale [1], while the integral
scale can be considerably higher. This implies that not all turbulent scales
can be solved simultaneously without compromising the computational cost of
the simulation. This section will aim to provide an insight into the equations
used to perform the numerical calculations, and show how the difficulties as-
sociated with the problem of interest have been dealt with, in addition to the
sub-models used to represent the spray droplets and their phase change.

4.2.1 Navier-Stokes equations

The dynamics of the gas and liquid flow during the injection process are
governed by the Navier-Stokes equations, which represent the momentum,
mass, and energy conservation equations [2, 3]. The representation of the
continuity, momentum, and internal energy for compressible fluids is given by
Equations 4.1, 4.2, and Equation 4.3 respectively.
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For multi-component problems, the species transport equation (Equa-
tion 4.4) is also considered. In that expression 𝜌𝑚 = 𝑌𝑚𝜌, being the density of
each one of the fluids within the domain, and 𝑌𝑚 represents the mass fraction
of each species, while 𝑛 is the total amount of species considered.
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In these transport equations, the source terms are indicated by 𝑆𝑥, repre-
senting for example the evaporation or condensation on the continuity equa-
tion, the body forces in the momentum equation or the condensation latent
heat on the energy expression. Additionally, 𝜌, 𝜇 and 𝑒 stand for the density,
viscosity and specific internal energy. 𝛿𝑖𝑗 is the Kronecker delta, 𝜏𝑖𝑗 is the
Reynolds stress, and 𝜎𝑖𝑗 is the stress tensor. Lastly, 𝐷diff , ℎ𝑚 and 𝑌𝑚 show
the mass diffusion, the enthalpy heat and the species mass fraction.

4.2.2 Turbulence modeling

The turbulence is the chaotic three-dimensional structures that are formed on
a high Reynolds fluid flow. Its presence implies a higher energy dissipation,
mixing, drag, and heat transfer [4]. Representing the wide range of spatial
and temporal scales is a challenge that computational methods have to deal
with. Solving all these scales directly would result in excessively computation-
ally expensive simulations. Therefore several modeling techniques are usually
employed, which can be narrowed down into three main approaches: Reynolds-
Averaged Navier-Stokes (RANS), Large Eddy Simulation (LES), and Direct
Numerical Simulation (DNS).

• RANS approach does not solve the fluctuating flow variables, but con-
siders the mean flow characteristics by averaging them. To do so, the
instantaneous flow variables are decomposed into mean and fluctuat-
ing components. This decomposition (usually referred to Reynolds de-
compositions) is applied to the Navier-Stokes equations previously in-
troduced. By doing so, additional terms appear on the mean equa-
tions which account for the interaction between turbulent structures.
To model these new terms, additional equations are included in RANS
methods. Additionally, the unsteady behavior on mean flow proper-
ties can be captured by Unsteady RANS (URANS) methods. This is
achieved by using averaging periods considerably smaller than the time
scale of the unsteady mean flow, but still larger than the time scale of
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the turbulence fluctuations [5]. Modeling all the turbulent scales reduces
the computational cost, and therefore most of the industrial studies are
done with this approach.

• LES aims to solve the largest generated eddies (integral scales and iner-
tial range scales), while the smallest turbulent scales (dissipative) scales
are modeled. This differentiating is done using a space filtering of the
Navier-Stokes equations (which is usually done thanks to the grid size),
solving only the largest structures. The effects of the smallest turbulent
structures are taken into account using sub-grid scale (SGS) models,
helping the smallest resolved structures to dissipate. A sufficient amount
of energy needs to be solved in this approach, implying sufficiently small
mesh elements are required. This leads to an increase in computational
power, being unfeasible for complex geometries.

• DNS does not model any of the turbulent scales but solves the mean and
fluctuating flow variables for all the fluctuating scales present. There-
fore, a substantial amount of small-enough mesh elements are needed
in order to capture the integral scales as well as the Kolmogorov scales.
Additionally, capturing the fastest flow fluctuations implies solving the
Navier-Stokes equations at a sufficiently small time step. The cost for
DNS is therefore higher than for LES approach. For that reason, and
being unnecessary to have such a high level of detail, industrial applica-
tions do not employ this technique, and it is generally used for scientific
purposes to further understand turbulence.

A visual comparison of the behavior of the three described turbulence
approaches has been included in Figure 4.1. In it, a temporal evolution of
a flow variable 𝜑 in a specific point in space is included. DNS approach
shows a highly unsteady variable fluctuation due to the contribution of the
large and small scales. On the opposite side, URANS modeling does not
show any fluctuation contribution from the turbulent scales, while obtaining
the variable mean characteristics. Between the both of them, LES filters the
smallest fluctuations, while captures the largest structures.

As the cost of performing DNS would be excessive for the purposes of this
thesis, only RANS and LES approaches will be used. For that reason, these
will be further described in the following pages.

4.2.2.1 Reynolds-Averaged Navier-Stokes

Applying the Reynolds decomposition to the Navier-Stokes equations and re-
taining the mean contribution of the flow introduces additional terms known
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Figure 4.1: Temporal evolution of a flow variable represented by RANS, LES
and DNS approaches.

as the Reynolds stress tensor, which represent the effect of flow turbulence.
In order to solve the full set of variables, additional equations are needed to
close the problem. Several linear eddy viscosity models are available for this
purpose that can be classified depending on the number of additional trans-
port equations introduced. For example, algebraic (zero-equation) models can
directly model the turbulence from the flow variables, but cannot obtain the
convection and diffusion of the turbulent energy. An example of this ap-
proach is the Baldwin and Lomax model [6] or the Cecebi-Smith approach
[7]. One-equation models introduce an additional transport equation to solve
a turbulent property, such as the kinematic turbulent viscosity. An exam-
ple of these are the Prandtl model [8] or the Spallart-Allmaras approach [9].
Two-equation models allow accounting for the convection and diffusion effects
of turbulence. This approach is the most commonly used for RANS applica-
tions, and among them the most employed are the 𝑘 − 𝜖 [10] or the 𝑘 − 𝜔 [11]
models. In these, in addition to including an equation for the turbulent kinetic
energy (𝑘), include a second equation for the turbulent dissipation rate 𝜖 and
the specific dissipation 𝜔 respectively. Lastly, Reynolds Stress Model (RSM)
is a higher fidelity turbulence model that attempts to directly compute the
Reynolds stress tensor.

The 𝑘 − 𝜖 𝑅𝑁𝐺 model has been traditionally used for spray-like applica-
tions [12–16] which gave reasonable results, more specifically on low-velocity
sprays [17, 18] as in UWS applications. For that reason, this model will be
used when RANS simulations have been needed, hence a deeper explanation
is included.



4.2. Computational Fluid Dynamics Modeling 83

k − 𝜖 RNG

The 𝑘 − 𝜖 𝑅𝑁𝐺 model aims to determine the Reynolds stress tensor,
which takes the shape of Equation 4.5. In it, the stresses are proportional to
the mean rates of deformation according to the Boussinesq assumption [19].
In it, the turbulent viscosity term appears (𝜇𝑡), the strain rate (𝑆𝑖𝑗) and the
turbulent kinetic energy (𝑘) need to be addressed. The turbulent viscosity
depends additionally on 𝑘 and 𝜖 via Equation 4.6, where 𝐶𝜇 is a constant.

𝜏𝑖𝑗 = 2𝜇𝑡𝑆𝑖𝑗 − 2
3𝛿𝑖𝑗

Å
𝜌𝑘 + 𝜇𝑡

𝜌�̃�𝑖

𝜕𝑥𝑖

ã
(4.5)

𝜇𝑡 = 𝜌𝐶𝜇
𝑘2

𝜖
(4.6)

The Re-Normalisation Group (RNG) method [20] allows the Navier-Stokes
equation to include the effects of the turbulence smaller scales by a random
function application, as on the original 𝑘 − 𝜖, the eddy viscosity was obtained
from a specific length scale, hence only depicting the contribution of a speficied
length scale. The 𝜖 equation is modified for that purpose, taking the shape of
Equation 4.7, in which is similar to the standard 𝑘 − 𝜖 except for the 𝐶*

2 term.

𝜕 (𝜌𝜖)
𝜕𝑡

+ 𝜕 (𝜌𝜖𝑢𝑖)
𝜕𝑥𝑖

= 𝜕

𝜕𝑥𝑗

ïÅ
𝜇 + 𝜇𝑡

𝜎𝜖

ã
𝜕𝜖

𝜕𝑥𝑗

ò
+ 𝐶1𝜖

𝜖

𝑘
𝑃𝑘 − 𝐶*

2𝜖𝜌
𝜖2

𝑘
(4.7)

Where 𝐶*
2𝜖 term is given by Equation 4.8 and 𝜂 by Equation 4.9.

𝐶*
2𝜖 = 𝐶2𝜖 + 𝐶𝜇𝜂3 (1 − 𝜂/𝜂0)

1 + 𝛽𝜂3 (4.8) 𝜂 =
√

2𝑆𝑖𝑗𝑆𝑖𝑗𝑘

𝜖
(4.9)

On the other hand, the transport equation for the turbulent kinetic energy
is given by Equation 4.10.

𝜕 (𝜌𝑘)
𝜕𝑡

+ 𝜕 (𝜌𝑘𝑢𝑖)
𝜕𝑥𝑖

= 𝜕

𝜕𝑥𝑗

ïÅ
𝜇 + 𝜇𝑡

𝜎𝑘

ã
𝜕𝑘

𝜕𝑥𝑗

ò
+ 𝑃𝑘 − 𝜌𝜖 (4.10)

The coefficients 𝐶𝜖 take into account expansion and compression effects.
In the RNG approach, the constant values are explicitly obtained, while the
𝛽 constant is obtained experimentally. The values obtained by Yakhot et al.
are given by Table 4.1.
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Model constant Value
𝐶𝜇 0.0845
𝐶𝜖1 1.42
𝐶𝜖2 1.68
𝜎𝜖 0.7194
𝜎𝑘 0.7194
𝜂 4.38
𝛽 0.012

Table 4.1: RANS 𝑘 − 𝜖 RNG constant values.

4.2.2.2 Large Eddy Simulation

Although RANS models have been suitable for a large amount of turbu-
lence problems, they account for the contribution of all large and small scales
through one turbulence model, while their behavior is different. Large eddies
are more anisotropic, driven by the domain geometry, while the smaller scales
are almost isotropic [3]. Alternative turbulence models try to separate the
scales and characterize the behavior of the larger scales through an unsteady
simulation, while accounting for the small fluctuations through models thanks
to their isotropic characteristics. That is the case with Large Eddy Simulation
(LES).

The mathematical separation of the scales is done by a filtering function
(𝐺 (𝑥, 𝑥′, Δ)) whose defining parameter is the cutoff width Δ, and the filtered
variable 𝜑 (𝑥, 𝑡) takes the shape of Equation 4.11.

�̄� (𝑥, 𝑡) ≡
∞∫︁

−∞

∞∫︁
−∞

∞∫︁
−∞

𝐺
(
𝑥, 𝑥′, Δ

)
𝑢
(
𝑥′, 𝑡

)
𝑑𝑥′

1𝑑𝑥′
2𝑑𝑥′

3 (4.11)

In LES formulation the overbar symbol implies the filtered variable. In CFD,
the cutoff width Δ is determined by the size of the grid elements (Equa-
tion 4.12).

Δ = 3
√

Δ𝑥Δ𝑦Δ𝑧 (4.12)

By applying the filtering operation, the flow variables are decomposed into a
resolved part (𝜑𝑖) and a modeled part (𝜑′

𝑖) as shown in Equation 4.13.

𝑢𝑖 = 𝑢𝑖 + 𝑢′
𝑖 (4.13)
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By applying this decomposition to the Navier-Stokes equations of the ve-
locity field (Equation 4.2) the filtered Navier-Stokes equations are obtained
(Equation 4.14).

𝜕 (𝜌�̃�𝑖)
𝜕𝑡

+ 𝜕 (𝜌�̃�𝑖�̃�𝑗)
𝜕𝑥𝑗

= − 𝜕𝑃

𝜕𝑥𝑖
+ 𝜕�̄�𝑖𝑗

𝜕𝑥𝑗
− 𝜕𝜏𝑖𝑗

𝜕𝑥𝑗
(4.14)

In the previous equation, the contribution of the sub-grid turbulence ef-
fects is included in the 𝜏𝑖𝑗 term, defined as the sub-grid stress tensor, whose
development is shown in Equation 4.15. This term is the focus of the numerous
sub-grid models that are commonly used for LES applications.

𝜏𝑖𝑗 = 𝜌 ( ˜𝑢𝑖𝑢𝑗 − 𝑢𝑖𝑢𝑗) (4.15)

By expanding the SGS stresses, three different terms are observed. One
of them is due only to the resolved fluctuations, a second one happens due to
the interaction between the resolved scale and the SGS effects. It is the third
term that represents the Reynolds stresses which is solely affected by the SGS
structures.

For the LES simulations carried out in this work, zero-equation models
have been used to model the SGS term. From them, the Dynamic Smagorin-
sky approach has been employed due to its advantages in modeling the turbu-
lent viscosity term for a wide range of problems, compared to the traditional
Smagorinsky SGS model. Therefore, it will be briefly described here.

Dynamic Smagorinsky SGS model
The Dynamic Smagorinsky approach is based on the original Smagorinsky
model [21]. In it, the turbulent viscosity was related to the magnitude of the
strain rate tensor and the cell size. Therefore, the SGS stresses are developed
as in Equation 4.16.

𝜏𝑖𝑗 = −2𝑆𝑖𝑗𝜈𝑡 = −2𝑆𝑖𝑗𝐶2
𝑆𝐺𝑆Δ2√𝑆𝑖𝑗𝑆𝑖𝑗 (4.16)

The value of the model constant 𝐶𝑆𝐺𝑆 was initially approximated by Lilly
[22] by analyzing the decay rates of turbulent eddies in the inertial range.
Nonetheless, other authors suggested other constant values for turbulent chan-
nel flow cases. These differences in the constant value are due to the effect of
the mean flow shear, indicating that the small scale fluctuations do not behave
equally for all the cases, so an adjustment of the 𝐶𝑆𝐺𝑆 might be needed. The
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Dynamic Smagorinsky model tries to overcome this problem by determining
its local value for a broad range of flow situations.

In it, a second filtering operation with a second filter width is applied. The
contribution of the resolved scales on the stress term (Leonard term, 𝐿𝑖𝑗) is
obtained by the difference between the stress tensor of the original and the
second filtering operation (referred to as Germano identity [23]). From it, an
expression to designate the value of 𝐶𝑆𝐺𝑆 is given by Equation 4.17, which is
the result of a least-squares approach to evaluate the values of the constant
[24]. In this expression, 𝑀𝑖𝑗 depends on the strain tensor and the filter width
of the second filtering operation .̂

𝐶𝑆𝐺𝑆 = 𝑀𝑖𝑗𝐿𝑖𝑗

𝑀𝑘𝑙𝑀𝑘𝑙
(4.17)

4.2.3 Liquid phase representation

UWS applications imply multi-phase, multi-component flows that interact
with each other. Specifically, the liquid phase suffers a large amount of events
that contribute towards the main goal of deNOx after-treatment systems,
which is showing a proper flow disruption, leading to a primary breakup event
that tries to minimize the size of the generated UWS droplets. Historically,
there are two differentiated ways of representing the liquid phase in com-
putational fluid dynamics. Each one of them has distinct philosophies and
certain advantages and disadvantages that result in different applicability for
spray injection systems. The two typologies are known as Eulerian-Eulerian
or Eulerian-Lagrangian, and both of them are used within this work.

4.2.3.1 Eulerian-Eulerian treatment

The Eulerian-Eulerian approach to represent the liquid phase makes use of the
very same domain discretization as the gas phase, therefore having a continu-
ous transport field. What is characteristic of this method is the tracking of the
liquid-gas interface by the computation of the void fraction (𝛼) in each one of
the volumes the domain has been discretized in. The void fraction represents
the ratio of gas volume respect to the cell total volume (Equation 4.18).

𝛼 = 𝑉𝑔𝑎𝑠

𝑉𝑐𝑒𝑙𝑙
(4.18)

This method is capable of dealing both with compressible and incom-
pressible fluids. However, for the low-pressure applications, as it is the case
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for UWS applications, it can be assumed that the liquid is incompressible,
while the gas components are compressible. During this work, two different
Eulerian-Eulerian approaches have been taken to track the behavior of the
UWS mixture with the surrounding air.

Mixture Model

The Mixture Model tracks the presence of the liquid phase by solving the
species transport equation (Equation 4.4). Then, the void fraction is built
from the species mass fraction within each cell. The sum of the mass of gas
species is computed, and the remaining mass is understood as the liquid mass,
as it is shown in Equations 4.19 and 4.20. In them, 𝑛𝑔 is the total amount of
gas species, 𝑚𝑔 is the corresponding‘ total mass fraction, and 𝑚𝑙 is the total
liquid mass fraction.

𝑚𝑔 =
𝑛𝑔∑︁

𝑚=1
𝑌𝑚 (4.19) 𝑚𝑙 = 1 − 𝑚𝑔 (4.20)

From there, the void fraction can be computed according to Equation 4.21.

𝛼 = 𝑚𝑔

𝜌𝑔

Å
𝑚𝑔

𝜌𝑔
+ 𝑚𝑙

𝜌𝑙

ã−1
(4.21)

The advantage of the Mixture Model approach is that it allows multi-
component-made liquid phases, as it is the case for the UWS (a urea-water
mixture). The main drawback is that without the use of interface recon-
struction schemes, the liquid-gas interface remains diffusive, and therefore
the shape of such interface remains unknown. This approach is capable to
characterize compressible or incompressible liquids, although as mentioned,
for its application to UWS injection systems, the liquid phase can be treated
as incompressible due to its low-pressure conditions.

Volume-Of-Fluid

The Volume-Of-Fluid (VOF) approach is based on the marker-and-cell
method [25]. This approach does not make use of the species transport equa-
tion but includes an additional transport equation for the volumetric void
fraction 𝛼 along with the rest of the Navier-Stokes equations. It takes the
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shape of Equation 4.22, and therefore tracks the evolution of the void fraction
field along the domain.

𝜕𝛼

𝜕𝑡
+ 𝑢 · ∇𝛼 = 0 (4.22)

Based on the resolution of the 𝛼 field, it can be obtained whether a cell
is filled with gas or liquid. Additionally, the cell density (Equation 4.23) and
viscosity (Equation 4.24) can be extracted based on the void fraction value
through linear relationships.

𝜌 = 𝜌𝑔𝛼 + 𝜌𝑙 (1 − 𝛼) (4.23)

𝜇 = 𝜇𝑔𝛼 + 𝜇𝑙 (1 − 𝛼) (4.24)

As the void fraction is tracked along the domain, and not the individual
species that the liquid phase is composed of, the VOF approach does not
allow the inclusion of multi-component liquid phases, but can only model
single-component fluids. In the simulations carried out for this Thesis, the
similarities shown by the studies shown in Chapter 3 between UWS and pure
water have been accepted. Then, water has been used as surrogate liquid in
these simulations.

Reconstruction of the liquid interface

The resolution of the convective terms in the Navier-Stokes equations for
VOF approaches (including transport of 𝛼) generally introduces numerical
diffusion effects due to the use of an Upwind Differential Scheme (UDS) or
dispersion of the solution when using Central Differential Schemes (CDS) [26].
Therefore, the interface between both phases is not accurately captured and
additional interface reconstruction schemes are needed. Two types of interface
reconstruction are shown in Figure 4.2.

In this work, a donor-acceptor interface reconstruction scheme proposed
by Waclawczyk and Koronowicz [28] is employed, named High Resolution
Interface Capturing (HRIC). The HRIC scheme is based on a blending function
that transitionally smooths upwind and downwind differencing schemes to
satisfy the Convective Boundedness Criterion (CBC). The dynamic blending
between differencing schemes allows capturing the local distribution of the
void fraction.
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Figure 4.2: VOF reconstruction of the interface. (a) Real interface position
(b) Donor-Acceptor reconstruction scheme (c) Piece-wise linear reconstruction
(from [27]).

Surface tension modeling

For low-velocity atomizing applications, as it is on UWS applications, the
importance of the surface tension forces increases as the inertial forces lose
significance. The effect of the surface tension is also included in the VOF
model through the inclusion of a source term in the momentum transport
equation (Equation 4.2). This force only acts on the liquid surface, and helps
to maintain equilibrium between the inward inter-molecular attractive forces
and the outward pressure gradient force between the liquid and gas. As the
interface between both phases is not tracked explicitly, but the void fraction
is a continuum field, a Continuum Surface Force (CSF) model is used [29]. In
it, as it happens for the void fraction field, the surface tension is also modeled
as a continuous field.

4.2.3.2 Eulerian-Lagrangian treatment

The second possibility of representing the liquid phase from sprays is the called
Eulerian-Lagrangian approach, or Droplet Discrete Model (DDM). In it, the
Eulerian description of the gas flow is coupled with a Lagrangian method of
tracking the liquid droplets. These droplets are introduced into the compu-
tational domain using parcels, which are groups of drops that share the same
characteristics (size, temperature, and velocity) that statistically represent
the spray. As they are treated in a Lagrangian way, the reference frame of
the liquid phase moves with the position of the particles. In each iteration,
the parcels and the discretized volumes interact with each other, exchanging
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mass, momentum and energy. Numerically, the motion of the parcels can be
determined by solving ordinary differential equations, while the coupling with
the Eulerian frame is done by treating the parcels as source terms, suitable
for the partial differential Navier-Stokes equations. In this way, the represen-
tation of the liquid phase is significantly cheaper. The equation that rules the
motion of each one of the parcels is given by Equation 4.25.

𝜌𝑙𝑉𝑑
𝑑𝑢𝑖

𝑑𝑡
= 𝐹𝑑,𝑖 (4.25)

In it, 𝜌𝑙 represents the liquid density, 𝑉𝑑 is the droplet volume, and 𝐹𝑑,𝑖 is
the sum of drag forces and gravitational forces (Equation 4.26).

𝐹𝑑,𝑖 = 𝐹𝑑𝑟𝑎𝑔,𝑖 + 𝐹𝑔,𝑖 = 𝐶𝐷𝐴𝑓
𝜌𝑔|𝑈𝑖|

2 𝑈𝑖 + 𝜌𝑙𝑉𝑑𝑔𝑖 (4.26)

Nonetheless, the interaction between the discrete parcels and the Eulerian
frame needs some consideration. As shown by the previous equation, the ex-
change between phases is done in two ways, from the droplet to the gas, and
from the gas to the liquid. The force exerted on a liquid particle is generally
applied to the centroid of the droplet. It needs to be calculated based on
the undisturbed gas velocity where the droplet center is located. The undis-
turbed velocity is represented by the gas velocity without the effect of the
presence of the droplet. For small-enough droplet sizes, the perturbation ex-
erted on the flow by the particle is negligible. In those cases, the fluid velocity
of the cell would equal the fluid velocity on the undisturbed situation, and
therefore the force calculation can be done without problems. In the case of
greater-than-cell particle sizes, this is not applicable, as the disturbance of the
droplet on the flow is significant, and the fluid velocity of the cell does not
equal the undisturbed case. Therefore, for Eulerian-Lagrangian frameworks,
it is important to have significantly large cell-to-droplet diameter ratios. If
not, an incorrect calculation of the disturbed gas velocity would imply a error
in the droplet force, and an unrealistic effect of the droplet presence on the
fluid velocity [30, 31]. Additionally, with larger than cell droplets, the simu-
lations would be more similar to an Eulerian-Eulerian approach, as shown in
Figure 4.3.

Drop drag

As it has been already mentioned, obtaining the drag force exerted by
the gas phase into the parcel is a critical step. During this work, the Taylor
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Figure 4.3: Droplet representation at different grid resolutions (From [32]).

Analogy Breakup (TAB) developed by O’Rourke and Amsden [33], was im-
plemented. In it, the deformation of a droplet is characterized by assuming
the droplet as a damped forced oscillator (Equation 4.27), where 𝑥 represents
the displacement of the drop from its spherical shape.

𝐹 − 𝑘𝑥 − 𝑑�̇� = 𝑚�̈� (4.27)

Based on that, and by specifying certain model constants (𝐶𝑘, 𝐶𝐹 , 𝐶𝑏),
the model accounts for that drop distortion by linearly modifying the drag
from a perfectly spherical to a disk-shaped droplet [34] (Equation 4.28).

𝐶𝐷 = 𝐶𝐷,𝑠𝑝ℎ𝑒𝑟𝑒 (1 + 2.632𝑥) (4.28)

When it comes to computing the effect of the momentum exchange from
the Lagrangian particle to the Eulerian mesh, a nearest-node approach is
followed, using a Taylor series expansion to calculate the Eulerian field velocity
where the particle is located.

Coalescence model

In order to represent droplet collision effects depicted in Subsubsec-
tion 2.5.3.3, the No Time Counter (NTC) method has been employed. It
is based on the techniques used in gas dynamics for Monte Carlo calculations,
and it is faster and more accurate than the traditional O’Rourke model [35].
It is derived from the probability model for stochastic collision. It sorts the
parcels into groups residing in a determined cell, and picks an stochastic sub-
sample of the possible collision pairs. Further information about this method
can be found in the work of Schmidt and Rutland [36].
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Primary and secondary breakup

To take into account the primary and secondary breakup of the injected
spray using the DDM technique, several models are available in the literature.
The jet instabilities need to be accounted for to predict the consequent droplet
size distribution from that primary breakup event. Nonetheless, in this study
the input of the DDM model is already the outcomes of such primary breakup.
The Kevin-Helmholtz (KH) has been selected to model the primary breakup.
It is based on the liquid jet stability analysis. In that analysis, a viscous,
liquid and cylindrical jet is assessed. An axissymetric surface infinitesimal
displacement is considered, and the most unstable wave generated is consid-
ered (obtaining maximum growth rate Ω and wavelength Λ). This specific
wave propagation is the one considered to disrupt the initial jet. The breakup
of the parcel and the subsequent drops in secondary atomization conditions
is calculated assuming that the breakup drop radius is proportional to the
obtained wavelength (Equation 4.29), and the breakup time follows Equa-
tion 4.30. The model needs from specific constants (e.g. 𝐵0 and 𝐵1) that
need to be tuned for each particular case. A more in-depth explanation can
be located on the original work [37].

𝑟𝑐 = 𝐵0Λ𝐾𝐻 (4.29) 𝜏𝐾𝐻 = 3.726𝐵1𝑟𝑝

Λ𝐾𝐻Ω𝐾𝐻
(4.30)

In addition to the KH breakup model, the Rayleigh-Taylor (RT) instabil-
ities have been assessed. These instabilities appear due to the deceleration
of the drops due to the drag force acting on them. From that analysis, also
the fastest growing wavelength in addition to the associated growth rate are
extracted. When sufficient time has passed (𝜏𝑅𝑇 = 𝑓

(
Ω−1

𝑅𝑇

)
), breakup takes

place. In this model, additional constants need to be adjusted.
On the implemented breakup models during the UWS simulations, both

previous methods (KH and RT) have been combined into one. In it, both
models compete between each other to see which instability is responsible for
the secondary breakup as the parcels are introduced into the domain [38].
The one that shows a shorter breakup time is responsible for carrying out the
droplet division.

Water evaporation modeling

In addition to the breakup models previously described, the computational
solution should take into account the transformation of the water and urea
content of the droplets into a gaseous state.
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The water evaporation rate is given by Equation 4.31 [39].
In it, 𝛼𝑠𝑝𝑟𝑎𝑦 is a model scaling factor for the mass transfer coefficient and

D is the mass diffusivity. 𝑟0 is the droplet size, while 𝐵𝑑 is a the Spalding
number, depending on the vapor liquid mass fraction 𝑌 *

1 on the surface of
the drop and the vapor mass fraction 𝑌1 (Equation 4.32). The Sherwood
number represents the ratio between mass transfer by convection with respect
to diffusion. Through the Frossling correlation [40], the Sherwood number
is related to the Reynolds and Schmidt numbers using Equation 4.33. The
value of the constant K is assumed to have the proposed value from Ranz
and Marshall work [41], 𝐾 = 0.6, used to relate their data of mass and heat
transfer.

𝑑𝑟0
𝑑𝑡

= −𝛼𝑠𝑝𝑟𝑎𝑦𝜌𝑔𝐷

2𝜌𝑙𝑟0
𝐵𝑑𝑆ℎ𝑑 (4.31)

𝐵𝑑 = 𝑌 *
1 − 𝑌1

1 − 𝑌 *
1

(4.32) 𝑆ℎ𝑑 =
Ä
2.0 + 𝐾 𝑅𝑒

1/2
𝑑 𝑆𝑐1/3

ä 𝑙𝑛(1 + 𝐵𝑑)
𝐵𝑑

(4.33)

𝑌 *
1 can be obtained from Equation 4.34 through the molar weights if it

is assumed that the partial pressure of the vapor is equal to the equilibrium
vapor pressure.

𝑌 *
1 = 𝑀𝑊𝑙𝑖𝑞𝑢𝑖𝑑

𝑀𝑊𝑙𝑖𝑞𝑢𝑖𝑑 + 𝑀𝑊𝑚𝑖𝑥

Ä
𝑝𝑔

𝑝𝑣
− 1
ä (4.34)

In the previous equation, the MWmix refers to the molecular weight of
the mix without including the vapor from the liquid species, whie 𝑝𝑔 refers
to the gas pressure and 𝑝𝑣 refers to the vapor pressure at the current droplet
temperature.

Modeling of the thermolysis reaction

The transformation from liquid urea to gaseous ammonia (thermolysis),
as indicated in the literature, can be done by means of a kinetic model that
represents the intermediate reactions, or a direct step called molten solid.
The molten solid approach has been adopted in this work as the stability of
the gaseous urea has been observed to be low (Section 3.3) and the usage
of a detailed kinetic model would result in more computationally expensive
simulations.
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This direct transition can be tackled in two ways: by evaporating the
molten urea into a gaseous state through a sublimation process, and afterward
a reaction to give a molecule of NH3 and HNCO. As gaseous urea is under-
stood to be highly unstable, so this approach merges the two transformation
enthalpies (evaporation and reaction) into one single step, transitioning from
molten urea to NH3 and HNCO. This transition is done using an Arrhenius
correlation in which the rate of change of the droplet radius is computed
(Equation 4.35).

𝑑𝑚𝑑

𝑑𝑡
= 2𝜋𝑅𝑑𝐴 exp

Å−𝐸𝑎

𝑅𝑇𝑑

ã
(4.35)

In this expression, 𝑚𝑑 is the droplet mass, 𝑅𝑑 is the droplet radius, A
is a prefactor, 𝑇𝑑 is the droplet temperature, and the activation energy is
represented by 𝐸𝑎. For large droplets (more than hundred micrometers), the
temperature change of the liquid phase is done using a spherically symmetric
heat equation (Equation 4.36).

𝑘𝑑
𝜕𝑇

𝜕𝑟

∣∣∣∣∣
𝑟=𝑅𝑑

= ℎ [𝑇𝑔 − 𝑇 (𝑟0, 𝑡)] + 𝜌𝑑𝐻𝑣𝑎𝑝
𝑑𝑅𝑑

𝑑𝑡

∣∣∣∣∣
𝑣𝑎𝑝

+ 𝜌𝑑𝐻𝑑𝑐𝑚𝑝
𝑑𝑅𝑑

𝑑𝑡

∣∣∣∣∣
𝑑𝑐𝑚𝑝

(4.36)

Where 𝑘𝑑 is the thermal conductivity of the droplet, 𝑟0 is the distance from
the droplet center, ℎ is the convection coefficient between the droplet and the
gas, 𝑇𝑔 is the gas temperature, 𝑇 (𝑅𝑑, 𝑡) is the temperature at the droplet
surface, 𝜌𝑑 is the droplet density, 𝐻𝑣𝑎𝑝 is the latent heat of vaporization at
the drop temperature, while 𝐻𝑑𝑐𝑚𝑝 is the latent heat of decomposition of the
urea.

For small-enough droplets, the model considered assumes that the temper-
ature is uniform across the droplet volume, being the changes in temperature
instantaneous for the whole droplet. The equation representing this model is
shown on Equation 4.37. In it, 𝐶𝑝𝑑

is the specific heat capacity of the droplet,
while 𝑘𝑔 is the thermal conductivity of the surrounding gas and 𝑁𝑢𝑑 is the
Nusselt number of the droplets.

𝐶𝑑𝑚𝑑
𝑑𝑇𝑑

𝑑𝑡
= 2𝜋𝑅𝑑𝑘𝑔𝑁𝑢𝑑 (𝑇𝑔 − 𝑇𝑑) + 𝑑𝑚𝑑

𝑑𝑡

∣∣∣∣∣
𝑣𝑎𝑝

𝐻𝑣𝑎𝑝 + 𝑑𝑚𝑑

𝑑𝑡

∣∣∣∣∣
𝑑𝑐𝑚𝑝

𝐻𝑑𝑐𝑚𝑝 (4.37)

The thresholding diameter that differentiates which model deals with the
temperature evolution is a user-given input which should be set to a value
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that best matches the problem of interest. The mass change of the droplet
due to urea degradation or water vaporization is used to calculate the heat
loss from the thermal decomposition and water evaporation respectively.

Based on the previous equations, the generation of the thermolysis prod-
ucts are obtained from the degradation rate of the urea content �̇�𝑑𝑒𝑔−𝑢𝑟𝑒𝑎.
Generation of NH3 is given by Equation 4.38, while HNCO is given by Equa-
tion 4.39.

�̇�𝑁𝐻3 = −𝑀𝑁𝐻3

𝑀𝑢𝑟𝑒𝑎
�̇�𝑑𝑒𝑔−𝑢𝑟𝑒𝑎 (4.38)

�̇�𝐻𝑁𝐶𝑂 = −𝑀𝐻𝑁𝐶𝑂

𝑀𝑢𝑟𝑒𝑎
�̇�𝑑𝑒𝑔−𝑢𝑟𝑒𝑎 (4.39)

In these equations, �̇�𝑥 represents the mass generation/depletion rate of
each one of the species, while 𝑀𝑥 is the molar fraction of the species that play
a role in the degradation process.

Modeling of the hydrolysis reaction

As specified in Chapter 2, during the thermolysis process, from a molecule
of urea, a molecule of NH3 and HNCO are obtained. HNCO is considered
an intermediate product that can further react together with the evaporated
water to form an additional molecule of NH3 and CO2. To do so, the SAGE
kinetic solver [42] is used. The ordinary differential equations present in the
model are solved using the CVODE solver of the SUNDIALS package [43]. The
SAGE solver calculates the reaction rates of the introduced reaction mecha-
nism, and defines the rate of ammonia generation through Equation 4.40. This
NH3 generation (�̇�𝑁𝐻3) depends on the reaction rate (𝑞), and the stoichiomet-
ric coefficient (𝑣) of the reactants (HNCO and H2O).

�̇�𝑁𝐻3 =
(
𝑣′′

𝑚,𝑟 − 𝑣′
𝑚,𝑟

)
𝑞𝑟 (4.40)

Droplet/Wall impingement and film formation

The interaction between the liquid phase and the boundary walls of the
simulations has been considered using the previously described Kuhnke regime
map [44] in subsubsection 2.5.3.6. The possible outcomes depended completely
of the characteristic temperature (𝑇 *) and the 𝐾 number. This characteristic
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temperature is a non-dimensional value which relates the wall temperature to
the saturation temperature (Equation 2.25), and the K number is a function
of the Weber and Laplace number.

𝐾 = (𝜌𝑑)
3
4 𝑈

5
4

𝜎
1
2 𝜇

1
4

= 𝑊𝑒
5
8 𝐿𝑎1/8 (4.41)

The Laplace number is given by Equation 4.42.

𝐿𝑎 = 𝜎𝜌2𝑟0
𝜇2 (4.42)

In the previous equations, 𝜎 is the surface tension, 𝜌 is the density, 𝜇 is the
viscosity of the droplet, while 𝑟0 represents the radius of the impinging droplet.
In that sense, the K number is a representation of the size and kinematics of
the droplet. The critical K number that separates deposition from splash
criteria is obtained based on the surface roughness and wall temperature for
dry wall conditions, while for wet surfaces, it is dependent on the Laplace
number.

In splash conditions, where a set of secondary droplets are generated after
an initial droplet has impinged. The properties of this newly formed droplets
are based on the following equations. The mass fraction of the secondary
droplets is given by Equation 4.43, where 𝑚𝑤𝑓 is the film mass, and 𝑝 is a
random number that goes from 0 to 1.

𝑣𝑚 =

 min
{

1, 𝑇 *−0.8
𝑇 *

𝑐𝑟𝑖𝑡
(1 − 𝐵) + 𝐵

}
, 𝐵 = 0.2 + 0.6𝑝 Dry cond.

min
{

1 + 𝑚𝑤𝑓

𝑚𝑑
, 𝑇 *−0.8

𝑇 *
𝑐𝑟𝑖𝑡

(1 − 𝐵) + 𝐵
}

, 𝐵 = 0.2 + 0.9𝑝 Wet cond.


(4.43)

The diameters are obtained according to Equation 4.44, based on the wall
normal droplet Weber number and the impinging angle 𝛼. From there, the
amount of generated droplets is established so to satisfy the mass conservation.

𝛾10 = 𝐷10
𝐷0

=
{

3.3 exp3.6( 𝛼
𝜋 )2

𝑊𝑒−0.65 Dry cond.

2.2 exp3.6( 𝛼
𝜋 )2

𝑊𝑒−0.36 Wet cond.

}
(4.44)

The velocity of these droplets is based on an approximation of the droplet
We, which is given in Equation 4.45. In it, 𝑊𝑒𝑎0 represents the incoming
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droplets We, and 𝑣32 has an associated value of 2. The velocity computed
from the resulting We is given by Equation 4.46.

𝑊𝑒𝑎1 =
®

𝛾10
[
𝑊𝑒𝑎0

(
1 − 0.85 sin2 𝛼

)]
− 12

𝑣32
Dry

max
¶

51 − 7.1𝑒3.4 𝛼
𝜋 , 𝑊𝑒𝑎0

î
−0.378

(
𝛼
𝜋

)2 − 1
8
(

𝛼
𝜋

)
+ 0.156

ó©
Wet

´
(4.45)

𝑈𝑎1 =
 

𝜎𝑊𝑒𝑎1
𝜌𝐷10

(4.46)

Lastly, the ejection angle of the droplets is given by 𝛽, whose definition is
located in Equation 4.47.

𝛽 = log 𝑝

1 − 𝑝
+ 𝛽 (4.47)

Where the value of 𝛽 depends on the wall roughness and the wall working
conditions (Equation 4.48).

𝛽 =


9.3 + ln (𝜀𝑎) (2.7 − 0.003𝛼) + 0.22𝛼 Cold, Dry
0.225𝛼𝑒(0.017𝛼−0.937)2 Cold, Wet
𝛼0.96𝑒−0.0045𝑊 𝑒 Hot

 (4.48)

4.2.4 Numerical methods

The conservation laws are applied to control volumes within the domain in the
FVM. For that, the differential equations (Eq. 4.49) are converted to integral
form (Eq. 4.50) using the Green-Gauss theorem. In it, V is the volume, S is
the surface area and 𝑛 is the normal vector to the surface.

𝜕𝜑

𝜕𝑡
+ 𝜕𝑢𝜑

𝜕𝑥
= 0 (4.49) 𝜕𝜑

𝜕𝑡
+ 1

𝑉

∫︁
𝑆

𝑢 · 𝑛𝜑𝑑𝑆 = 0 (4.50)

From the integral form, the discrete form (Eq. 4.51) can be obtained.

𝜕𝜑

𝜕𝑡
+ 1

𝑉

∑︁
𝑖

𝑢𝑓,𝑖𝜑𝑓,𝑖𝑆𝑖 (4.51)

The values are stored at the cell center, but to solve the integral form of
the differential equations, the velocity and the variable 𝜑 need to be computed
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at the cell surface. First-order interpolation methods result from upwinding
the surface value from the cell center, which results on a first-order scheme.

𝜑𝑖+1/2 = 𝜑𝑖 (4.52)

A second-order scheme can be obtained by averaging the value on the center
of the adjacent cells (Equation 4.53).

𝜑𝑖+1/2 = 1
2𝜑𝑖 + 1

2𝜑𝑖+1 (4.53)

Depending on the flow variable solved, and the typology of the simulation
performed, a specific scheme has been chosen (see Table 4.2). The selection of
the discretization schemes has been done based on maximizing the accuracy of
the results while ensuring stability of the simulations. For that reason, VOF
simulations include first order schemes to ensure stability which could not be
achieved using second order schemes. The instabilities found in regions near
the injector walls where artifacts from the micro-CT scan were present. In
the remaining simulations, generally a second order scheme was stable and
therefore provided more accurate results.

Simulation Equation Discretization Scheme

Volume-Of-Fluid

Momentum 1st-Order Upwind
Density 1st-Order Upwind
Energy 1st-Order Upwind
Passives 1st-Order Upwind

Turbulence 1st-Order Upwind

Mixture Model

Momentum 2nd-Order Central
Density 2nd-Order Central
Energy 2nd-Order Central
Passives 2nd-Order Central

Turbulence 1st-Order Upwind

Discrete Droplet Model

Momentum 2nd-Order Central
Density 2nd-Order Central
Energy 2nd-Order Central
Passives 2nd-Order Central

Turbulence 1st-Order Upwind

Table 4.2: Spatial discretization schemes used for the different simulations
performed.
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After spatial discretization of the conservation equations, a term remains
in differential form in Equation 4.51, which represents the temporal evolution
of the variables. That discretization, as for the spatial discretization can
have several discretization orders (1st order, Equation 4.54 and 2nd order,
Equation 4.55). In them, the superindexes n, n-1, and n+1 represent the
current, previous and next time steps, correspondingly.

𝜕𝜑

𝜕𝑡
= 𝜑𝑛+1 − 𝜑𝑛

Δ𝑡
(4.54) 𝜕𝜑

𝜕𝑡
= 3𝜑𝑛+1 − 4𝜑𝑛 + 𝜑𝑛−1

2Δ𝑡
(4.55)

The PISO algorithm

In order to solve the discretized equations, an iterative algorithm is needed,
which in this case has been the Pressure Implicit with Splitting of Operators
(PISO)[45]. This algorithm allows coupling the pressure and velocity fields.
It initially solves the momentum equation through a predictor step. From
that momentum solution, the pressure field is solved, which is input again
to correct the predicted momentum equation. This iterative process is re-
peated to achieve the desired accuracy. After the first predictor and corrector
step has been completed, the remaining transport equations are then solved
(density, species, energy). The pressure field is then corrected, in addition
to the velocity field, which are input again in order to correct the remaining
variables. This iterative process can be repeated as many times to achieve a
proper convergence of the fields. The loop is considered converged if the den-
sity correction error is lower than an established value in compressible cases,
while for the incompressible cases, the error considered is of the pressure field.

Once the loop has been considered converged, a Jacobi iteration is applied
to ensure that the conservation of the variables is achieved (energy, density,
species and scalar transport equations). The turbulence equations are solved
in the last step in the PISO algorithm for a specific time step, as observed in
Figure 4.4.

The checkerboard effect

In numerical approaches that approach the conservation equations by solv-
ing the flow variables in the cell center, a decoupling of the pressure and ve-
locity fields can occur. The pressure value on the center of a cell does not
depend on the pressure of the neighbor cells but on the cells adjacent to the
neighbors. According to Figure 4.5, the pressure at cell 𝑝 depends on the
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Figure 4.4: Solution order of the transport equations in the PISO algorithm.

pressure-value at cell 𝑊𝑊 and 𝐸𝐸. In that way, two independent solutions
appear in the same mesh, looking like a checkerboard. To deal with this, the
Rie-Chow algorithm [46] has been used to deal with this effect

Figure 4.5: Representation of the checkerboard effect.

4.3 Pre-processing
To perform the several simulations planned to characterize the UWS sprays,
several geometries are introduced in the computational framework. These
represent the real geometries in which the experimental campaigns have been
carried out.
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4.3.1 Internal flow campaign

It is mandatory to recreate the inner geometry of the UWS dosing unit of
interest to perform the characterization of the internal flow and the near-field
spray. The injector of interest consists of a UWS commercial dosing unit
having three co-axial holes. It has a solenoid actuator and allows injection
pressures from 3 to 9 bar (absolute). It is shown in Figure 4.6. It is liquid-
cooled through two water ports.

Figure 4.6: UWS dosing unit.

Figure 4.7a, on the other side, shows the disposition of the injector holes,
separated 120∘ each, from which the orifice external characteristics have been
extracted using optical microscopy techniques (Figure 4.7b). The main char-
acteristics of the injector of interest have been summarized in Table 4.3.

Parameter Value Units

Nº Holes 3 -
Outlet diameter 135 µm
Injection Pressure (abs) 3-9 bar
Max. Fluid Temperature 120 ∘C
Emission Target Euro 6 -

Table 4.3: Main UWS injector characteristics.

The internal characteristics of these orifices remain unknown using optical
microscopy, and more advanced techniques are needed to assess them. X-
Ray tomography [47] is capable of penetrating the metal sheets and providing
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(a) Three holes. (b) One hole zoom.

Figure 4.7: Orifices of the UWS injector.

insight into the inner cavities of the dosing module without the need of disas-
sembling the unit. Two different X-Ray facilities have been employed for it,
and the results of such reconstructions will be introduced.

4.3.1.1 Generation 1

The first X-Ray tomography was carried out at "Museo Nacional de Ciencias
Naturales" (MNCN-CSIC). During the process, several 2-Dimensional slices
were obtained in the three spatial directions. The spatial resolution of Com-
puterized Tomography (CT) is a compromise between penetration power and
resolution. In this case, the tolerance associated was 20 µm. From these
CT slices, a geometry model was obtained through a Computer-Aided De-
sign (CAD) software. The reconstruction showed a pentagonal-shaped needle
body, which blends into a semi-sphere at the tip of its length. The sac volume
is considered to be significantly larger than typical gasoline and diesel appli-
cations. The measured orifice diameters from the CT approach resulted in
values close to 150 µm which contrasts with the measured values of the optical
microscopy imaging. Nonetheless, the spatial discretization as indicated was
considered quite coarse, and the tolerance fits within the different measured
outlet orifices. Figure 4.8 shows two views of the CT scan applied. It is vis-
ible that for Figure 4.8b, the resolution obtained is not sufficient to have an
accurate representation of the critical regions of the injector, which is the sac
and orifices.

Needle lift dynamics were not measured during the CT scan. Therefore a
preliminary study was done to observe the needle lift at which the area be-
tween the needle and its seat became a flow limiter (Figure 4.9). Then, the lift
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(a) Top view. (b) Lateral view.
Figure 4.8: CT images of Generation 1 geometry.

was fixed in a value sufficiently high not to become a flow restrictor (550 µm).
Due to insufficient spatial accuracy on the regions near the orifices, individ-
ual images were analyzed to estimate the near-orifice regions. A schematic
representation of the reconstructed geometry is included in Figure 4.10.

Figure 4.9: Evolution of the mass flow rate within the injector for several
needle lift values for a simulation performed at 6 barG.

In it, the established needle lift can be visualized, and the large volume of
the sac is present. On the zoom-in view (Figure 4.10b), the uncertain region
that could not be accurately measured is visualized upstream of section D5.
In addition, it will act as a flow restrictor for the UWS flow as it is the tighter
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(a) Top view. (b) Lateral view.

Figure 4.10: Reconstruction of the Generation 1 geometry through CT scan.

region on the injector geometry. In order to quantify the dimension of that
gap, a specific study has been performed in which several distances have been
simulated to see which one of them, within the spatial uncertainty of the CT
scan shows the best agreement with experimental data. This dimension, along
with the remaining geometrical dimensions of the rest of the model have been
included in Table 4.4.

Dimension Value

D1 3.94 mm
D2 1.60 mm
D3 0.15 mm
D4 0.29 mm
D5 0.45 mm

Table 4.4: Main UWS Generation 1 injector dimensions.

A discharge volume has been attached to the injector that represents the
region where the UWS is injected. The diameter of the truncated cone at-
tached to the injector is large enough (2.7 mm) not to affect the solution of the
simulations, and its length varies depending on the simulation typology per-
formed on it (Mixture-Model or Volume-Of-Fluid). For the Mixture-Model
simulation, the discharge volume has a length of 5 mm, while for VOF ap-
proaches, in order to detect the primary breakup droplets, a length of 10 mm
has been set.
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4.3.1.2 Generation 2

The second reconstruction of the injector of interest has been done through
a high-resolution X-Ray micro-CT scan performed at the Advance Photon
Source (APS) of Argonne National Laboratory. This facility allows repro-
ducing the manufacturing imperfections that could play a role in the liquid
injection and atomization [48]. The spatial precision of this method can de-
tect characteristics of the scale of µm. Figure 4.11 shows two slices of the
micro-CT scan, in which it can be appreciated the considerably higher spatial
resolution than of the initial CT scan applied. Thanks to it, some differences
can be detected related to the approximated geometry shown in Figure 4.10.

(a) Top view. (b) Lateral view.

Figure 4.11: Micro-CT images of Generation 2 geometry.

From the applied methodology, the geometry can be extracted, and a
smoothing is applied to remove the voxel geometries that arise from the spa-
tial discretization of the technique. An average value of 136 µm has been
obtained for the diameter of the injector holes, which matched the microscopy
imaging values. This geometry will be used to perform the Volume-Of-Fluid
simulations during this work.

When it comes to the needle lift value, it has been set so that the momen-
tum and mass flow rate values match with the experimental results.

4.3.1.3 Boundary conditions

It is necessary to define the boundary conditions of the simulation to be able
to solve the conservation equations. These represent in the most faithful way
the injector working conditions. In the case of study, the fluid is injected into
quiescent conditions, driven by a single inlet and outlet surfaces. The location
of these boundaries is shown in Figure 4.12.
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Although the assignation of the boundary surfaces is the same one applied
in the Generation 1 and Generation 2 geometries, the values of the boundary
conditions do change depending on if a Mixture-Model or a Volume-Of-Fluid
simulation is carried out. A summary of the boundary condition values is
included in Table 4.5 and Table 4.6 for Mixture-Model or VOF respectively.
No cross-flow conditions have been considered due to the significant increase
in the domain size needed to develop appropriately the boundary layer of
the incoming gas. Then, the needed mesh refinement to take into account
such boundary layer effects would result in highly expensive simulation, as in
quiescent conditions, the cell count reached a value of 40 million (Table 4.10).

Figure 4.12: Main boundary conditions of the Generation 1 geometry.

Boundary Flow Variable Value

Inlet
Total Pressure 4,6,8 barG
Temperature 298 K

Species 32.5 % Urea - 67.5 % Water

Outlet
Pressure 1 bar

Backflow Temperature 298 K
Backflow Species Air

Wall Velocity Law-Of-Wall
Temperature 298 K

Table 4.5: Boundary conditions for the Mixture Model simulations carried
out.
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Boundary Flow Variable Value

Inlet
Total Pressure 4,6,8 barG
Temperature 393 K

Species 100% Water

Outlet
Pressure 1 bar

Backflow Temperature 373 K
Backflow Species Air

Wall Velocity Law-Of-Wall
Temperature 393 K

Table 4.6: Boundary conditions for the Volume-Of-Fluid simulations carried
out.

4.3.1.4 Initial conditions

In order to start solving the transport equations and characterize the spray
behavior, it is necessary to generate an initial solution in the fluid domain. The
injector body and the injector holes have been filled with liquid (either UWS or
H2O depending on the simulation) with the corresponding liquid temperature
of the inlet boundary condition. The pressure field inside the injector has also
been set to the operating injection pressure of the liquid phase. The discharge
volume on the other hand has been initialized with the conditions of the
surrounding air, with its associated temperature and pressure. Therefore, at
the orifice section, there is a discrete pressure gradient, although due to the
low-injection pressures of the injector the pressure field is rapidly smoothed
on the first iterations. Regarding to the turbulence field, being the Mixture-
Model and VOF simulations zero-equation LES approaches, no initialization
is required.

4.3.2 External flow campaign

For the external spray characterizations, the geometry of the injector is not
of importance, but the initial spray characteristics and the geometry in which
that spray is injected. Previous experimental work was carried out using
a high-flow high-temperature installation capable of recreating the injection
conditions under which the UWS is subjected [49, 50]. Therefore, an approxi-
mations of that geometry has been done to introduce it into the computational
framework.
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4.3.2.1 Reproduction of the experimental test rig

The incoming flow is not a representation of the real combustion exhaust gas
composition, but can adapt the air mass flow rate and its associated tem-
perature through a blower and an electrical heater respectively. Figure 4.13
shows a comparison between the injection chamber used for the experimental
campaign from previous work [51], and the geometry used for the computa-
tional simulations. As seen, it consists of a parallelogram injection chamber
to which a cylindrical inlet and outlet ducts are attached. These ducts have
been considered in order to take into account the possible effects of gas ve-
locity profiles. The incoming air flows into the injection chamber from the
∅92 mm duct and leaves it through the ∅50 mm duct.

(a) Experimental injection chamber. (b) Computational geometry.

Figure 4.13: Experimental and computational geometry of the high-flow and
high-temperature injection chamber.

A simplified geometry is also considered for DDM simulations, in which
neither of the inlet and outlet ducts are present, and only the injection chamber
box is represented (Figure 4.14a), which keeps the original chamber dimensions
of 70 mm × 70 mm × 180 mm. A preliminary study in the experimental con-
ditions showed no differences if the geometry suffered a further simplification,
considering only a box of 70 mm × 70 mm × 70 mm as shown in Figure 4.14b.
The simplified version of the injection chamber has been used to characterize
the spray characteristics and the UWS degradation, while the full in-detail
geometry will be used to characterize the effects of varying the injection angle
on the generation of NH3.

4.3.2.2 Boundary conditions

All external flow simulations share the same boundary conditions, consisting
of a mass flow inlet for the gas phase, a liquid injection, a pressure outlet, and a
wall in-between. The configuration of the location of the specified boundaries
is shown in Figure 4.14c. The details of the boundary conditions are located
in Table 4.7.
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(a) Injection chamber. (b) Simplified injection chamber.

(c) Boundary conditions.

Figure 4.14: Computational models used for the reproduction of the experi-
mental injection chamber.

As indicated on Table 4.7, the profile of the spray injection is determined
from experimental means obtained is being recreated. The shape of the rate
of injection values shown in Figure 4.15 has been extracted and imposed into
the computational model.

4.3.2.3 Initial conditions

In these simulations where cross-flow air is present, the boundary layer of the
incoming air needs to be initialized on the injection chamber walls. To do so,
a prior simulation where no UWS was present was needed. In it, the mass
flow rate specified on Table 4.7 was imposed together with its corresponding
temperature and pressure, and it was run until steady-state conditions were
achieved. The solution of that initial simulation was used to initialize the fluid
field in the simulations where the UWS injection was present.
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Boundary Flow Variable Value

Inlet

Mass Flow 40 kg h−1

Temperature 473 K-673 K
Species Air

Turbulent Intensity 1m2/s2

Turbulent Dissipation 0.018 m

Outlet

Pressure 1 bar
Backflow Temperature 373 K

Backflow Species Air
Backflow Turb. Intensity 1m2/s2

Backflow Dissipation 0.018 m

Spray Injection

Injection Pressure 4, 6, 8 barG
Injected Mass 3.90, 4.80, 5.40 mg
Temperature 300 K

Injection Time 5 ms
Injection Angle 90,80,70,60,50,40,30∘

Profile Experimental [-]

Wall Velocity Law-Of-Wall
Temperature 473 K-673 K

Table 4.7: Boundary conditions for the DDM simulations carried out.

4.3.3 Reproduction of a close-coupled SCR system

Although the previous test rig allowed characterizing the spray on realistic
engine conditions, as specified in Chapter 2, most of the NOx after-treatment
systems need a swirler to further atomize the injected droplets and there-
fore evaporation. During this work, the opportunity of disassembling a close-
coupled SCR system arose. The inner flow geometry dimensions could be
extracted and introduced into a computational model. Figure 4.16 shows the
inner shape of the system, in which the location of the DOC, the injector
seating and the catalyst entrance are highlighted.

Regarding the swirler (Figure 4.17a), it consists of a 7-blade helix geometry
with a characteristic thickness of 3 mm located downstream of the injection
point and prior to the catalyst entrance. The catalyst, as seen in Figure 4.17b,
is not included in the model as assessing the deNOx performance is not an
objective of the study. As deposit formation was not the focus of this work,
the thickness of the swirler was not considered as solid phase to prevent heat
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Figure 4.15: Experimental Rate of Injection profiles [51].

(a) DOC and Injection region. (b) Swirler seat and Catalyst.

Figure 4.16: Disassembled CC-SCR system.

transfer gradients across it, and was treated as a isotherm wall boundary
condition.

4.3.3.1 Boundary conditions

The boundary conditions have been configured as follows. The inlet surface
has been set at the entrance to the DOC region as a mass flow inlet, while the
entrance to the catalyst has been considered as the pressure outlet condition of
the simulation. The injection of the spray has been located in its corresponding
position, prior to the swirler and after the DOC (Figure 4.17b). The air
mass flow rate is considerably higher than for the cases recreating the test-rig
conditions (Table 4.7), and has been extracted from the work of Rogóz et al.
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(a) Swirler reproduction. (b) Computational model of the SCR.

Figure 4.17: Swirler and bounday condition characteristics for the CC-SCR
simulations.

OP3 [52] for close-coupled applications. The incoming air conditions, as well
as the spray characteristics, have been taken from the test-rig conditions, as
observed in Table 4.8.

4.3.3.2 Initial conditions

As it happened to the spray characterization simulations, the incoming flow
was first initialized using a simulation where no injection was present, and the
flow field variables of velocity, temperature and pressure were obtained. That
simulation was also initialized with the corresponding values of the boundary
conditions and a zero-velocity field. Once steady conditions were achieved, the
solution was introduced as an initial solution. Then the spray at the different
conditions shown in Table 4.8 was introduced.

4.3.4 Meshing

The meshing strategy for the simulations carried out during this Thesis needs
to take into account the necessity of dealing with larger scales of the spray,
together with being capable of resolving the tightest regions within the injector
itself. For that reason, the cartesian mesh that uses CONVERGETM needs to
be refined accordingly through an octree division applied to the original cell
size, represented in Equation 4.56. The 𝑝 variable in that equation determines
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Boundary Flow Variable Value

Inlet
Mass Flow 300 kg h−1

Temperature 573 K, 623 K
Species Air

Outlet
Pressure 1 bar

Backflow Temperature 573 K
Backflow Species Air

Spray Injection

Injection Pressure 4, 6, 8 barG
Injected Mass 3.90, 4.80, 5.40 mg
Temperature 300 K

Injection Time 5 ms
Injection Angle 90∘

Profile Experimental [-]

Wall Velocity Law-Of-Wall
Temperature 573 K, 623 K

Table 4.8: Boundary conditions for the DDM simulations carried out on the
SCR geometry.

the number of divisions to be applied on the original cell size 𝐿𝑏𝑎𝑠𝑒, resulting
in a refined cell of size 𝐿.

𝐿 = 𝐿𝑏𝑎𝑠𝑒

2𝑝
(4.56)

The two refinement techniques have been applied available on the software
are the following ones:

• Fixed Embedding This technique refines the grid defined by the spec-
ified base size, based on user-input parameters that determine the time,
location, and shape of the refined region in order to properly solve the
field in the critical regions (i.e. the flow through the tightest regions of
the inner injector geometry), and leaving the rest of the domain with its
original cell size, allowing to minimize the number of needed cells.

• Adaptive Mesh Refinement (AMR) It allows to dynamically refine
the mesh in the regions where it is locally and temporally needed. AMR
refines the mesh in the regions where it is needed without needing to keep
the refinement for the whole duration of the simulation. The magnitude
of the sub-grid field is estimated at run-time to determine where further
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refinement is needed, or based on specified values. For it, the sub-grid
field of a variable (𝜑′) is estimated as the difference between the actual
field (𝜑) and the resolved part (𝜑). The magnitude of the sub-grid field
is approximated through a series expansion [53] in which the first term
is retained (Eq. 4.57). If that value is above the threshold value (user-
defined), a cell embedding is introduced in that region. If the sub-grid
value is below 1/5 of the threshold specified value, then the embedding
is released, restoring the original cell size.

𝜑′ = −𝑑𝑥2
𝑘

24
𝜕2𝜑

𝜕𝑥𝑘𝜕𝑥𝑘
(4.57)

4.3.4.1 Internal flow simulations

The meshing strategy varies depending if a Mixture Model is going to be ap-
plied, or if it is a VOF simulation. Regarding the Mixture-Model simulations
applied to Generation 1, only Fixed Embedding (FE) techniques were applied.
As Figure 4.18 shows, the base size is present in the discharge volume, while
FE is applied mainly inside the injector, with the smallest cell size applied
in the region upstream of the nozzle, in the uncertain gap mentioned on the
description of the Generation 1 geometry. Additionally, refinement cones are
placed within the discharge volume where the spray is expected. The main
parameters driving the mesh for the MM simulations are included in Table 4.9.

Figure 4.18: Computational mesh generated for the Mixture-Model simula-
tions applied to Generation 1.

For the VOF simulations (applied to Generation 1 and Generation 2 ), two
approaches were followed in order to determine the optimum configuration for
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Variable Value

Base size 150 µm
Minimum cell size 5 µm
Number of elements 7.5 Million

Table 4.9: Mesh parameters used for the MM simulations.

a simulation where the discharge volume length changes significantly (from
5 mm to 10 mm). Including a conical fixed embedding would result in an ex-
cessively large amount of cells that would result in an unfeasible simulation
for the largest domain. FE was introduced only inside of the injector geom-
etry, while AMR was activated to embed the cells in the discharge volume
region. Figure 4.19 shows how the meshing is applied through this dynamic
mesh mechanism, and Table 4.10 shows the mesh parameters set for both ap-
proaches. The only FE approach has an overall smaller amount of cells on the
simulation, but is not capable of maintaining the same level of refinement for
the whole discharge volume length. AMR approach on the other hand, once
stabilized, shows around 50 million cells, but is capable of maintaining the
same embedding level on the whole domain. The regions close to the injector
walls have been refined in order to capture the possible flow gradients that
may take place, with a cell size of 8 µm at the throat locations that cause
the greatest pressure drop on the solution. AMR was set to trigger in the
locations where sub-grid values of the velocity (0.5 m/s ) and the 𝛼 (0.0005)
field were found.

Variable Fixed Embedding AMR

Base size 260 µm 260 µm
Minimum cell size 4 µm 4 µm
Peak number of elements 24 Million 40 Million

Table 4.10: Mesh parameters used for the VOF simulations.

4.3.4.2 External flow simulations

On the simulations in which the test-rig is represented, a common meshing
approach has been followed. In them, the mesh consisted in hexahedral cells
of 1.5 mm of size, as it is the common approach for low-injection-pressure
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(a) FE approach. (b) AMR approach (start of injection).

Figure 4.19: Meshing strategies for the VOF simulations.

sprays [54], although it is the result of a mesh independence study. FE was
placed on all the wall boundary conditions to properly capture the effects of
the boundary layer development, and AMR was placed in order to refine the
mesh where a significant amount of parcels were detected and on regions where
a sub-grid value for the evaporated water and ammonia (1e-7) where present,
as well with the velocity (0.5 m s−1). The parameters set on the mesh are
included in Table 4.11.

Variable Test Rig Simplification

Base size 1.5 mm 1.5 mm
Minimum cell size 0.375 mm 0.375 mm
Number of elements 0.8 Million 0.5 Million

Table 4.11: Mesh parameters used for the test rig DDM simulations.

With respect to the meshing of the realistic CC-SCR geometry, a similar
approach has been followed. In this case, the presence of the swirler, to-
gether with the considerably larger air mass-flow rates imply that turbulent
structures gain importance. Hence, a LES approach is more suitable for this
application. Therefore, the base size is lower than for the previous cases. The
summary of the mesh characteristics is shown in Table 4.12. In Figure 4.21
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(a) Test Rig. (b) Simplification.

Figure 4.20: Meshing of real and simplification of the test rig for the DDM
simulations.

it is seen how the AMR triggers in the section reaching the injection point,
and the swirler generates sufficient velocity gradients to refine significantly the
SCR inlet section.

Variable CC-SCR

Base size 0.4 mm
Minimum cell size 0.05 mm
Peak number of elements 2.5 Million

Table 4.12: Mesh parameters used for the CC-SCR DDM simulations.

Figure 4.21: Isometric view of the meshing of the CC-SCR.
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4.4 Solver
This section will focus on presenting in a brief way the numeric schemes used
to characterize the UWS sprays in the different applied methodologies (MM,
VOF and DDM). Additionally, it will sum up the models used for each one of
the simulations performed for further clarification. For in-detail explanation,
the reader is referred to Saad’s work [55].

4.4.1 Mixture Model simulations

As mentioned in Section 4.2, the CONVERGE package uses the FVM to dis-
cretize the fluid volume and solves the pressure-velocity coupling through the
PISO algorithm. The Rie-Chow algorithm has been employed to avoid the
checkerboard effect that was previously described. The discretization schemes
used were already defined in Table 4.2, in which the space was discretized
using second-order schemes except for the turbulence equation. With respect
to the iterative linear solver needed for solving each governing equation, the
pointwise Successive Over-Relaxation (SOR) solver has been selected for the
momentum, density, energy and species equations with a convergence toler-
ance of 10−5 and a maximum of 50 iterations, while the BiConjugate Gradient
STABilized (BiCGSTAB) method has been used for the pressure equation with
a tolerance of 10−6 and a maximum of 500 iterations. The time step set during
the calculation is varied dynamically in order to satisfy a maximum value of
the convective Courant-Friedrichs-Lewy (CFL) number set at 0.8. The PISO
algorithm tolerance has been set to a value of 10−3, with a minimum amount
of 2 iterations, and a maximum of 50. The simulations were initially run until
the spray had fully stabilized (i.e. when velocity profiles stopped varying and
the momentum and rate of injection stabilized), and the simulation was run
for an additional millisecond to achieve statistically representative results.

4.4.2 Volume-Of-Fluid simulations

In these cases, the same PISO algorithm was used, but due to the conver-
gence problems derived of this approach, the maximum number of iterations
was rose to 100 iterations. The spatial discretization was done using first order
schemes to ensure stability (Table 4.2), together with the Rie-Chow algorithm
as it happened with the MM simulations. Also, the momentum equation was
resolved through the BiCGSTAB solver, with a tolerance of 10−6, as it hap-
pened to the pressure equation. The HRIC reconstruction algorithm has been
used in order to mantain a sharp interface between the liquid and gas. As for
this approach only LES simulations were carried out, the Werner and Wengle
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model was used once again. The same maximum CFL numbers as on the MM
were selected, which limited the maximum permitted time-step. Macroscopic
and microscopic characteristics were obtained to assess the stabilization of
the injected sprays, and the simulations were run for an additional 1.2 ms in
order to achieve statistically representative results (Section 5.3.4). This statis-
tical convergence was assessed through the characterization of the generated
droplet distribution.

4.4.3 DDM approach of the test rig

The DDM simulations performed on this study share the same PISO numerical
setup as of the Eulerian-Eulerian simulations previously described. The spatial
discretization applied is of second order for most of the conservation equations
except for the turbulence equation. In these cases, the SOR solver has been
used for all the conservation equations with convergence tolerance of 10−5 for
all the equations except for the pressure equation, with a value of 10−8. Either
RANS k-𝜖 RNG or LES simulation have been applied, and either standard
wall model or Werner and Wengle model has been applied accordingly. These
simulations, once initialized with steady state solutions, were run during one
injection event (5 ms), and let it run for additional 15 ms so that the urea
decomposition after the injection could take place.

A depiction of the Navier-Stokes solver algorithm has been included in
Table 4.13 for all the types of simulations performed, while the description of
the linear solvers for the transport equations is located in Table 4.14.

Simulation N-S Scheme Parameter Value

Mixture Model PISO
Min. Iteration 2
Max. Iteration 30
Tolerance 1e-3

Volume-Of-Fluid PISO
Min. Iteration 2
Max. Iteration 100
Tolerance 1e-3

DDM PISO
Min. Iteration 2
Max. Iteration 20
Tolerance 1e-3

Table 4.13: Navier-Stokes solver configuration for the three typologies of sim-
ulations performed
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A summary of the solvers used for each of the simulations performed is
located in Table 4.14.
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Simulation Equation Linear Solver Parameter Value

Mixture Model Momentum SOR Tolerance 1e-5
Min It. 0
Max It. 100

Pressure BiCGSTAB Tolerance 1e-6
Min It. 2
Max It. 500

Density SOR Tolerance 1e-5
Min It. 0
Max It. 50

Energy SOR Tolerance 1e-5
Min It. 0
Max It. 50

Species SOR Tolerance 1e-5
Min It 0
Max It. 50

Volume-Of-Fluid Momentum BiCGSTAB Tolerance 1e-6
Min It. 0
Max It. 1000

Pressure BiCGSTAB Tolerance 1e-6
Min It. 2
Max It. 5000

Density SOR Tolerance 1e-5
Min It. 0
Max It. 50

Energy SOR Tolerance 1e-5
Min It. 0
Max It. 50

Void Fraction SOR Tolerance 1e-5
Min It 0
Max It. 500

DDM Momentum SOR Tolerance 1e-5
Min It. 0
Max It. 100

Pressure SOR Tolerance 1e-8
Min It. 2
Max It. 500

Density SOR Tolerance 1e-5
Min It. 0
Max It. 50

Energy SOR Tolerance 1e-5
Min It. 0
Max It. 50

Species SOR Tolerance 1e-5
Min It 0
Max It. 50

Table 4.14: Linear solvers for the transport equations in each of the simulation
of interest.
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4.5 Post-processing
After the simulations have been run, the results of interest need to be ex-
tracted. For that purpose, several post-processing routines have been gener-
ated to obtain penetration, spray angle, LES quality index, among others.

4.5.1 Internal Flow characterization

In RANS applications, the accuracy of a simulation is partially assessed
through a mesh independence study, in which the convergence of the solu-
tion is achieved at a specific grid refinement. This approach is not applicable
to LES, as with increasing refinement, the solution solves more turbulent en-
ergy content, tending to a solution of a DNS. Therefore, a criteria needs to be
introduced to check whether the LES solution solves enough turbulent energy.
In the literature, two indexes have been proposed and will later be applied to
the corresponding LES performed.

4.5.1.1 Index based on viscosity

This quality index (𝐼𝑄𝜈) proposed by Celik et al. [56] evaluates the contribu-
tion of numerical (𝜈𝑛𝑢𝑚), sub-grid (𝜈𝑆𝐺𝑆) and laminar viscosity (𝜈) through
Equation 4.58.

𝐼𝑄𝜈 = 1
1 + 𝛼𝜈

(
𝜈𝑆𝐺𝑆+𝜈+𝜈𝑛𝑢𝑚

𝜈

)𝑛 (4.58)

In it, the 𝑛 and 𝛼𝜈 are coefficients obtained through DNS results [57]
taking values of 0.05 and 0.53 respectively. The authors recommend values
for 𝐼𝑄𝜈 from 0.75 to 0.85 for LES applications.

4.5.1.2 Index based on TKE

The second index of quality, proposed by Pope [58], is widely accepted for LES
applications and relates the contribution of the resolved part of the turbulent
kinetic energy to the total turbulent kinetic energy (resolved and sub-grid).
The resolved part is obtained from the filtered fluctuations through Equa-
tion 4.59.

𝑘𝑟𝑒𝑠 = 1
2
(
�̄�2

𝑥,𝑅𝑀𝑆 + �̄�2
𝑦,𝑅𝑀𝑆 + �̄�2

𝑧,𝑅𝑀𝑆

)
(4.59)
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The modeled part, which is considered through the sub-grid model, can
be approximated through Equation 4.60.

𝑘𝑚𝑜𝑑 = 𝜈2
𝑆𝐺𝑆

(𝐶𝑚Δ𝑒)2 (4.60)

In these equations, Δ𝑒 represents the filter width (which is the character-
istic cell length, 3

√
Δ𝑥Δ𝑦Δ𝑧), and 𝐶𝑚 on the other hand is a constant with

a value of 0.091 [59]. Based on these TKE contributions, the index of qual-
ity can be calculated according to Equation 4.61. A good index of quality is
then achieved when at least the 80% of the turbulent energy is solved, that is
𝐼𝑄𝑘 > 0.8.

𝐼𝑄𝑘 = 𝑘𝑟𝑒𝑠

𝑘𝑟𝑒𝑠 + 𝑘𝑚𝑜𝑑
(4.61)

4.5.1.3 Index of quality for droplet characterization

In VOF simulations, it is important to be able to properly capture the shape
and size of the droplets generated from the primary breakup phenomenon. A
droplet that is defined by a single cell will have its shape misrepresented and
the physics associated (drag, evaporation, coalescence) will be calculated with
considerable errors. In this thesis, an index of quality has been proposed in
order to determine if the detected droplets in a VOF simulation are either
properly resolved (i.e. their shape is properly represented) or under-solved.
A resolved droplet is identified as a particle that has an equivalent diameter
of 6 grid cells [60]. Then, an index of quality is created through the ratio of
solved droplet mass to total droplet mass (Equation 4.62).

𝐼𝑄𝑉 𝑂𝐹 = 1 − 𝑚𝑢𝑛𝑑𝑒𝑟𝑠𝑜𝑙𝑣𝑒𝑑

𝑚𝑑𝑟𝑜𝑝𝑙𝑒𝑡𝑠
(4.62)

4.5.1.4 Hydraulic characteristics

The hydraulic characterization of the UWS is done by calculating the Rate Of
Injection (ROI) and Rate Of Momentum (ROM) of the injected spray. This
is done by using Equations 2.2, and 2.1. The integrals have been approached
numerically thanks to the sum of the mass flow rates and momentum of each
one of the cells. Although experimentally these variables have been calculated
on a plane at a certain distance of the injector orifices [61], computationally,
these values have been obtained at the orifice section. These values have
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been used to obtain the hydraulic coefficients of area (𝐶𝑎), velocity (𝐶𝑣) and
discharge (𝐶𝑑), whose definition has been given in Chapter 2.

4.5.2 Droplet detection and characterization

The purpose of LES VOF calculations is to predict the distribution of droplets
generated during the primary breakup process. Characterization of these
droplets is done through a droplet/ligament size evaluation algorithm gen-
erated specifically for this work.

This process consists on the following steps:

1. First, the liquid phase is separated from the gas phase through the trans-
ported 𝛼 variable. A user-defined threshold (𝛼𝑙𝑖𝑞) value of 0.5 has been
chosen, although this value should not be critical due to the compression
of the phase interface implemented (HRIC). A cell-long array is initialize
with values of -1. This array will later indicate to which droplet each
cell belongs to.

2. The amount of total droplets is obtained by assessing how many cells do
not share an immediate neighbor. Cells within the same droplet share
their boundaries with each other, while cells of different droplets show
a gap between them of at least one cell distance. A droplet array is
created and initialized, with an individual value assigned to each one of
them.

3. The cell index array is filled with the droplet index each cell belongs to,
which ranges from 1 to the total number of detected droplets 𝑛𝑑𝑟𝑜𝑝.

4. The droplet characteristics are obtained, including the droplet mass,
volume, equivalent diameter, velocity and centroid location.

5. The last step of the algorithm removes from the domain the droplet
which has associated the largest volume, which represents the intact
core region. Additionally, all the droplets that are touching a boundary
of the domain are not considered for the spray characterization.
The droplet characteristics are determined from the following equations.
The volume and mass are calculated according to Equations 4.63 and
4.64.

𝑉𝑑𝑟𝑜𝑝 =
𝑛𝑑𝑟𝑜𝑝∑︁
𝑖=1

𝛼𝑐𝑒𝑙𝑙𝑉𝑐𝑒𝑙𝑙 (4.63)
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𝑚𝑑𝑟𝑜𝑝 =
𝑛𝑑𝑟𝑜𝑝∑︁
𝑖=1

𝜌𝑐𝑒𝑙𝑙𝛼𝑐𝑒𝑙𝑙𝑉𝑐𝑒𝑙𝑙 (4.64)

A equivalent droplet diameter is approximated through the droplet volume
obtained (Equation 4.65).

𝐷𝑑𝑟𝑜𝑝 =
Å 6

𝜋
𝑉𝑑𝑟𝑜𝑝

ã 1
3

(4.65)

Droplet velocity can also be characterized (Equation 4.66), together with
the calculation of the centroid of the droplet (Equation 4.67).

𝑈𝑑𝑟𝑜𝑝 = 1
𝑚𝑑𝑟𝑜𝑝

𝑛𝑑𝑟𝑜𝑝∑︁
𝑖=1

𝛼𝑐𝑒𝑙𝑙𝜌𝑐𝑒𝑙𝑙𝑉𝑐𝑒𝑙𝑙𝑈𝑐𝑒𝑙𝑙 (4.66)

𝑥𝑑𝑟𝑜𝑝 = 1
𝑚𝑙𝑖𝑔

𝑛𝑑𝑟𝑜𝑝∑︁
𝑖=1

𝛼𝑐𝑒𝑙𝑙𝜌𝑐𝑒𝑙𝑙𝑉𝑐𝑒𝑙𝑙𝑥𝑐𝑒𝑙𝑙 (4.67)

The shape of the droplets is also assessed through a sphericity factor. It
relates the maximum distance of the droplet surface to the calculated centroid,
and compares it to the equivalent diameter obtained through Equation 4.68.
Then, a sphericity 𝑆𝑝 of 1 represents a spherical diameter, while greater values
show elongated ligaments.

𝑆𝑝 = 𝑟𝑚𝑎𝑥

𝑟𝑑𝑟𝑜𝑝
(4.68)

4.5.3 Spray tip penetration and spray angle

The spray tip penetration is an important parameter that needs to be charac-
terized in many spray applications [62, 63]. Its importance resides in analyzing
the mixing of the fluid with the surrounding gas and specifically in character-
izing the risk of deposit formation in the exhaust pipe region. To calculate
the spray tip penetration, the density projection is first calculated through
a parallel plane to the injection direction. To do so, the solution has been
first interpolated into a uniform grid whose characteristic cell size is known in
order to avoid the variability of cell sizes caused by the AMR presence. Then,
the liquid mass has been projected into one of the axes direction, which has
been later transformed into density through the characteristic interpolation
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grid size. From there, and through a threshold value, the largest liquid dis-
tance from that region to the orifice is considered to be the tip distance, as
represented in Figure 4.22a. On the other hand, the spray angle calculation
followed the criteria described in Chapter 2. As observed in Figure 4.22b, at
specific distances of the spray (based on the spray tip penetration S) two lines
are fitted in the boundaries of the spray (represented by the green lines) which
between them define the angle of interest.

(a) Spray tip penetration. (b) Spray angle.

Figure 4.22: Calculation of the macroscopic characteristics through the density
projection procedure.

4.5.4 Breakup Length

The jet breakup length during the Eulerian-Eulerian simulations has been
calculated based on the location where a 99.9% of the mass fraction is found.
The distance defined by that point and the injection point gives the desired
breakup length.
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4.5.5 Chemistry

4.5.5.1 Uniformity Index

The Uniformity Index (𝑈𝐼) characterizes how homogenized a flow variable
is on a specific geometry section. In UWS applications, it is a useful way
to assess how distributed the NH3 content is at the entrance of the catalyst
monolith. It is calculated according to Equation 4.69 [64]. In it, 𝜑 is the the
flow variable of interest, 𝜑 is the average value of the field function, while 𝐴𝑓

represents the surface area of the 𝜑𝑓 measurement.

𝑈𝐼 = 1 −
∑︀

|𝜑𝑓 − 𝜑|𝐴𝑓

2|𝜑|
∑︀

𝐴𝑓

(4.69)

4.5.5.2 Conversion Efficiency

The ammonia conversion efficiency is a measure of how much of the injected
UWS has fully transformed into NH3 (including thermolysis and hydrolysis
reactions). This is done by calculating the maximum amount of NH3 would
be present if all the UWS had undergone transformation, through the molar
masses of each chemical reaction. Then, the NH3 mass obtained during the
simulations has been compared against that theoretical value, defining an
efficiency of the generated NH3.
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Chapter 5

Analysis of the UWS
near-field spray

“The world’s an exciting place when you know CFD.”
—John Shadid

5.1 Introduction
This chapter will focus on the characterization of the inner flow of the intro-
duced pressure-driven injector (Chapter 4) through the Mixture-Model (MM)
and Volume-Of-Fluid (VOF) methods applied to Generation 1 and Gener-
ation 2 geometries. A hydraulic characterization will be performed on the
Mixture-Model study by first validating against experimental data [1], and
will assess the similarity between the three orifices of the injector through
RANS and LES turbulence framework. Breakup length will be assessed, and
it will be related to velocity fluctuations. The VOF approach will show the
same characterization as the MM simulations but will push forward the analy-
sis by obtaining droplet distributions which will be compared to experimental
results [2].

5.2 Mixture Model simulations
This section will focus on the main results of the Mixture Model simulations.
As stated, RANS and LES procedures were followed and therefore different
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meshes were assessed to see which configuration best fitted each simulation
typology.

5.2.1 RANS mesh sensitivity study

The mesh sensitivity analysis for the RANS 𝑘 − 𝜖 𝑅𝑁𝐺 simulations were
done using four different mesh refinements. Between them, the base sizes
were modified into finer and coarser cell lengths while maintaining the levels
of cell embedding across the domain. The variables considered to determine
the optimum cell size have been the hydraulic characteristics of the injec-
tor, that is, ROI and ROM for a specific injection pressure of 6 barG. The
information regarding the ROI and ROM results have been included in Ta-
ble 5.1, together with the variation between these values with respect to the
immediately coarser mesh.

Element size ROI ROM ROI Diff. ROM Diff.

350 µm 1.271 g/s 0.0347 gm/s - -
300 µm 1.249 g/s 0.0335 gm/s 1.75 % 3.45 %
150 µm 1.246 g/s 0.0333 gm/s 0.24 % 0.29 %
75 µm 1.246 g/s 0.0333 gm/s 0 % 0 %

Table 5.1: ROI and ROM results for the RANS mesh sensitivity study of the
Generation 1 geometry at a working injection pressure of 6 bar (gauge).

In addition to the grid convergence analysis performed on the ROI and
ROM parameters, the Breakup length values have also been extracted for the
same RANS meshes. An alternative injection pressure condition has been
used in this case, and the results have been presented in Table 5.2.

According to these results, the mesh with a base size of 300 µm and con-
taining 0.8 million elements represents the minimum element number mesh
capable of minimizing the numerical deviations associated to the solution.

5.2.2 LES quality study

In order to be sure that enough turbulent scales are adequately resolved during
the LES studies, the introduced Indexes of quality in Chapter 4 have been
calculated. Achieving an IQ greater than 0.8 (80% of the turbulent kinetic
energy resolved) leads to an acceptable simulation, according to Pope [3]. The
quality based on the viscosity proposed by Celik [4] has also been obtained, and
both are presented in Figure 5.1. The index based on the TKE shows overall
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Element size Breakup Length Breakup Length Diff.

350 1.805 mm -
300 1.885 mm 4.43 %
150 1.895 mm 0.53 %
75 1.895 mm 0 %

Table 5.2: Breakup length results for the RANS mesh sensitivity study of the
Generation 1 geometry at a working injection pressure of 4 bar (gauge).

good values throughout all the discharge volume region except for locations
where no spray is present, as it will be later seen. Within the injector geometry,
there is also a low-quality zone. It corresponds to a region where almost null
velocity is present, and therefore the LES meshing remains optimum for these
simulations. Regarding the index based on the viscosity, all the domain has
values between 0.8 and 0.9, which according to Celik’s criteria, shows sufficient
mesh refinement for this application. This quality index remains almost equal
for the three injection pressures (4, 6, 8 barG) tested.

(a) Index based on TKE. (b) Index based on viscosity.

Figure 5.1: Index of Quality applied to the MM simulations.

To achieve these quality index contours, a mesh with a characteristic size of
150 µm is generated together with an embedding strategy that leads to a time
average of approximately 8 million elements at the three injection pressures.
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5.2.3 Hydraulic characterization

The accuracy of the performed simulations has been considered prior to per-
forming a further analysis of the behavior under typical working conditions.
ROI and ROM are of high importance as they show the amount of working
fluid they can introduce and the momentum associated with each injection.
The values of ROI and ROM have been extracted for a specific amount of time
once their curves have stabilized (Figure 5.2). These results have been com-
pared with the same data obtained through experimental means [1]. Exper-
imentally, both values were obtained through momentum flux measurements
and the total injected mass value. This process is described in detail in the
work of Payri et al. [5]. The results for each one of the injection pressures are
shown in Table 5.3.

Figure 5.2: ROI temporal evolution for the MM simulation performed at a
𝑃𝑖𝑛𝑗 = 8 barG.

From these results, a good agreement of the mass flow rate in each injec-
tion pressure condition is obtained for both RANS and LES approaches. LES
results diminish the deviations from experimental results for all three working
conditions if compared to RANS simulations, with a minimum ROI error of
less than 1% for the 8 barG conditions. Momentum results, on the other hand,
show significant deviations from experimental data. It is generally underes-
timated for all the conditions, with slightly higher deviation values for the
LES cases. Mohapatra et al. [6] have also shown these deviations, where the
ROM deviations reached values as high as 10%. These discrepancies could be
associated with the lack of needle lift dynamics in the simulations performed,
as a constant value was set for this purpose. The reason for the difference in
accuracy between ROI and ROM values can be assessed by obtaining the flow
coefficients. These coefficients have been obtained according to the equations
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Pinj Data Source ROI ROM ROI Error ROM Error

4 barG Experimental 0.778 g/s 0.0172 N - -
RANS 0.725 g/s 0.0112 N 6.81% 34.85 %
LES 0.748 g/s 0.0111 N 3.85 % 35.45 %

6 barG Experimental 0.949 g/s 0.0260 N - -
RANS 0.985 g/s 0.0184 N 3.65 % 30.00 %
LES 0.919 g/s 0.0166 N 3.16 % 36.15 %

8 barG Experimental 1.102 g/s 0.0349 N - -
RANS 1.085 g/s 0.0256 N 1.54 % 27.90 %
LES 1.110 g/s 0.0241 N 0.72 % 30.94 %

Table 5.3: ROI and ROM results for the experiment [1] and the RANS and
LES approaches applied to Generation 1 geometry and the error with respect
to the experiment.

shown in Chapter 2, and have been included in Table 5.4. In them, it is ob-
served how, as expected, the discharge coefficients are accurate, as the same
ROI values were previously obtained. Nonetheless, for the three injection pres-
sures, the velocity coefficient starts to show deviations, being the coefficient
significantly lower, while the area coefficients are on the other hand, higher
than experimental values. This shows that Geometry 1 has a lower effective
velocity, and a higher effective area than for experimental results. There-
fore, the lower effective velocity and the higher effective area compensate for
achieving the appropriate ROI values, but once the momentum is obtained,
the lower velocity weighs more, leading to lower ROM values. These differ-
ences are associated to the approximation of the Generation 1 geometry due
to the insufficient CT spatial resolution, as explained in Section 4.3.

5.2.4 Flow morphology

A compelling characteristic of the injector flow on the proposed geometry (Ge-
ometry 1 ) is the different flow between the different orifices it is composed of
when considering the LES simulations. First, differences between the orifices
are observed in the volumetric void fraction for a injection pressure of 6 barG
(Figure 5.3). In Orifice 1, there is a slower liquid volume fraction decay in the
direction of injection compared to the results in Orifices 2 and 3, which look
similar. In Orifice 1, at 2 mm from the injection point, the value at the spray
core is above 𝛼 = 0.3, while for the remaining two orifices, this happens at
around 1 mm.
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Pinj Data source Cd Cv Ca Cm

4 barG Experimental 0.62 0.81 0.76 0.50
RANS 0.57 0.56 0.85 0.32
LES 0.59 0.55 0.88 0.32

6 barG Experimental 0.61 0.82 0.75 0.50
RANS 0.63 0.53 0.85 0.35
LES 0.59 0.54 0.88 0.32

8 barG Experimental 0.61 0.82 0.75 0.50
RANS 0.60 0.61 0.83 0.36
LES 0.62 0.56 0.89 0.34

Table 5.4: Flow coefficients for the experiment and the RANS and LES ap-
proaches applied to Generation 1 geometry.

(a) Orifice 1. (b) Orifice 2. (c) Orifice 3.

Figure 5.3: Volumetric Void Fraction contours for an injection pressure of 6
barG obtained through LES.

Nonetheless, these differences are better visualized with the liquid mass
fraction (Figure 5.4). It can be seen how the mass contribution of the in-
jected fluid expands right after the injection point. For Orifices 2 and 3, there
is mass diffusion towards the center of the domain, with an oscillatory be-
havior. Orifice 1, on the other hand, depicts a utterly different mass void
fraction distribution with a continuous expanding jet. These differences could
be caused by the introduction of numerical viscosity into the nozzles, due to
the misalignment of the flow with respect to the cell faces [7].
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(a) Orifice 1. (b) Orifice 2. (c) Orifice 3.

Figure 5.4: Mass Fraction contours for an injection pressure of 6 barG obtained
through LES.

RANS simulation (Figure 5.5), on the other hand, does not show those
differences between the three Orifices . The solution given for the mass void
fraction under RANS method is more similar to the solution shown by Orifices
2 and 3 (Figures 5.4b and 5.4c) obtained by a LES approach. In this case,
the numerical viscosity due to the grid alignment effect is more pronounced
in the unsteady behavior captured during the LES approach.

(a) Orifice 1. (b) Orifice 2. (c) Orifice 3.

Figure 5.5: Mass Fraction contours for an injection pressure of 6 barG through
RANS 𝑘 − 𝜖.

Figure 5.6 and Figure 5.7 show the contribution in ROI and ROM of the
three orifices for the tested injection pressures, as the differences in morphol-
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ogy could indicate changes in the hydraulic performance. When it comes to
ROI, although the differences between them are not significant, it can be ap-
preciated a slight deviation in the values between Orifice 1, and the other two,
both for RANS and LES approaches, which is more noticeable at higher in-
jection pressures (8 barG). The same phenomenon happens in the momentum
results, where at the 8 barG condition Orifice 1 has lower momentum values
also for the RANS simulation.

(a) RANS. (b) LES.

Figure 5.6: ROI results for the three orifices and the three injection pressures
for the RANS and LES approaches.

(a) RANS. (b) LES.

Figure 5.7: ROM results for the three orifices and the three injection pressures
for the RANS and LES approaches.

To detect at which section those differences arise, plots of the velocity
components at the orifices exit plane have been extracted. The cartesian
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velocity components have been converted into cylindrical coordinates, allowing
a better understanding of the differences in magnitude and topology. The axial
component of the velocity shown in Figure 5.8 (which accounts for most of
the momentum contribution) does show similar velocity distributions between
the three orifices, rotated each one 120° due to their respective location within
the injector circumference. A higher velocity is located closer to the orifice
walls (close to 30 m s−1), while on the orifice center, an average of 25 m s−1 is
found.

(a) Orifice 1. (b) Orifice 2. (c) Orifice 3.

Figure 5.8: Axial average velocity magnitude contours at the orifice section
for the LES approach.

The swirling component of the velocity is represented in Figure 5.9.
Greater differences are found in the intensity and location of the swirling
motion. Orifice 1 shows a symmetric swirl distribution, in which two high-
velocity regions are located, directing the flow towards the orifice walls. On
Orifices 2 and 3, an asymmetric behavior is observed. The two high-velocity
regions still exist, but one gains strength compared to the other, which will
later lead to the previously observed differences in void fraction and mass void
fraction.

The RANS results, as expected from Figure 5.5, show the same swirling be-
havior for the three orifices; therefore, they have not been included. Nonethe-
less, RANS simulations were run for hydraulic validation purposes and had a
coarser resolution at the orifice section, with a possible misrepresentation of
the flow-swirling motion.
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(a) Orifice 1. (b) Orifice 2. (c) Orifice 3.

Figure 5.9: Swirl average magnitude contours, and the in-plane vector field at
the orifice section for the LES approach.

(a) Orifice 1. (b) Orifice 2. (c) Orifice 3.

Figure 5.10: Swirl average magnitude contours, and the in-plane vector field
at the orifice section for the RANS approach.

5.2.5 Breakup length

Due to the differences observed in the behavior of the three orifices, the jet
breakup length has been calculated for each of them for the RANS and LES
approaches. The criterion followed has been the 99.9% of the mass fraction.
The solution of the UWS flow has been thresholded at that value, and the
length has been measured from the orifice outlet section up to the point that
satisfies the 99.9% criterion. The results have been collected and presented in
Figure 5.11. The slight differences in the ROI and ROM results magnify when
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representing the breakup length. Orifice 1 generally has a greater breakup
length value than the other two orifices, independently of the working injection
pressure and the turbulence treatment applied to the simulations. Differences
in the trend are obtained for LES and RANS approaches. On RANS, there
is a slight increase in the breakup length values of the orifices, while Orifice
1 does show a diminishing trend. LES results show a decreasing length for
the three orifices with increasing injection pressure. This trend in breakup
length values is consistent with unbroken liquid length values reported by
experimental results from Kapusta et al. [8]. Nonetheless, the lack of interface
capturing schemes, together with the numerical diffusion importance of the
presented results, makes these results not fully reliable. Furthermore, they are
sensitive to the breakup length criterion value. On the other hand, the trends
found for the breakup length provides an insight of which breakup regime the
injector is working at with the chosen injection pressures.

(a) RANS. (b) LES.

Figure 5.11: Breakup length results for the three orifices and the three injec-
tion pressures for the RANS and LES approaches.

The breakup regime can be obtained by calculating the Reynolds and
Ohnesorge number at the orifices exit section (Figure 5.12). In it, the breakup
regimes obtained for a plain-orifice and a ratio of 1:10 is included. According to
these non-dimensional parameters, the calculated points fall in the transition
region between the 1st wind-induced and the 2nd wind-induced regimes. These
result helps validate the breakup length trend with the increasing injection
pressure. According to Lin and Reitz [9], at the 1st wind-induced regime, the
breakup length should decrease with increasing injection velocity. Knowing
that the boundaries depicted between breakup regimes are not strict limits
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[10], it can be safely stated that the main breakup phenomenon is due to the
1st wind-induced regime, close to the 2nd wind-induced regime.

Figure 5.12: Ohnesorge-Reynolds chart of the RANS and LES performed using
the MM approach.

Performing an LES MM approach on UWS sprays can also be helpful for
detecting the region where the liquid jet starts to break up. A qualitative
correlation between the breakup length and the RMS of the velocity shown in
Figure 5.13 can be stated for all three orifices, as a peak of RMS velocity in
addition to an enlargement of the velocity fluctuation region is observed where
breakup should occur. Once the jet instabilities grow in frequency and size,
the RMS values also observe a rise due to the presence of velocity fluctuations
in the three directions. These instabilities are also the driving mechanism for
jet breakup and droplet generation.

5.2.6 Effect on the rotation of the geometry on the LES results

After performing the MM study, and to confirm that the numerical viscosity
is introduced by the misalignment of the flow direction with the cell’s normal
direction, an additional simulation was carried out by rotating the injector
along its axis. In this case, the injector has been rotated an angle of 22.5° so
none of the three orifices gets aligned with any of the cell’s normal directions,
as shown in Figure 5.14.

The effect of the numerical viscosity is seen by plotting the mass fraction
in Figure 5.15. Orifice 1, which initially was differentiated from the other
two, now has seen an expansion in the mass fraction contour. The other two
orifices see a decrease in the width of their mass distribution, especially when
it comes to Orifice 3, which sees a significant contraction, looking similar to
the shape of Orifice 1 in its original disposition (Figure 5.4a). This effect is in
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(a) Orifice 1. (b) Orifice 2. (c) Orifice 3.

Figure 5.13: RMS velocity contours of the three orifices for an injection pres-
sure of 6 barG.

(a) Original distribution. (b) Rotated distribution.

Figure 5.14: Disposition of the orifices of the UWS injector before the geom-
etry rotation and after the geometry rotation.

concordance with the location of this orifice after the rotation, which is now
closer to being aligned with one of the cartesian axis (X-Axis).

The velocity distribution drives that change in mass fraction distribution
at the nozzle exit plane. By representing the flow field in that section (Fig-
ure 5.16), it is observed how all three orifices depict a non-symmetric behavior,
more similar to each other, and allows to check the effect of numerical viscosity
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(a) Orifice 1. (b) Orifice 2. (c) Orifice 3.

Figure 5.15: Mass fraction contours of the three orifices for an injection pres-
sure of 6 barG on the rotated geometry.

and the need for further refinement in these regions to mitigate the detected
issue. Nonetheless, the solely usage of FE refinement limits the amount of
cells that can be introduced. For that reason, subsequent studies will employ
FE together with AMR.

(a) Orifice 1. (b) Orifice 2. (c) Orifice 3.

Figure 5.16: Swirl magnitude contours, and the in-plane vector field at the
orifice section for the LES approach for the rotated geometry.

In the same way, the breakup length values can also be extracted for the
simulation carried out with the rotated geometry. The results are shown in
Table 5.5. It can be observed how the differences between the three orifices
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are mitigated in certain way. Again, Orifice 3 as become the most aligned
with the cartesian mesh has shown a larger value.

Orifice 1 Orifice 2 Orifice 3

Breakup Length 2.32 mm 2.15 mm 2.38 mm

Table 5.5: Breakup length values obtained for an injection pressure of 6 barG
in the rotated geometry.

5.3 Volume-Of-Fluid simulations
The Mixture Model approach allowed the prediction of the hydraulic perfor-
mance of the injector and provided an approximation of the breakup length
and their trend with the increasing injection pressure. However, it could not
show the outcomes of the primary breakup events and the instabilities that ap-
pear on the initial jet due to the high diffusivity of that technique. Therefore,
it cannot characterize the distribution of droplets generated on the proposed
UWS injector. As described in Chapter 4, the Volume-Of-Fluid (VOF) ap-
proach does transport the void fraction instead of the species. An interface
capturing scheme can improve the representation of jet breakup dynamics at
the expense of additional computational cost. It is important to remind that
for the VOF cases, no UWS was used as the working fluid, but pure H2O due
to limitations of the VOF of dealing with multi-component liquids.

5.3.1 Introduction of the AMR technique

The meshing approach used on the MM simulations was the Fixed Embed-
ding (FE). As the MM approach could not detect droplet detachment, the
discharge volume length was short (5 mm), and a really fine mesh was not
needed, which ended in a feasible amount of elements in the mesh. If the
objective is to capture the breakup phenomenon, the discharge length needs
to be increased to a value of 10 mm to give enough space for the breakup
event to occur. Additionally, the element size on the discharge volume will be
critical to predict the droplet characteristics correctly. The minimum cell size
will determine the minimum droplet diameter detected. The droplets below
that size will not appear on the solution. Additionally, to preserve the gener-
ated droplets and adequately predict the forces exerted on them, a minimum
amount of elements should form each droplet, not a single cell.
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The two meshing approaches (FE and AMR) have been compared in Gen-
eration 1 to check if the AMR technique can be applied to this methodology.
The two meshes used are the ones presented in Figure 4.19a and Figure 4.19b
for the FE and AMR meshes, respectively. The combination of AMR and LES
techniques generates theoretical errors related to the commutativity property
of the differencing and filtering operations on the Navier-Stokes equations.
Commutativity is only achieved when the filtering operations to remove the
smallest turbulent scales consider a constant filter size. Hence the LES-filtered
equations would have the same shape as the unfiltered N-S equations [11]. To
assess the possible errors introduced, Pope [3] LES criteria has been adopted,
and both simulations have been considered to fulfill the proposed guideline,
as observed in Figure 5.17. Only low-quality regions are observed where no
AMR is triggered, hence indicating that no liquid phase is present, being the
mesh resolution not critical.

Figure 5.17: Representation of the LES Index of Quality according to Pope
criteria [3].

5.3.1.1 Hydraulic validation

As happened during the MM approach, similar results are obtained through
both meshing methods using VOF. The ROI value stays close to the experi-
mental values, with differences with the experimental results lower than 1%,
with slightly better results of the AMR meshing. The ROM values again have
high deviations, as in the previous analysis. This issue will later be addressed
using the Generation 2 geometry.
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Data Source ROI ROM ROI Error ROM Error

Experimental 1.102g/s 0.0349 N -
Fixed Refinement 1.092 g/s 0.0243 N 0.92 % 30.37%
AMR Refinement 1.106 g/s 0.0244 N 0.42 % 30.08%

Table 5.6: ROI and ROM results for the LES-VOF simulation for 8 barG of
injection pressure, and the error of each mesh used, compared to experimental
data [1].

5.3.1.2 Flow morphology

The influence of the mesh has also been assessed qualitatively by representing
the liquid phase on a temporal snapshot (1 ms After Start Of Injection (ASOI))
on both simulations. Significant differences in the spray morphology have
been detected. In Figure 5.18, FE mesh shows a uniform breakup along the
discharge volume with a distinct droplet formation, while the AMR mesh looks
more chaotic. The velocities of the jet and droplets are also affected. As for the
FE case, a rapid slowdown to 15 m s−1 is observed, and the detached droplets’
velocities show a greater slowing down to velocities of 7 m s−1. The AMR
solution shows a larger amount of droplets and ligaments and a wider range
of diameters. The slowdown effect is not as significant, with droplet velocities
greater than 10 m s−1, while the initial jet and ligaments show velocities closer
to 30 m s−1.

(a) Adaptive Mesh Refinement. (b) Fixed Refinement.

Figure 5.18: Temporal snapshot of the liquid phase for the two mesh refine-
ment approaches.
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5.3.1.3 VOF Index of quality

So far, morphological differences have been detected, but it is important to
know which meshing approach results are more appropriate for the present
application. The VOF quality index proposed in Chapter 4 has been ap-
plied to both simulations. According to the literature, a resolved droplet
has been defined as a liquid particle whose equivalent diameter is made of 6
minimum-sized grid cells [12]. Applying that criterion, Figure 5.19 results. In
it, few spray droplets have been represented colored depending whether they
are resolved or not. It can be observed how the unresolved droplets are the
ones that are composed of very few cells, misrepresenting their shape (box-
shaped), which will probably lead to significant errors when calculating the
aerodynamic forces. Resolved droplets depict smooth interfaces, with a better
approximation of the shape of each droplet.

Figure 5.19: Representation of unresolved and resolved droplets within a VOF
simulation.

Table 5.7 shows the results of the VOF IQ calculated for both simulations.
The FE simulation shows a 20% lower IQ with more elements in its mesh than
the one with AMR. FE approach is incapable of maintaining the same level of
refinement in the regions away from the injector orifice, resulting in a larger
amount of unresolved mass. On the other hand, AMR can refine locally in
the zones where needed, maintaining the same droplet resolution throughout
the domain without needing a constantly large amount of elements.

Due to this better resolution, together with the ability to use only the
amount of elements needed for each time instant, the AMR approach has
been applied for the subsequent VOF simulations that have been carried out.

5.3.2 Performance of Generation 2 geometry

When performing the micro-CT scan technique on the UWS injector, the
high-fidelity geometry (Generation 2 ) was obtained. Knowing the hydraulic
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Simulation VOF IQ

FE 0.798
AMR 0.989

Table 5.7: Index of Quality proposed for VOF results applied to the two types
of meshing strategies for a specific time-snapshot.

limitations of the Generation 1, the main purpose of simulating the new UWS
geometry was to assess whether it solved the previous hydraulic deviations,
and have a more realistic representation of the injector of interest. In this case,
higher liquid temperature was tested, according to Table 4.6. Additionally, as
VOF simulations use H2O as the working liquid, experimental data obtained
by injecting water at the corresponding conditions have been used.

Hydraulic characterization

The ROI and ROM results have been extracted, and their evolution with
the injection pressure has been analyzed. In this geometry, the correlation
between the experimental and computational data has significantly improved
concerning the results obtained for the original geometry. The trend is well
captured, and if the deviations are again represented (Table 5.8), the improve-
ment in accuracy is confirmed. ROI deviations have increased for the 8 barG
case, but the ROM deviations are below 8% for all the cases, with a minimum
error of 6% for the highest injection pressure.

Inj.Pressure Data ROI ROM ROI Error ROM Error

8 barG Exp. 1.154 g/s 0.034 N - -
LES 1.124 g/s 0.036 N 2.59 % 7.14 %

6 barG Exp. 0.995 g/s 0.025 N - -
LES 0.976 g/s 0.027 N 1.91 % 8 %

4 barG Exp. 0.854 g/s 0.017 N - -
LES 0.793 g/s 0.018 N 7.05 % 5.88 %

Table 5.8: ROI and ROM results for the experiment [1] and the LES approach
applied to Generation 2 geometry for the different injection pressures.

This improvement in the overall performance of the injector shows the
importance of the accuracy of the geometry in the nozzle section [13]. The
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approximated features on Generation 1 might have generated a too-narrow
passage to the orifices, generating a pressure drop within the injector, satisfy-
ing the mass flow rate of the experimental results, but leading to considerably
lower momentum. This pressure drop effect can be observed in Figure 5.20,
where the pressure in the region previous to the orifice is lower than the one
observed in the Generation 2 geometry.

(a) Generation 1. (b) Generation 2.

Figure 5.20: Pressure contours obtained at a specific time instant for the two
geometries employed.

These ROI and ROM values are transmitted into the characteristic hy-
draulic coefficients, which depict the orifice behavior with respect to the the-
oretical mass flow rate (𝐶𝑑), effective velocity (𝑢𝑒𝑓 ), geometric area (𝐴0), and
momentum (𝐶𝑀 ). Table 5.9 indicates the corresponding flow coefficients for
the different conditions tested. The expected agreement between 𝐶𝑑 and 𝐶𝑀

is observed based on the ROI and ROM data. The computational approach
generally shows an effective velocity closer to the theoretical value than the
experimental results while employing a lower percentage of the geometric area
of the injector orifices. The discharge coefficient does show a similar behavior
between CFD and experimental approaches due to the compensation between
the higher velocity and the lower area of the CFD results. The working fluid
is not occupying the totality of the orifice. Gas coming from the discharge vol-
ume is set at the orifice section, reducing the available area and consequently
reducing the mass flow rate that the injector can introduce into the chamber.

Based on these results and the better overall agreement of the hydraulic
parameters, the subsequent VOF analysis has been performed solely on this
higher-resolution CT scan geometry.
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Inj.Pressure Data Cd Cv Ca Cm

8 barG Exp. 0.63 0.73 0.86 0.46
LES 0.59 0.83 0.71 0.49

6 barG Exp. 0.60 0.75 0.80 0.45
LES 0.59 0.83 0.71 0.49

4 barG Exp. 0.60 0.77 0.78 0.46
LES 0.59 0.83 0.71 0.49

Table 5.9: Flow coefficients results for the experiment and the LES approach
applied to Generation 2 geometry for the different injection pressures.

5.3.3 Macroscopic characteristics

5.3.3.1 Near-field spray morphology

Firstly, a qualitative assessment of the evolution of the spray within the dis-
charge volume has been done on the three injection pressures to depict the
spray morphology, its breakup mechanism, and the development of all three
sprays that the UWS injector is composed of. Figures 5.21, 5.22, and 5.23 show
the evolution of the liquid phase for simulation times of 0.06 ms, 0.026 ms, and
0.046 ms ASOI, respectively. The first differences arise concerning the injec-
tion pressure differences. Higher pressures imply a deeper penetration length
for the same time ASOI, and therefore the liquid reaches earlier the outlet
boundary condition, as for the last time representation the low injection pres-
sure condition is still developing, while the other two injection pressures do
not show the spray tip. At time in-between 0.06 ms and 0.26 ms, the liquid jet
expands radially (inwards and outwards) with respect to the injector axis. It
generates within that expanded region a set of initial droplets and ligaments.
At further ASOI times, the spray further develops, and the initial generated
droplets and ligaments leave the domain. The total disruption of the initial
jet is not observed for any of the injection conditions at any of the times repre-
sented. Between the different injection pressures, the spray morphology shown
is similar, in addition to the location in which the droplets and ligaments are
first created.
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(a) 𝑃𝑖𝑛𝑗 = 4 barG. (b) 𝑃𝑖𝑛𝑗 = 6 barG. (c) 𝑃𝑖𝑛𝑗 = 8 barG.

Figure 5.21: Near-field view of the liquid phase (𝛼 < 0.5) at a time of 0.06 ms
ASOI.

(a) 𝑃𝑖𝑛𝑗 = 4 barG. (b) 𝑃𝑖𝑛𝑗 = 6 barG. (c) 𝑃𝑖𝑛𝑗 = 8 barG.

Figure 5.22: Near-field view of the liquid phase (𝛼 < 0.5) at a time of 0.26 ms
ASOI.
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(a) 𝑃𝑖𝑛𝑗 = 4 barG. (b) 𝑃𝑖𝑛𝑗 = 6 barG. (c) 𝑃𝑖𝑛𝑗 = 8 barG.

Figure 5.23: Near-field view of the liquid phase (𝛼 < 0.5) at a time of 0.46 ms
ASOI.

Several characteristic parameters can be obtained, such as the tip penetra-
tion length, the spray angle, the intact core length, the mass transfer between
structures, and the characterization of the distribution of droplets generated
during the breakup process.

5.3.3.2 Spray penetration

The penetration values were calculated according to the density projection
procedure described in Section 4.5, and have been compared against experi-
mental data obtained at the same conditions as the simulations. Figure 5.24
shows this comparison. The represented experimental curve corresponds to
the main spray body and not the spray burst depicted in [1]. A general
agreement in the evolution of the spray tip penetration is achieved for the
three injection pressures tested. The conditions in Figure 5.24b depict the
most significant deviation of all injection pressures, with a higher experimen-
tal penetration slope. Although not included, the penetration curves applied
to the Generation 1 geometry strongly differed with respect to the experi-
mental data set with lower spray tip velocities. This deviation, together with
the disagreements observed for the momentum values, reinforces the idea of a
pressure drop prior to the orifices caused by the CT spatial resolution.
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(a) 𝑃𝑖𝑛𝑗 = 4 barG. (b) 𝑃𝑖𝑛𝑗 = 6 barG.

(c) 𝑃𝑖𝑛𝑗 = 8 barG.

Figure 5.24: Spray tip penetration evolution for the three injection pressures
simulated, in addition to the corresponding experimental [1] results.

5.3.3.3 Spray angle

The spray angle values have been obtained through the procedure described
in Chapter 4.5, and match the procedure used to extract the experimental
data. Although the methodology is the same, the domain size during the ex-
periments is significantly different from the one used in CFD. As indicated
during the penetration comparison study, experiments discharge into a cham-
ber with a characteristic size of 75 mm. The measuring distances on the spray
angle determination have been 0.06 S, and 0.12 S, representing a distance of
4.5 mm and 9 mm from the orifice location when the spray reaches the outlet of
the domain. The reader is informed that the experimental data that is going
to be presented is not included for validation purposes, as CFD calculations
have been performed on quiescent conditions, while experimental angles were
obtained under cross-flow conditions. Table 5.10 depicts these results for the
three injection pressure conditions. All the obtained angles are located around
a value of 15∘, while no clear trend as injection pressure changes is observed
neither for the CFD approach, nor experimental values. This lack of trend was
also observed within the complete angle values previously obtained for several
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injection temperatures, ambient temperatures, and cross-flow rates [1]. This
may be an effect of other factors with higher importance, such as enhanced
evaporation from finer atomization, the interaction between the gas and the
droplets, or the turbulence taking place at the orifice region. From the MM
study, it could be assessed that the operating range for the specified injection
pressures locates the breakup regime in the transition region between the first
and second wind-induced regimes.

Pinj Data Source Spray Angle

4 barG Exp. 14.37∘

CFD 15.13∘

6 barG Exp. 15.64∘

CFD 14.43∘

8 barG Exp. 15.48∘

CFD 16.58∘

Table 5.10: Spray angle results for the computational and experimental [1]
approaches.

5.3.3.4 Plume interaction

The proposed injector comprises three orifices that inject into the same dis-
charge volume. From experimentally-obtained images, these three jet plumes
merge at a certain distance into a single spray in which the coalescence phe-
nomenon becomes important, and the three jets interact. Therefore, a time
average of the velocity field has been obtained in a perpendicular plane to the
spray plumes at two distances to the orifices, 3 mm and 8 mm. The results are
shown in Figure 5.25. At a distance of 3 mm, the three jets are separated, and
no interaction is visible between them. At a larger distance from the orifices
(8 mm), the expansion previously detected in Figure 5.22 is confirmed, and the
velocity field of a spray breaking up is observed. Although the three sprays
have also expanded toward the injector axis, they have not mixed with each
other. From the velocity plot, the three different sprays can still be easily dif-
ferentiated. Therefore, it can be stated that within the domain considered for
the VOF application, there is no strong interaction between the three UWS
plumes.

From the interaction outcomes previously observed, the three orifices act
as almost independent sprays. Therefore, to reduce the number of cells in the
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(a) Z = 3 mm. (b) Z = 8 mm.

Figure 5.25: Average velocity contours at two distances from the orifice section
for the VOF simulation with an injection pressure of 8 barG.

domain needed for these simulations, only one of the three holes will be further
considered. In these simulations, two out of three orifices will be considered
dummy orifices, which will not introduce liquid into the discharge volume. In
that way, the AMR embedding triggered would only affect one orifice, reducing
the computational cost of the calculations and speeding them up.

5.3.4 Microscopic characteristics

5.3.4.1 Determination of the steady-state behavior

The main interest of this study resides in determining the droplet characteris-
tics generated during the steady-state phase of the injection process. Addition-
ally, the simulations performed do not consider the movement of the needle;
therefore, the transient effects would not be realistic. In order to determine
at which time this transitory period ends and the injector behaves in steady-
state conditions, the steady-state behavior has been assessed by comparing a
macroscopic characteristic of the spray angle (Figure 5.26a) and a microscopic
characteristic such as the intact length, Figure 5.26b). The spray angle shows
fluctuations throughout the whole simulation time, although, from 0.75 ms,
the angle values oscillate around the average angle given by the three-hole
case (Table 5.10). Additionally, the intact length also shows variations in its
magnitude, although it seems to vary around an average value.
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(a) Spray Angle. (b) Jet intact length.

Figure 5.26: Temporal analysis of the spray angle and the intact length for
the one-hole injector.

Figure 5.27 also shows the temporal evolution of the hydraulic character-
istics of the injector. These variables stabilize to constant values quicker than
the macroscopic and microscopic spray characteristics. Additionally, it is high-
lighted how both ROI and ROM values do not show the unsteadiness present
on the spray angle and the intact length, but rise to a constant value. Some
unsteadiness is expected at the orifice section thanks to the LES approach,
but the employed mesh might filter out the scale of these fluctuations.

(a) ROI. (b) ROM.

Figure 5.27: Temporal analysis of the evolution of the ROI and ROM obtained
for one of the three holes.

From the specified time (0.75 ms) the results have been averaged for enough
time to have statistically representative results. In order to check the minimum
amount of time needed to achieve this statistical independence, two sets of
parameters have been considered. The first one is the Total Integrated Mass
(TIM), which consists of integrating the projected mass in two perpendicular
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directions to the spray, giving a value of TIM for several distances from the
nozzle. Time steps have been progressively added into the time-averaged data
until the TIM deviations have reduced to an acceptable value (<1%). The
second set of parameters used are the Rosin-Rammler distribution’s defining
constants (Subsubsection 2.5.3.3). The PDF distribution of the generated
droplets is extracted for each time value, and a least-square fitting is applied
using the Weibull distribution function. From the fitted curve, the defining
parameters of the Rosin-Rammler are extracted. A similar approach to the
averaged TIM is performed. Progressively the Rosin-Rammler parameters
are added into the time-averaging, and the deviations with respect to the
time-averaged without the present time data is obtained. This processing is
shown for the specific injection pressure of 6 barG in Figure 5.28. From this
Figure, it can be quickly concluded that by averaging a total of 1.2 ms (the
maximum amount of data available from the simulations), the data becomes
representative of the performance of the injector at steady-state conditions.

(a) ROI. (b) ROM.

Figure 5.28: Statistical significance of the TIM and fitted RR parameters with
time.

5.3.4.2 Droplet characterization

In order to perform the microscopic characterization of the after-treatment
sprays, the droplet size and droplet velocity PDF have been extracted. First,
the distribution of droplets will be validated against experimental data cap-
tured using High-Resolution Laser Backlight Imaging (HRLBI). A complete
description of the technique can be found in [14]. The location of the exper-
imental measuring is at a distance of 30 mm from the injection point, which
is considerably larger than the maximum distance modeled through compu-
tational methods 10 mm. Nonetheless, secondary breakup is not expected to
occur due to the low velocities and the low We numbers. However, at the
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CFD distances modeled, the three jets have not yet merged into a single one,
and therefore coalescence phenomena might occur in between the measuring
locations. Evaporation can also start to gain importance in distances out of
the computational domain, closer to the experimental measuring section.

To obtain the droplet size and droplet velocity PDF, only the droplets
located at the last 2 mm of the domain in the axial direction (Z-axis) have been
considered. The droplets located in the volume of interest have been identified
and their data extracted. These characteristics have been time-averaged for
the available simulated time indicated in Subsubsection 5.3.4.1. In order to
avoid over-representation of the slow droplets and their double detection in two
consecutive time-steps, each detected droplet has its velocity vector calculated
and based on its direction and magnitude it is assessed whether it was present
in the domain of interest previously or not.

A comparison has been made on the diameter distribution function of both
methods. Figure 5.29 compares the number-based PDF and the Cumulative
Volume Fraction (CVF) of the corresponding distribution. The characteristic
numbers Dv10, Dv50, Dv90, and the Sauter Mean Diameter (SMD) have also
been compared. The comparison depicts an over-prediction of the number of
droplets of small diameter at all the conditions included. Additionally, the
spread of the PDF is more skewed towards the small diameters (<20 µm),
as the number of drops with a diameter greater than 50 µm rapidly decays.
With increasing the injection pressure, the probability peak of the experi-
mental distribution shifts toward smaller diameters, raising the probability
peak and showing closer diameter distributions with the CFD results. On
the other side, the CVF introduces which percentage of the total volume of
the spray is located under a specified droplet diameter. Due to the simula-
tions having smaller droplets than in the experiments, the computational CVF
curve is shifted towards the left. In the case of 𝑃𝑖𝑛𝑗 = 4 barG, the computa-
tional curve has most of the volume in smaller diameters. From a diameter of
150 µm, the curves cross each other, indicating that the CFD results have more
large droplets. This behavior indicates that these large droplets/ligaments, al-
though uncommon, have more associated volume in the computational result
than in the experiment. This situation does not happen at the other injec-
tion pressure conditions. Additionally, in the 𝑃𝑖𝑛𝑗 = 4 barG and 𝑃𝑖𝑛𝑗 = 8
barG conditions, the maximum diameter detected from the CVF curves is
the same for both methodologies (≈300 µm), while for the middle case, the
computational approach has a maximum diameter of 200 µm.

The characteristic diameters differ due to the shifting in the CVF curves,
with deviations as low as 10 µm for the lowest injection pressure case and as
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high as 30 µm for the 𝐷𝑣90 characterization in the highest injection pressure
case. The SMD value has generally lower values for the CFD case than those
obtained through HRLBI. Remind that the computational domain was short
enough to give little time to characterize evaporation dynamics which would
eliminate the smallest diameters and reduce the diameter of the largest ones.
Additionally, the three spray plumes did not merge into a single spray at
these distances. Therefore there are no coalescence events taking place which
could shift the PDF curves to larger values, becoming more similar to the
experimental results.

(a) 𝑃𝑖𝑛𝑗 = 4 barG. (b) 𝑃𝑖𝑛𝑗 = 6 barG.

(c) 𝑃𝑖𝑛𝑗 = 8 barG.

Figure 5.29: Number-weighted PDF distribution and CVF comparison be-
tween experimental [1] and computational methods.

The volume-weighted PDF gives another way of depicting the distribution
of droplets. In it, the distribution is not weighted by the number of droplets
of each characteristic diameter but by the volume of the spray associated with
each diameter. In situations where evaporation and mass transfer is most
important, it is useful to characterize the probability of finding a determined
working fluid volume in each diameter. Figure 5.30 represents this distribu-
tion. In all three injection pressures, the computational results show a noisy
distribution at relatively large droplet diameters due to the low amount of
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droplets of these sizes. In contrast, a smoother distribution is observed for
small diameters (<50 µm), where a larger amount of droplets are detected. Re-
garding the comparison with experimental data, good agreement is achieved
for all the injection pressure conditions. Figure 5.30a does underpredict the
volume contained in the diameters below 75 µm, while for larger diameters, a
better agreement is achieved. On the 𝑃𝑖𝑛𝑗 = 6 barG case, all the volume in the
diameters is properly predicted, while for the largest injection pressure case,
the prediction of large diameters is slightly underpredicted. This agreement
indicates that the computational procedure properly captures the large mass
and momentum-carrying droplets.

(a) Pinj = 4 barG. (b) Pinj = 6 barG.

(c) Pinj = 8 barG.

Figure 5.30: Volume-weighted PDF distribution comparison between experi-
mental [1] and computational methods.

Considering the relative good matching between the experimental and
computational results, the effect of the injection pressure on the droplet dis-
tribution has been studied. Figure 5.31 includes the number-based PDF and
with the CVF curves at the three injection pressures. Almost no differences
are detected in the PDF distribution, as the three curves show the exact same
peak diameter and almost identical maximum probability value. On the other
hand, less amount of large droplets are observed with increasing injection
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pressure. The highest injection pressure shows a higher probability of find-
ing droplets between 25 µm-125 µm. This is also seen in the evolution of the
CVF curves, where there is a higher volume located below droplets of 125 µm.
On the other hand, the lowest injection pressure shows the largest droplets.
The characteristic diameters are affected accordingly. The SMD also sees a
decrease in its value with increasing jet velocity.

Figure 5.31: PDF and CVF comparison between the three injection pressure
conditions simulated.

Further analysis has been carried out regarding the primary breakup phe-
nomena of the spray. It has already been seen that the completeness of the
initial jet has not undergone full atomization in the first 10 mm as the breakup
length (total disruption of the liquid jet) does not fall within the considered
domain. Nonetheless, a partial breakup is observed. In order to understand
the evolution of the droplet generation process, the distribution of droplets
has been obtained at two regions of the computational domain, from 2 to
6 mm and from 6 to 10 mm, generating two new volumes of interest, and the
results have been included in Figure 5.32. The same evolution for the different
injection pressures is obtained. Regarding the number-based PDF, there is a
slight increase in the probability of the most common droplet. This indicates
that the predominant droplet size is generated mainly in the region nearby the
orifices. On the other hand, the CVF curves are displaced toward larger sizes,
increasing the maximum diameter detected in each injection pressure. Based
on that evidence, large droplets/ligaments are being detached from the main
liquid core on further distances from the injector. A reason for that could be
that initial jet instabilities are only capable of separating small amounts of
droplets from the liquid/gas interface, but their wavelength is still lower than
of the jet diameter. It is not until largest distances from the orifices that the
wavelength grows enough to generate a largest jet disruption.
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(a) 𝑃𝑖𝑛𝑗 = 4 barG. (b) 𝑃𝑖𝑛𝑗 = 6 barG.

(c) 𝑃𝑖𝑛𝑗 = 8 barG.

Figure 5.32: PDF and CVF curves for two regions within the discharge volume.

The velocity of the droplets has also been represented through PDF plots
to detect the effects of the different injection pressures. Figure 5.33 depicts
this characterization for two velocity components, the Z-velocity, which is
aligned with the axis of the orifices, and the Y-velocity, in a perpendicular
direction to the spray. Due to the absence of any cross-flow, the choosing of
the secondary velocity axis (X or Y) was not relevant. Same results are ex-
pected when increasing the injection pressure, a clear trend is observed when
representing the Z-velocity distribution (Figure 5.33a). At higher injection
pressures, the characteristic velocity of the spray increases, moving from a
peak of 20 m s−1 at the 4 barG condition to 25 m s−1 and 30 m s−1 at the 8
barG condition. Additionally, increasing the range of possible velocities for
the droplets diminishes the probability of the most common droplet. Regard-
ing the Y-velocity distribution, all three distributions remain centered around
the null y-velocity value, with its probability peak at that position. The in-
crease in velocity magnitude caused by the increase in the injection pressure
does not only rise the velocity in the injector axis, but due to its spread angle,
the velocity in the perpendicular direction increases accordingly. Hence, the
spread of possible velocities increases with higher injection pressure, decreas-
ing the probability peak of the most common Y-velocity. A slight shifting
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toward negative velocities is detected for the 6 and 8 barG cases, which could
be caused by fluctuations in the velocity field due to the breakup phenomena
or the increase in the asymmetric velocity distribution observed in the orifices
(Figure 5.16).

(a) Z-Velocity. (b) Y-Velocity.

Figure 5.33: Two velocity-component PDF obtained at the three injection
pressure simulated.

The relationship between the diameter of the captured droplets and their
associated axial (Z-direction) and transverse (Y-direction) axes has been ob-
tained. Figure 5.34 represents the mean droplet velocity together with the
standard deviation of the measure. With respect to the axial velocity, the
effect of the injection pressure is also seen, and it can be observed how the
small droplets show the smallest of the velocities with a considerable disper-
sion of the measurements, while the largest droplets/ligaments, which are the
most inertia carrying particles show larger velocities and less deviation around
their mean value. This is expected as the small droplets are more easily slowed
down once injected. The increase in velocity associated with larger droplets is
not much significant in droplets bigger than 40 µm. With respect to the results
obtained for the transverse velocity (Y-direction), there is a general shifting
of the droplets velocities toward negative values, as seen on the PDF. The
differences observed due to the injection pressure are only seen for droplets
up to 50 µm, in which the higher the injection pressure, the more negative the
Y-velocity would be. Largest droplets are not affected by this parameter.

An additional analysis of the droplets morphology has been performed
through the sphericity parameter (defined in Equation 4.68). The reader is
reminded that the mentioned parameter acquires the value of the unity when
the corresponding droplet represents a perfect sphere shape. Higher values,
on the other hand represent elongated droplets or ligaments. To describe
the morphology of the spray droplets, a Kernel Density Estimation (KDE)(a
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(a) Z-Velocity. (b) Y-Velocity.

Figure 5.34: Evolution of the mean and standard deviation (error bars) of the
velocity of the droplets with their associated diameter.

method of estimating probability density [15]) has been applied to the set of
captured droplets, and they have been represented in Figure 5.35. At the 4
barG condition, most detected droplets are located at diameters smaller than
25 µm, as observed during the PDF representations. The most common di-
ameter (≈8 µm) is not represented solely by spherical droplets but ranges up
to sphericity values of 𝑆𝑝 = 5. In that working condition, there is a higher
probability of finding spherical droplets up to a droplet equivalent diameter
of 75 µm. However there is a high spread of non-spherical droplets as well.
Additionally, there is an increase of sphericity with increasing equivalent di-
ameter from the 100 µm mark onward, where no more spherical particles are
detected. This trend progressively changes when increasing the injection pres-
sure, as the amount of non-spherical droplets decreases, obtaining the largest
spherical droplet at a diameter of 125 µm for the 8 barG case. Increasing the
injection pressure reduces the amount of ligament-shaped particles, increasing
the sphericity of the droplet distribution. For that reason, also at the 8 barG
case, the most probable diameters are located at a more spherical region of
the map than compared with the low injection pressures.



170 Chapter 5 - Analysis of the UWS near-field spray

(a) 𝑃𝑖𝑛𝑗 = 4 barG. (b) 𝑃𝑖𝑛𝑗 = 6 barG.

(c) 𝑃𝑖𝑛𝑗 = 8 barG.

Figure 5.35: Sphericity plots obtained at the three injection pressure condi-
tions simulated.

Finally, the non-dimensional numbers of the generated droplets have been
obtained to observe whether they will undergo secondary breakup. The We
and Re numbers have been considered appropriate for this purpose, and the
results have been included in Figure 5.36. As expected, with increasing injec-
tion pressure, the maximum value of both the Re and We increases due to the
rise in characteristic velocity. The interesting parameter to be assessed is the
We, indicating whether further breakup will occur. The maximum We value
observed for the complete data set is close to 1, significantly lower than the
threshold value of 12 needed to reach secondary breakup [10].

5.3.5 Coupling with DDM simulations

Other of the purposes of performing VOF simulations resides in not depending
on previously obtained experimental data for its initialization either with pre-
scribed droplet distributions or with experimental curves. The VOF approach
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Figure 5.36: Non-dimensional numbers of the droplets obtained during the
simulations.

can provide these initialization parameters within a computational framework
based on a realistic representation of the injector body and its orifices. As
the intention of the present thesis is to characterize the behavior of the SCR
system as a whole, the studies included in the following chapters will be done
on the far-field region of the injector, the droplet size distributions obtained
in this chapter will be input into a DDM model. In this preliminary study,
an initial DDM simulation will be performed to compare the droplet charac-
teristics with the experimental data obtained through HRLBI at a distance
of 30 mm, as the previous VOF simulations were only capable of capturing
the dynamics up to 10 mm. In these DDM simulations, no cross-flow was
considered but the gas temperature conditions set corresponded to the ex-
perimental ones. The computational model used will be the simplification of
the injection test chamber used during the experiments (Figure 4.14b). Fig-
ure 5.37 compares the PDF and CVF curves for both methods. As expected,
the coalescence and evaporation effects allow the diameter distributions to be
more similar between both methods. Although the most probable diameter
remains almost unaffected, the probability peak is significantly closer to the
experimental value. The characteristic diameters up to Dv50 are smaller in
a magnitude around 10 µm respect to the experiments, although the 6 barG
case deviates more at higher diameter values.
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(a) 𝑃𝑖𝑛𝑗 = 4 barG. (b) 𝑃𝑖𝑛𝑗 = 6 barG.

(c) 𝑃𝑖𝑛𝑗 = 8 barG.

Figure 5.37: Number-weighted PDF distribution and CVF comparison be-
tween experimental [2] and DDM approach captured at a distance of 30 mm
of the injector position.

5.4 Conclusions
This section will summarize the main findings obtained during the studies
done using the MM and VOF approaches. These will be grouped according
to the methodology employed and the version of the geometry used.

5.4.1 Mixture Model approach

The simulations performed using the MM approach, applied to the Generation
1 geometry, had as their main purpose to hydraulically characterize the in-
jector of interest. Three different injection pressures were simulated to match
the conditions at which these characteristics were obtained through experi-
mental means. Two turbulence frameworks were used (RANS 𝑘 − 𝜖 and LES),
and their results were compared. A mesh of 0.8 million elements was enough
to achieve a mesh independence, while a mesh of 8 million elements showed
good quality indexes for the LES technique. The ROI values were accurately
captured at all the injection pressure conditions for RANS and LES, but high
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deviations were observed for the ROM results. The flow coefficients have also
been obtained to assess the performance of the orifices and detect where the
high deviation in ROM comes from. The computational results showed lower
effective velocities on the nozzle, and higher effective area than in experiments,
leading to a proper prediction of the ROI. However, on ROM, where velocity-
dependence is larger, the obtained accuracy is lower. The breakup length
was also obtained on the three orifices. A decreasing trend with higher injec-
tion pressures was captured, concluding that the injector was working within
the first wind-induced regime, close to the second wind-induced regime. A
qualitative relation was presented between the velocity RMS values and the
breakup length. Differences in the spray morphology between the three ori-
fices were detected, which were caused by the influence of the mesh orientation
and the introduction of numerical viscosity within the solution. Additionally,
the importance of performing a CT scan with enough spatial resolution was
highlighted, as the zone prior to the orifices was approximated due to the lack
of information in that region.

5.4.2 Volume-Of-Fluid approach

The VOF simulations performed aimed toward a further characterization of
the injected spray. Pure H2O was used instead of UWS due to the limita-
tions of this technique. The experimental conditions were imposed into the
simulations. Additionally, a high-fidelity geometry obtained through micro-
CT means substituted the original geometry. The hydraulic characterization
applied to this geometry returned good ROI results, and considerably better
ROM values with reduced deviations. The spray morphology has been de-
scribed, and the spray tip penetration has been compared against experimental
results. The overall tip velocity was well-captured for the three injection pres-
sures tested. No clear trend could be detected regarding the spray angle. An
average angle of ≈ 15° in all conditions is obtained. Further analysis was done
simulating solely one out of three orifices as no strong interaction between the
spray plumes was observed at the furthest discharge volume distance. Droplet
size and kinematics were extracted. The number-based PDF and CVF curves
were compared to the droplet characterization obtained through HRLBI. VOF
simulations returned a droplet distribution skewed toward a smaller diameter,
with a most probable droplet of 8 µm, and a higher probability peak than
experimental results. Additionally, the CVF curves showed a distribution
representing smaller diameters for all cases. Hence, the characteristic diame-
ters such as Dv50, SMD, and Dv90 were smaller than the experimental ones.
Volume-weighted PDF of the droplet diameter was also obtained, and good



174 Chapter 5 - Analysis of the UWS near-field spray

agreement was found, indicating that the large mass and momentum-carrying
droplets were properly characterized, considering the computational model
validated.

The PDF and CVF curves of the three injection pressures were compared.
The PDF curves showed little deviation, but greater differences were observed
in the CVF. Increasing the injection pressure enhanced atomization as the
characteristic diameters progressively decreased. The most common droplet
was generated in the region closer to the orifices (2-6 µm). On the other hand,
the largest droplets/ligaments appeared in the simulation at larger distances
from the orifices. The PDF of two velocity components was obtained, showing
the effect of increasing the injection pressure. A wide spectrum was observed
for the droplets’ velocity in the axial direction, while for the radial velocity,
the values were centered around the null value. The sphericity of the droplets
was also analyzed. Increasing the injection pressure enhanced the formation of
spherical droplets, increasing the chance of finding low-diameter high-spherical
particles. On lower injection pressures, the highest probability was located on
low-diameter particles and sphericities ranging from the unit to a value of
5. The chance of secondary droplet breakup was analysed, but the low We
number of the droplets was significantly lower than the threshold value for
that phenomenon. To conclude the analysis, the droplet characteristics were
introduced into a DDM model to compare again with experimental results.
Coalescence and evaporation were observed to be of importance once the VOF
droplets left the domain, as the PDF and CVF curves resulted more similar
to experimental distributions at a distance of 30 mm to the orifices.
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Chapter 6

Analysis of the UWS far-field
spray

“One man’s ‘magic’ is another man’s engineering.”
—Robert Heinlein

6.1 Introduction
Although having characterized the spray in the near-field region, there are
several phenomena that take place in the regions far away from the injector
tip position, that have other temporal and spatial scales. This chapter aims to
analyze the spray behavior on the far-field regions by describing its morphol-
ogy and its droplet characteristics, in addition to understand the evaporation
event, and assess parameters such as the injection angle to improve the gen-
eration of the desired NH3. To achieve these objectives, the validation of the
chemical model will be performed, together with a methodology for fitting the
spray droplet size distribution in the case that no previous VOF simulations
were carried out. The VOF results obtained in Chapter 5 have not been in-
troduced as initial conditions for the simulations as those were not generated
when performed this analysis. Afterwards, a study on the spray optimum an-
gle will be applied. The experimental data provided for the far-field validation
is obtained from the DBI technique applied by Moreno [1]. The knowledge
acquired during this step will be later applied together with the VOF-DDM
coupling into the CC-SCR geometry described during Section 4.3.

177
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6.2 Validation of the chemical model
Reproducing the phase change of the water content and the degradation of
the urea through thermolysis and hydrolysis is critical to properly capture the
behavior of the SCR systems. The chemistry model used for the subsequent
simulations has been validated against the results obtained through the ex-
perimental facility from Kim et al. [2]. The experimental facility employed
during that study has been computationally reproduced and the experimental
conditions have been introduced. The geometry consists of a cylinder with a
diameter-to-length ratio of 0.046, and a duct diameter of 0.3 m. The injector
is not located at the duct wall but on the center of the cylinder, at a distance
of 0.5 m from the duct inlet. The composition of the UWS is not the usual
mixture, but of a mass fraction of 40% of urea and 60% of water. The injec-
tion pressure of the spray is set to 14 bar, and different gas conditions were
set, which are described in Table 6.1.

Gas Temp. Gas Vel. 1 Gas Vel. 2 Gas Vel. 3

673 K 10.8 m s−1 8.3 m s−1 6.0 m s−1

623 K 10.8 m s−1 9.1 m s−1 6.4 m s−1

573 K - 9.0 m s−1 6.6 m s−1

Table 6.1: Gas temperature and velocity conditions used to validate the pro-
posed chemical model [2].

A mesh independence study has been performed, resulting in an optimum
base element size of 0.03 m, resulting in a mesh with an starting number of
cells of 150000 due to the triggering of the AMR on the velocity and density
gradients that rises the number of elements up to a peak of 1 Million. The
simulations have been first initialized without considering the presence of the
spray, and then the UWS has been injected. Three measuring sections have
been considered, located at the tail-end of the duct, at distances of 3.0 m, 4.5 m
and 6.0 m from the injection point, replicating the regions where the conversion
efficiency was analyzed during the experimental study. A schematic view of
the model setup is included in Figure 6.1.

Figure 6.1: Schematic view of the validation geometry, and the corresponding
ammonia measuring stations.
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The results from the validation matrix have been included in Figure 6.2.
In it, the NH3 conversion efficiency (Section 4.5) is calculated at the three ex-
haust gas temperatures, and the three characteristic gas velocities. The x axis
represents the residence time, which has been obtained based on the incoming
gas velocity and the duct length, having an equivalent representation to the
results shown by Kim et al. [2]. There is good agreement on the conversion
efficiency at low gas temperatures, while on the high gas temperatures, de-
viations up to 20% can appear. The reason behind it might be the presence
of both ammonia generation reactions at high temperatures, while at low gas
temperatures only thermolysis is acting upon the droplets. Additionally, the
Arrhenius expression that has been used for modeling the thermolysis does
not consider any convective term, which could be affecting the results at high
velocity conditions. Birkhold et al. [3] also showed deviations close to 25%,
while other studies [4] showed discrepancies larger than 45% concerning Kim
et al. data [2]. Based on these results, the model has been considered properly
validated.

(a) 573 K. (b) 623 K.

(c) 673 K.

Figure 6.2: Urea-to-ammonia conversion efficiencies for the conditions tested
on Kim et al. work conditions [2].

Figure 6.3 shows the different transformations undergone by the UWS
droplets on the validation simulations. Once the spray is injected into the do-
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main, a sudden drop of gas temperature is expected due to the thermal energy
transfer. The evaporation of water seen is faster at the pipe center, as the
smaller droplets are the ones that suffer a faster phase change. On the spray
outskirts, the evaporation of water takes larger times to occur. Figure 6.3b
shows the production of HNCO, and allows locating the region where the ther-
molysis takes place, which is right after the injection point. Hydrolysis effects,
on the other hand, can be seen in Figure 6.3c, which indicates the presence of
NH3. In that Figure, an increase in NH3 content is seen where HNCO starts
to appear (due to thermolysis), but a greater amount of NH3 is observed at
the end of the domain, indicating that the hydrolysis takes longer times to
appear.

(a) Urea mass fraction.

(b) Parts per million of HNCO.

(c) Parts per million of NH3.

Figure 6.3: Urea mass fraction, HNCO and NH3 ppm contours for the 573 K
and 6 m s−1 conditions.

6.3 Spray characteristics under cross-flow condi-
tions

For the characterization of the far-field of the spray, the droplet character-
istics used will not be related to the VOF simulations previously performed,
but on data obtained at cross-flow conditions. To match the experimental
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data obtained through DBI means [1], the parameters of a Rosin-Rammler
distribution have been obtained.

Droplet characteristics have been obtained at three different windows of
interest, P1, P2, and P3, as indicated in Figure 6.4. In that image the direction
of the crossflow gases goes in the positive X direction.

Figure 6.4: Location of the windows used for the droplet size and velocity
calculations.

A Rosin-Rammler shape parameter of 𝑘 = 3 has been chosen for the
spray characterization campaign, as it is a common value on UWS studies [5].
The characteristic diameter values considered have been selected according to
the injector orifice diameter 𝑑0. From there, several simulations have been
run considering the characteristic diameter as 0.6𝑑0, 0.5𝑑0, and 0.3𝑑0 which
corresponded to the distance between needle and seat, half the orifice diameter,
and the narrowest gap within the injector. All three cases have been compared
against experimental data in terms of drop size, and characteristic velocity in
the cross-flow direction and injector axis. The corresponding results have been
included in Figure 6.5, 6.6, and 6.7. These values have been obtained during
the stabilized region of the injection curve for a specific injection pressure
of 6 bar. The case of 0.5𝑑0 shows the best agreement in terms of droplet
sizing for P1, although for P2 and P3, the better agreement is obtained with
0.3𝑑𝑛. As observed during Section 5.3, the complete breakup of the liquid
jet does not take place at the location of P1 (4.6 mm). Therefore, matching
data at P1 is not accurate, as injected parcels will not undergo changes in
their size characteristics, but experimental data will change when moving
from P1 to P2. P2 is a more representative window for characterization of
the spray as a completely atomized spray will be present there. With respect
to P3, there is a general overestimation of small droplets, but the choosing of
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the scale parameter has an effect, as the lower the parameter, the more the
over-prediction of the small droplets. With respect to the droplet velocities,
all conditions show considerable less velocity dispersion than experimental
results. The peak velocity is captured at P1 and P2, while for P3, a bi-
modal Y-velocity distribution is observed, though experimental data does not
show that behavior. The reason for it lies in the over-representation of small
droplets found in Figure 6.7a. These small droplets have transferred their
initial momentum from the axial direction to the transverse direction thanks to
the incoming hot gases. Hence, the axial velocity of those droplets is severely
diminished. The largest droplets, on the other hand, are the most momentum-
carrying particles, not losing so much momentum in the axial direction. The
reason for the over-prediction of small droplets at P3 is due to the incapability
of the experimental technique (DBI) [6] of detecting droplets smaller than
23 µm, and being capable of detecting only droplets present at the spray core
due to the short camera-focused region. Due to the better agreement on a
representative window as P2 on diameter and Y-velocity, the scale parameter
0.3𝑑𝑛 has been chosen.

(a) Droplet diameter. (b) Spray transversal velocity. (c) Spray axial velocity.

Figure 6.5: Comparison of probabilities against experimental data for different
RR scale parameters on P1.

6.3.1 Effect of the injection pressure

Three injection pressures have been tested, with values of 4, 6, and 8 barG.
The comparison comprises the droplet size and velocity characteristics that
were previously used to set up the DDM model. As P1 was shown not to be
a representative window of the spray, the results have only been included for
P2 and P3 regions.

The droplet diameters remain insensitive to injection pressure in the core
region of the spray, P2, shown in Figure 6.8. This behavior was previously
observed on the injection pressure study performed on the VOF simulations
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(a) Droplet diameter. (b) Spray transversal velocity. (c) Spray axial velocity.

Figure 6.6: Comparison of probabilities against experimental data for different
RR scale parameters on P2.

(a) Droplet diameter. (b) Spray transversal velocity. (c) Spray axial velocity.

Figure 6.7: Comparison of probabilities against experimental data for different
RR scale parameters on P3.

(Section 5.3). Nonetheless, in the outskirts of the spray, P3, differences are
observed. Lower injection presures produce a less pronounced probability
peak. This implies the improvement in atomization of the spray with higher
injection pressure. Effects on the axial velocity are observed on P2, similar
to the velocity PDF plots observed with the VOF simulations (Figure 5.33b).
Transversal velocities, on the other hand, show an increase in the dispersion
of the curve with increasing pressures due to the larger velocity magnitude of
the droplets, which implies a larger range of transversal component both in
negative and positive velocities.

With respect to the PDF on the P3 window (Figure 6.9), the injection
pressure affects the droplet size, increasing the injection pressure improves the
droplet atomization, as the probability peak of small diameters is increased.
Other differences are observed in the Y-velocity plot which, as expected, higher
injection pressure implies higher maximum velocity in the axis direction.

The evolution of the spray droplet characteristic size has been done
through a lateral projection of the spray, and interpolating the results into
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(a) Diameters. (b) Spray transversal velocity. (c) Spray axial velocity.

Figure 6.8: PDF plots of the droplets diameters and velocities for three injec-
tion pressures, with air at 623 K and 40 kg/h of cross-flow, at the P2 window.

(a) Diameters. (b) Spray transversal velocity. (c) Spray axial velocity.

Figure 6.9: PDF plots of the droplets diameters and velocities for three injec-
tion pressures, with air at 623 K and 40 kg/h of cross-flow, at the P3 window.

a uniform grid of 300x300 elements placed on the X-Y plane. In this mesh,
the SMD has been obtained, and represented in Figure 6.10. Two main spray
zones were detected, differentiated by their SMD. The spray core has SMD
values larger than 120 µm, and it is linked with the injection pressure. At
low injection pressure values, the droplets enter the domain with lower mo-
mentum, and acquire momentum toward the transversal direction driven by
the cross-flow. That effect removes small droplets from within the core, in-
creasing the SMD from that region. If the injection pressure is increased, the
higher inertia of the droplets makes these small droplets to stay in the core
region, decreasing its SMD. This is correlated to the amount of droplets that
are found in the cross-flow direction, as with increasing injection pressure, less
droplets can be found on the right side of the spray outskirts (P3) due to the
higher momentum inferred in the injector.

The previously described effect can be confirmed by showing the depen-
dency of the cross-flow velocity on the droplet diameter as done in Fig-
ure 6.11. In that representation, the dependency of the detected droplets
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(a) 4 barG. (b) 6 barG. (c) 8 barG.

Figure 6.10: Two-dimensional SMD representation at three injection pressures
and an exhaust gas temperature of 623 K and a gas mass flow rate of 40 kg/h .

on their transversal direction is shown. Based on the captured droplets, a
regression curve that minimizes the error has been obtained and represented
along the droplet cloud. The large droplets, which have higher inertia, almost
do not acquire X-velocity values, while for smaller droplets (between 50 µm
and 100 µm) the velocity range grows wider, more biased towards positive
values of the spray transversal direction (in the cross-flow direction). With
smaller diameters, the trend towards positive X-velocities grows stronger. On
this data, an exponential decay regression has been applied. This allows to
understand the greater SMD values located at the spray core, as the droplets
located in here correspond to large-momentum-carrying particles.

Figure 6.11: Droplet velocity on X-direction against the diameter, and the
associated regression curve for 6 barG of injection pressure, 623 K and 40 kg/h .
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6.3.2 Effect of the cross-flow velocity

Literature studies showed cross-flow velocities higher than the one introduced
in the previous study [7]. It was of interest to analyse the influence of higher
cross-flow velocities on the parameters studied. For it, a sole injection pressure
was used (6 barG), and the air mass flow was increased to 200 kg/h and
400 kg/h .

As depicted in Figure 6.12, with respect to the PDF results on P2 loca-
tion, the probability peak is translated toward larger diameters, with wider
distribution as the cross-flow velocity increases. This is a consequence of the
droplets being sweeped away from the spray axis due to the higher momentum
transfer. Only the largest droplets, which carry the largest momentum tend
to stay in the injector axis, implying that only large droplets will be found in
this region. In P3 (Figure 6.13), the same trend is reproduced, as the smallest
diameters have their trajectory bent in a more agressive way, skipping the P3
region.

When it comes to the velocity, the transversal velocity on the P2 window
is shifted toward positive values, due to acquiring cross-flow momentum. The
spray axial shows a bell-tightening trend with increasing cross-flow velocity.
This is caused by the presence of large droplets in this region, while the small
droplets, which would have lower spray axial velocities are out of the P2
window. Regarding the velocities at P3, the expected trend of increasing
transversal velocity values is observed with higher air mass flow rates, and a
relatable trend is found for the spray axial velocity with the trend found in
P2.

(a) Diameters. (b) Spray transversal velocity. (c) Spray axial velocity.

Figure 6.12: PDF plots of the droplets diameters and velocities for a injection
pressure of 6 barG, with air at 623 K and three cross-flow velocities, at the P2
window.

This information has been complemented by the spatial depiction of the
spray droplet sizes by means of the SMD representation in Figure 6.14. The
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(a) Diameters. (b) Spray transversal velocity. (c) Spray axial velocity.

Figure 6.13: PDF plots of the droplets diameters and velocities for a injection
pressure of 6 barG, with air at 623 K and three cross-flow velocities, at the P3
window.

SMD plots become more spatially discretized with higher cross-flow mass flow
rates, as the largest droplets bend their direction less than the low-momentum
carrying droplets. For the 200 kg/h case, the large droplets still remain on the
injector axis location, but on the 400 kg/h case, they have been significantly
bent as well. Nonetheless, the largest droplets still impact into the lower walls
of the control volume.

(a) 40 kg/h . (b) 200 kg/h . (c) 400 kg/h .

Figure 6.14: Projection of the SMD for 40 kg/h , 200 kg/h , and 400 kg/h for
an injection pressure of 6 barG and air at 623 K.

6.4 Droplet evaporation dynamics
The water evaporation and urea degradation due to thermolysis have been
proved to have little effect during the low residence times that the spray has
in the test rig used during these simulations [8]. For that reason, a comparison
between the PDF curves between inert and chemical models have not been
included during this work. Nonetheless, it has been found useful to show the
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droplet evaporation curves so to characterize the effect of the injection pressure
at two different cross-flow temperatures, and to check that the evaporation
profile follows the expected evolution from previous works [9].

6.4.1 Effect of the injection pressure

This approach has been carried out by tracking each droplet diameter through-
out their lifetime, and the complete set of diameters has been averaged. The
mean diameter has been normalized with the maximum mean diameter ob-
tained in the simulation. The resulting temporal evolution is shown in Fig-
ure 6.15. Three specific regions can be detected from the temporal evolution
of the simulation mean diameter. A rise of the droplet size is first observed,
which is an effect of introducing a discrete distribution, which takes some time
to become statistically representative. After reaching the maximum diameter
value, a rapid decrease of the droplet size is observed, followed by a slower di-
ameter reduction. These two slopes correspond to the water evaporation and
the thermolysis reaction, respectively. The reaction enthalpy of water evapora-
tion (≈2300 kJ/kg ) is lower than the thermolysis enthalpy (≈3088 kJ/kg )[10],
which explains the difference in droplet change rate. Additionally, when the
water content of the UWS evaporates, the vapor pressure of the droplet de-
creases, leading to higher energy needed to achieve thermolysis. With respect
to the effect of the injection pressure on the evaporation curve, although all
three conditions show the same slopes, the 8 barG case starts its evaporation
earlier than the other conditions. A faster penetration of the UWS spray
increases the droplet Reynolds and Prandtl numbers, increasing the evap-
oration rate. On the low-temperature condition, the same conclusions can
be extracted. Nonetheless, differences with respect to the 623 K case arises
once the water has evaporated, as the slope of the curve is gentler for this
low-temperature condition. This agrees with the outcomes from Yim et al.
[11], which states that the complete decomposition of urea is only achieved at
temperatures above 623 K.

The derivative of the previous curves has been computed to analyze the
differences in evaporation rate of the droplets. The corresponding results
are Figure 6.16. Although unnoticeable in the representation of the evapo-
ration curves, the highest injection pressure shows a maximum absolute rate
of diameter change for both temperatures. The rates found for the 623 K are
consistently higher (in absolute terms) than the low temperature case (453 K).
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(a) 573 K. (b) 623 K.

Figure 6.15: Evolution of the mean droplet diameter with time at two gas
temperatures.

(a) 573 K. (b) 623 K.

Figure 6.16: Evolution of the rate of diameter variation with time at two gas
temperatures.

6.4.2 Effect of the spray injection angle

Within SCR after-treatment, the inclination angle of the spray with respect to
the exhaust gases has importance as it can promote o demote the generation
of NH3 from the UWS mixture [12]. With the objective of finding the rela-
tionship between the spray direction and the NH3 generation, a computational
campaign has been set up, ranging results from an angle of 90° (perpendicu-
lar to exhaust flow) to 30° (almost aligned with the flow direction). A visual
representation of this approach has been included in Figure 6.17. In these sim-
ulations, no wall-impingement has been considered, but a vanishing condition
is established.

First, a similar analysis to the one previously performed (Section 6.4) has
been applied. In this case, two different injection angles have been considered
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(a) 30°. (b) 90°.

Figure 6.17: Representation of the injector inclination angle.

(60° and 90°). Additionally, two ranges of droplet diameters have been con-
sidered to analyze differences between large and small droplets due to their
different droplet surface areas. These results have been included in Figure 6.18.
Three distinct slopes can be observed. At first, the droplet diameter dimin-
ishes due to the relatively fast water evaporation. The second slope is, as
previously seen, where the urea starts to degradate. A later diameter reduc-
tion appears at 0.022 s due to the droplets leaving the computational domain.
Higher injection pressures imply faster evaporation rates for all conditions due
to the better atomization, specially when injecting at 90°. High injection an-
gles represent a faster water evaporation for all cases due to largest convective
effects. With respect to the discretization of the droplet diameters, larger
droplets have a faster reduction in drop diameter than smaller droplets, which
is caused by the larger exposed area of the high volume droplets. Once ther-
molysis starts, the evaporation slope becomes similar for both ranges. The
faster evaporation with higher injector angles is due to the higher relative
velocity in the cross-flow direction that enhances the convective evaporation
effects.

The temporal evolution of the generated ammonia has been tracked along
the simulation time to detect the effects of the injection conditions on the
NH3 generation. An initial analysis is performed by observing the NH3 con-
tours at several simulation times. Figure 6.19 depicts the location where the
UWS droplets are present, and the concentration of NH3. At t = 0.002 s the
totality of the UWS parcels is present, while there is still no degradation of
the urea content. At t = 0.010 s, a ñarge amount of the droplets has left the
domain through the vanishing condition, while the droplets that remain in
the injection chamber start decomposing and NH3 starts to appear. At t =
0.018 s these droplets have largely decomposed. At further simulation times
the amount of NH3 will decay as it will rapidly leave the domain through the
outlet boundary.
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(a) 60°. (b) 90°.

Figure 6.18: Evolution of the droplet mean diameter for two characteristic
sizes and for the two injector angles.

(a) t = 0.002 s. (b) t = 0.010 s.

(c) 0.018 s.

Figure 6.19: Evolution of the NH3 ppm contours for different simulation times.

Figure 6.20 represents the NH3 content within the domain. An increase
in NH3 content is observed with higher injection pressures. At the 90° case,
the highest injection pressure shows lower NH3 generated per injected mass
than the 6 barG case. This is due to the spray reaching sooner the domain
boundaries, leaving it and diminishing quicker the total NH3 content. On
the other hand, a higher generation rate is observed with higher injection
pressures. With respect to the 60° case, a faster NH3 growth is seen, although



192 Chapter 6 - Analysis of the UWS far-field spray

the maximum value of NH3 present during the simulation is lower than for
the 90° case.

Figure 6.20: Temporal evolution of NH3 content at different injection pressures
and two injector angles, and a cross mass flow rate of 40 kg/h and a gas
temperature of 623 K.

Figure 6.21 shows more clearly the effect of the injector angle on the NH3
generation, for a given injection pressure. Two clear evolutions are observed.
There is an increasing trend up to a maximum, and a decrease of NH3 af-
terwards due to the droplets leaving the domain. No clear differences are
observed in the slope of the NH3 curves, but the disposition of the spray in-
jector does affect the maximum NH3 content found on the domain. Lower
injection angles show the NH3 peak earlier in time, although this effect is as-
sociated to the leaving of the UWS droplets through the outlet/boundaries.
From 50° to 30°, the generation rates are reduced, indicating that the more
coaxial the UWS is respect to the cross-flow gas direction, the higher the time
the urea will need to decompose.

Figure 6.21: Temporal evolution of NH3 content at different injector angles at
a cross mass flow rate of 40 kg/h and a gas temperature of 623 K.



6.4. Droplet evaporation dynamics 193

Lastly, the effect of the cross-flow velocity and gas temperature has been
assessed. Due to the low urea decomposition occurring at a temperature of
623 K, a higher gas temperature has been included in the study (673 K). In
Figure 6.22, a higher mass-flow rate (200 kg/h ) and higher temperature case
has been considered. For both mass flow rate cases, the amount of NH3
increases with increasing the gas temperature to 673 K, both in the maximum
value and the rate of generation. This rise in temperature decreases the density
of the incoming air, augmenting the liquid-gas density ratio, speeding up the
convective evaporation effects acting upon the droplets. This effect is seen
on the location of NH3 peak, which takes place earlier in time for the high
temperature case. When it comes to the effect of the higher gas mass flow
rate, a clear effect is seen, both in terms of the total amount of NH3 in the
domain and in the time needed for NH3 generation. The increase in the
relative velocity of the droplets respect to the gas accelerates the evaporation
of water and the urea decomposition, although the total NH3 is affected as
the introduced droplets are washed away by the incoming flow.

Figure 6.22: Temporal evolution of NH3 content at different cross mass flow
rates and gas temperatures, for an injector angle of 90°.

As the size of the computational domain limits the total amount of ammo-
nia found within the domain, the rate of ammonia generation has been consid-
ered of greater use. In the region of ammonia increase of the domain, linearity
has been assumed. A linear regression has been applied on the amount of NH3
as function of time, and the slope of the curve is obtained. From each NH3
curve, the largest region that provides an acceptable linear fitting (minimum
fitting of >99%) has been considered. A visual example of the linearization
procedure has been included in Figure 6.23. In order to avoid the effect of
parcel vanishing through the domain outlet, the number of parcels present
in the domain has been considered along the simulation time, determining
that for the regions used for linearization, no significant creation/reduction of
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parcels is taking place. The linear fitting shows a good overall determination
coefficient (R2), with a minimum value of 0.9917.

Figure 6.23: Snapshot of the linearization process of the NH3 over time for a
90∘ injection angle, 40 kg/h of gas mass flow rate, and a gas temperature of
623 K. Region in red represents the linearized region.

Figure 6.24 shows the obtained NH3 generation rate values for the different
injection conditions used. For the low cross mass flow rate (Figure 6.24a), the
maximum generation of NH3 is achieved for the highest injection pressure
condition, although the three injection pressures reach their maximum at an
angle of 80°. The vanishing condition established on the geometry boundaries
might be affecting the generation rate, as the spray in that situation would be
highly oriented towards the lower chamber wall, leaving little time for the NH3
to decompose in free-stream conditions. Orientating the injector towards the
gas flow direction increases the residence time of the droplets in free-stream
conditions, but due to the lower relative velocity between the droplet velocity
and the one of the gas, the NH3 generation rate is affected. At higher cross
flow rates, the residence time of the injected droplets is diminished due to the
higher momentum transfer and being dragged away. For low injector angles
(30° and 40°), the NH3 generation rate is higher than for the corresponding
conditions at the 40 kg h−1. For larger angle values, the NH3 generation rates
are lower than for the 40 kg/h case. This result, together with the evolution
of the NH3 content (Figure 6.22) indicates that the convective evaporation
plays an important role in the urea degradation, although it gives the UWS
droplets little time to evaporate and decompose. At high gas velocities, the
effect of the injector angle becomes less critical. There is subtle generation
enhancement up to an angle of 60°. For higher values, a uniform generation
value is achieved. The effect observed at 90° for the 40 kg/h case is not
observed as fewer droplets reach the bottom wall of the injection chamber.
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(a) 40 kg/h . (b) 200 kg/h .

Figure 6.24: Rate of NH3 generation for the different injection angles at two
characteristic gas mass flow rates.

Parameter Value

623 K 673 K
𝐾 6.32 × 10−5 K−1 Pa−1 7.09 × 10−4 K−1 Pa−1

𝛼 0.542 0.496
𝛽 1.23 1.04
𝛾 -0.48 -0.21

Table 6.2: Results from the correlation performed.

From these results, the dependency of the ammonia generation rate has
been assessed through Equation 6.1 in order to obtain a semi-empirical expres-
sion for characterizing the NH3 generation. In it, the exponential coefficients
represent the dependency of the generation rate on that variable. The dimen-
sional constant non-dimensionalizes the expression, hence acquiring the units
of K−1 Pa−1. The value of those coefficients was extracted by minimizing
the Root Mean Square Error (RSME) obtained through the values of Equa-
tion 6.1. The results are presented in Table 6.2. The determination coefficient
R2 has been 0.84 and 0.705 for the 623 K and 673 K respectively, indicating
that the correlation between these variables is not considerably strong. The
NH3 generation rate shows for both cases a linear relationship with the in-
jection velocity (𝑢 ∝

√
𝑃𝑖𝑛𝑗). As expected, the injection angle shows the

strongest relationship across both temperatures.

𝑁𝐻3,𝑅𝑎𝑡𝑒 = 𝑓 (𝑃𝑖𝑛𝑗 , 𝜃, �̇�𝑓 , 𝑇 ) = 𝐾𝑃 𝛼
𝑖𝑛𝑗𝜃𝛽�̇�𝛾

𝑎 (6.1)
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(a) 40 kg/h . (b) 200 kg/h .

Figure 6.25: Ammonia generation rate heatmaps obtained through the regres-
sion model.

Based on the previously obtained expression, a heatmap of ammonia gener-
ation rate was obtained as a function of the injection pressure and the injection
angle. It allows to observe how the peak obtained at 80° is not captured by
the regression model. Due to the negative dependency of the gas mass flow
rate, the observed lower generation rates found for the 200 kg/h is captured
by this semi-empirical expression.

6.5 Conclusions
During the present chapter, the far-field characteristics of UWS sprays have
been assessed in different working conditions. The objective of the study was
to obtain how the spray was affected by the exhaust and injector conditions.

First of all, a validation of the chemical model was performed against
published experimental data. Good agreement in the conversion efficiency
was obtained for low cross-flow velocities and low gas temperatures, while
for increasing temperature and velocities, deviations were observed, match-
ing conditions where both thermolysis and hydrolysis were present, achieving
conversion efficiency values similar to other computational studies.

The velocity and size PDF were obtained at a certain distance from the
injector location, and a Rosin Rammler distribution was introduced to match
experimental data. Increasing the injection pressure showed trends similar
to the ones obtained through the VOF method, with an almost unaffected
number-weighted PDF and an increase of the injector axial velocity range
with increasing injection pressure. Through an SMD analysis, two differenti-
ated regions were detected. The spray core with a characteristic SMD larger
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than 120 µm, and the outskirts, with smaller SMD values. Increasing the
injection pressure diminishes the momentum transfer between the incoming
cross-flow and the injected droplets, leading to a decrease the injector core
SMD. Additionally, the effect on the SMD distribution was drastically modi-
fied by increasing the cross mass flow rate.

The water evaporation and urea thermolysis dynamics were analyzed,
showing how using the molten solid approach, and according to experimen-
tally obtained curves, the evaporation of water occurs at a faster rate than
the thermolysis of the urea. Additionally, increasing the injection pressure,
the water evaporation rate is increased for both gas temperatures tested.

The injector tilting angle has also been found to show an effect on the
ammonia generation process. Several injector angles have been simulated, to-
gether with two cross air mass flow rates and gas temperatures to see their
effect on the NH3 generated. The injection angle showed effects on the droplet
evaporation curve, being faster for the 90° case than for the 60° case. The
largest droplets suffered a greater change in evaporation rate than the small
injected droplets. The NH3 generation rate was also affected by these param-
eters. The maximum rate was found for angles close to 80°, while for the high
air mass flow rate case (200 kg/h ), the maximum is obtained at 60°. Having
a greater mass flow rate implied having an earlier generation of NH3 and a
higher generation rate of this compound at low injection angles, compared to
the 40 kg/h case. From this data, a correlation was extracted, obtaining the
influence of each one of the working condition parameters, indicating a linear
dependency of the NH3 generation rate with the spray injection velocity.
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Chapter 7

Characterization of a
CC-SCR

“Impossible is the word found only in a fool’s dictionary. Wise people create
opportunities for themselves and make everything possible...”

—Napoleon Bonaparte

7.1 Introduction
The models presented during the preceding chapters allowed to characterize
the physical and chemical phenomena that a UWS jet undergoes from its
injection point to its transformation into NH3, without considering the effects
of deposit formation. The knowledge acquired during these phases has been
translated into a Close-Coupled (CC) SCR geometry, and the effect of the
working conditions, together with the swirler typology is assessed. The impact
of these variations has been analyzed. The simulations performed will cover
a range of exhaust temperatures with a given exhaust mass flow rate. The
spray droplet size distribution will be initialized from Volume-Of-Fluid data
obtained at Section 5.3.

The study will start with the assessment of the LES index of quality for
a specific working condition, and will be followed by the analysis of the effect
of the temperature, the injection pressure and the swirler opacity on the vari-
ables of interest, which are the Uniformity Index (UI), the NH3 conversion
efficiency.
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7.2 LES Index of quality
As it was performed during the study of the spray near-field, a preliminary
study is performed to ensure that enough turbulent scales are solved during
the LES approach with the generated mesh. Such indexes have been obtained
once the flow solution has reached steady-state conditions. This steady-state
has been assessed through the temporal evolution of the TKE, reaching an
steady average value at t = 0.03 s. From there, the simulations have been run
during 0.05 s. The definitions of Index of Quality introduced in Section 4.5
will be also employed in here, that is the criterion based on the resolved TKE
[1], and the one based on the viscosity [2]. Three different sections of the
geometry have been extracted to obtain the desired parameters. The first one
is a plane that cuts the computational domain in a symmetrical way. The
second one will be a cross-sectional plane right after the swirler geometry,
where a large amount of turbulent structures are expected. The last one will
be the entrance section to the catalyst. The parameters have been obtained
at high temperature and high injection pressure conditions, with the baseline
swirler (7 vanes).

When it comes to Pope’s criteria, the Index of Quality contours are pre-
sented in Figure 7.1. With respect to the IQ in the symmetry section, there
is an overall IQ value greater than 0.9 on the chosen planes. There is a low-
quality region on the geometry inlet section, where no turbulence is expected.
Regarding the section obtained after the swirler, again, there are enough tur-
bulent structures solved along the section. On the wake region of the swirler,
there are low-quality zones as the presence of the swirler would induce a large
amount of small structures. This low-quality region is expected to grow in
area in the most opaque swirler geometry (10 vanes). Nonetheless, these low-
quality cells only account for the 5.5% of the cell count in each region. Finally,
the outlet section of the computational domain shows high quality zones all
along. Refining the swirler wake region would imply introducing a significant
amount of cells that increase the computational cost of the simulations per-
formed. Therefore, in general terms, the author considers the resolution of
the proposed mesh to be sufficient for LES approaches.

The Index of Quality proposed by Celik has also been computed, and the
results presented in Figure 7.2. As it happened for the previous quality index,
the overall index of Quality matches Celik’s criteria (0.75<IQ). The wake
generated by the swirler geometry on Fig. 7.2b also drops the quality values,
although they remain within acceptable limits.

Based on the presented quality contours, the introduced mesh to perform
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(a) Symmetry section. (b) After swirler section. (c) Catalyst entrance section.

Figure 7.1: Pope Index of Quality [1] contours obtained at three geometry
sections at an exhaust temperature of 673 K, Pinj=8 barG, and a swirler with
7 vanes.

the subsequent analyses is considered to solve an enough portion of the tur-
bulent energy generated, hence being acceptable for LES purposes.

(a) Symmetry section. (b) After swirler section. (c) Catalyst entrance section.

Figure 7.2: Celik Index of Quality [2] contours obtained at three geometry
sections at an exhaust temperature of 673 K, Pinj=8 barG, and a swirler with
7 vanes.

7.3 Analysis of the droplet size PDF
On SCR applications, the main reason for introducing a swirling element after
the injection point and prior the entrance to the reduction catalyst is to trig-
ger the secondary atomization of the injected UWS droplets and enhance the
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evaporation of water and degradation of the urea into NH3 through thermol-
ysis. Additionally, its swirling vanes promotes turbulence after its location,
which improves the mixing of the generated NH3 with the exhaust gases [3,
4].

The first spray characteristic to be assessed during this chapter is the effect
of the different working conditions set into the spray size distribution. A region
of interest has been defined right after the location of the swirler geometry, as
indicated in Figure 7.3. In it, the effect of the injection pressure, the exhaust
temperature and the number of vanes of the swirler will be analyzed.

Figure 7.3: Definition of the region of interest for the extraction of droplet
size PDF for the CC-SCR.

7.3.1 Effect of the injection pressure

The first analysis is performed on the effect of the injection pressure right after
the swirler. The droplet size PDF results have been included in Figure 7.4. It
is highlighted the differences between the PDF obtained at the injector exit
on Section 5.3 (Figure 5.31), in which the peak PDF diameter was located
at approximately 10 µm, while right going through the swirler geometry, the
peak diameter is shifted to 0.4 µm. This represents a significant change in the
size distribution, which highlights the performance of the swirler in further
atomizing the injected droplets as secondary atomization was observed not to
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happen due to the associated spray velocities. From the plot it can be deducted
that when it comes to size PDF, the presence of the swirler homogenizes the
shape of the curve for the simulated injection pressures, reaching all of them
the same peak diameter, and the peak probability value.

Figure 7.4: Droplet size PDF obtained for the three injection pressures of
interest obtained at an exhaust temperature of 573 K, and a swirler composed
of 7 blades for the CC-SCR.

7.3.2 Effect of the exhaust temperature

Temperature, on the other hand, does affect the size PDF distribution as ob-
served in Figure 7.5 where the dependency of the number-based PDF results on
the gas temperature is shown. The lowest exhaust temperature (473 K) shows
differences in the distribution with respect to the highest temperature cases
(573 K and 673 K). With increasing exhaust temperature, the most probable
diameter remains unaltered for the three conditions tested, but the proba-
bility increases with the temperature. This indicates that further amount of
urea content degrades when the temperature is increased, as expected. An
additional reason for this behavior could be a different spray/wall interaction.
At higher exhaust temperatures, the exhaust density decreases, and the spray
accelerates. The higher We of the droplets could move its interaction regime
from a partial deposition toward splash conditions, generating a set of smaller
droplets. Differences are more visible in the volume distribution. While at
573 K and 673 K the CVF curves remain almost unaltered, it is at 473 K where
the impingement regime with the swirler seems not to help as much with the
secondary atomization.
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Figure 7.5: Droplet size PDF obtained for the three exhaust temperatures of
interest obtained at an injection pressure of 6 barG, and a swirler composed
of 7 blades.

7.3.3 Effect of the number of swirler blades

The last parameter to assess is the number of blades of the swirler geometry.
The effects caused upon the PDF distribution are presented in Figure 7.6,
where it can be observed that increasing the solidity (ratio of blade width
and number of blades) increases the probability of finding small droplets in
addition to locating a larger proportion of the spray volume in smaller diame-
ters. A high-solidity swirler promotes the secondary atomization of the spray,
as it rises the probability peak of the most common diameter, decreasing the
probability of droplets larger than 1 µm of diameter. It is highlighted that for
a swirler consisting of 7 blades and more, the differences between the spray
droplet characteristics are negligible when it comes to the number PDF, while
it still sees an improvement in the CVF curves.

7.4 Analysis of the ammonia generation
The following study performed based on the SCR simulations was to observe
the differences in the NH3 generation, in addition to the depicted differences
within the droplet size PDF.

An initial analysis is done on the regiones where NH3 is being generated,
and to assess how the swirler helps in that purpose. Figure 7.7 shows the
temporal evolution of the NH3 contours for a specific working condition. It
is highlighted the bending of the injected spray in the first milliseconds of
injection caused by the flow coming from the DOC. This has an effect on the
impacting region of the droplets which is displaced from the swirler center.
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Figure 7.6: Droplet size PDF obtained for the three swirler geometries of
interest obtained at an injection pressure of 6 barG, and a exhaust temperature
of 573 K.

Once the spray has impinged with the swirler and domain walls, triggering
secondary atomization events, NH3 starts to appear in the computational
domain. Largest NH3 generation region takes place where tight spaces between
the swirler and domain boundaries are located and highest gas speeds are
found. At t = 0.0115 s, most of the droplets have gone through the swirler
section already as not such uniform NH3 contour is found after the swirler.
Nonetheless, the regions in which droplets have impinged and formed liquid
film keep decomposing their urea content.

Two different parameter will be analysed. The first will be the peak of
NH3 present in the domain compared to the potential NH3 that would be
present if all the urea would degrade through thermolysis, and the secondary
NH3 pathway (hydrolysis).

7.4.1 Amount of ammonia present within the domain

The results shown in Figure 7.8 correspond to the peak NH3 value detected
within the simulations compared to the potential NH3 that would be present
if complete thermolysis and hydrolysis were achieved. In it the effect of the
gas exhaust temperature, the injection pressure and the number of vanes of
the swirler can be observed. It is highlighted how the exhaust temperature
plays an important role in the amount of NH3 that is generated. Compared
to the 673 K, the case with lowest gas exhaust temperature (473 K) shows
little amount of NH3. According to literature, urea melts and degrades when
acquiring a temperature of 406 K [5], which is consistent with results obtained
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(a) t = 0.0025 s. (b) t = 0.0055 s.

(c) t = 0.0085 s. (d) t = 0.0115 s.

Figure 7.7: Temporal evolution of the NH3 contour for an exhaust temperature
of 673 K, an injection pressure of 6 barG and a 10-blade swirler.

at 473 K, although generating low amounts of NH3. Increasing the exhaust
temperature progressively increases the quantities of NH3.

The second effect observed is of the injection pressure, which is not as
evident as the effect of the gas exhaust temperature. There is not a clear trend
in the generated NH3, as in general terms, there is a decrease in NH3 when
moving from 4 barG to 6 barG, and a slight increase again when moving from
6 barG toward 8 barG. This is possibly due to effects in residence time of the
injected droplets into the domain. Low injection pressures have associated low
initial velocities and a larger residence time, hence larger possibilities of urea
degrading. At high injection pressure, the convective effects play an important
role in the water and urea phase change, increasing again the amount of NH3
present.

At last, the effect of the number of blades of the swirler is assessed. A
clear trend is seen, as for increasing the number of vanes, a higher amount of
NH3 is observed. This effect can be compared with the previous droplet size
PDF results, in which an effect was observed from a swirler made of 4 blades
to one of 7 blades, but no further effects were seen on a 10-blade swirler. Here,
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moving to a 10-blade swirler changes the amount of NH3. This trend takes
place due to the change in NH3 generation rate.

(a) 473 K. (b) 573 K.

(c) 673 K.

Figure 7.8: Peak NH3 amount during the SCR simulations for three injection
pressures, three exhaust temperatures, and a swirler with different number of
vanes.

7.4.2 Effect on the ammonia generation rate

The NH3 generation rate is also assessed on the injection conditions previously
depicted. The results are shown in Figure 7.9. Similar trends to the ones
previously observed are obtained. The lowest gas exhaust temperature depicts
the lowest generation rates from all the tested conditions. This contributes to
the idea that, although at that temperature urea is degrading, it is doing so
in a slow way. Once the exhaust gas temperature is increased, so it does the
NH3 generation rate.

Additionally, a clear tendency is captured with the injection pressure, as
it continuously increases with higher values. This indicates that, although de-
picting similar droplet size PDF, the amount of droplets increases as the total
injected mass increases with higher injection pressures (for a fixed injection
time).
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Finally, an increase on the NH3 generation rate is achieved with a larger
amount of swirler blades. A more solid swirler geometry makes the injected
droplets more prone to impacting against it, and making the secondary atom-
ization more plausible. Another effect of increasing the number of blades of
the swirler is the enrichment of swirling motion inducted to the exhaust gas,
which enhances the mixing of the gas phase with the atomized jet, which will
have a beneficial effect on the degradation of the urea content of the droplets.

(a) 473 K. (b) 573 K.

(c) 673 K.

Figure 7.9: NH3 generation rate for three injection pressures, three exhaust
temperatures, and a swirler with different number of vanes.

Increasing the number of blades of the swirler geometry does show a ben-
eficial effect both in the total mass of NH3 obtained and on the speed of its
generation. Nonetheless, increasing the number of vanes will also act detri-
mentally on the exhaust pipe, as it will increase the counter-pressure on that
section, and will increase its pressure drop [6]. Hence, that additional effect
should be taken into account when designing deNOx after-treatment systems.

Additionally, increasing the number of blades in the swirler will also in-
crease the area available for the incoming spray to impact into. Therefore, an
increase in wall film mass is expected. As only one injection has been con-
sidered during this study, and the relative high temperatures of the swirler
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surfaces, no deposition is expected to take place. Therefore, the total number
of parcels that impacted into the surface was analyzed for a specific working
condition. These results are shown in Table 7.1, and indicate that when in-
creasing the number of blades of the swirler so it does the amount of liquid
mass that impacts it along the injection event. On single injection events,
liquid deposition does not imply deposition risks, due to the high tempera-
ture of the surface. But on multi-injection events, continuos impacting of the
liquid particles into the swirler would subsequently decrease the wall temper-
ature, making the system more prone to liquid deposition and hence, deposit
generation.

Swirler Total Impacted Mass
4 blades 2.99 × 10−6 kg
7 blades 3.767 × 10−6 kg
10 blades 3.92 × 10−6 kg

Table 7.1: Total impacted liquid mass into the swirler surfaces for an exhaust
temperature of 573 K, and an injection pressure of 6 barG.

7.5 Analysis of the Uniformity Index
Achieving a uniform distribution of the desired NH3 in the entrance into the
reduction catalyst is of great importance, as it will ensure a better utilization
of the entire monolith for reducing NOx. That is the reason why mixers are
included in these systems, apart from triggering secondary atomization on the
UWS jet.

For that reason, a measure of how well the generated NH3 is distributed at
the SCR has been included in the study. The Uniformity Index (UI) has been
calculated for the detected NH3 at the section that represents the entrance to
the reduction catalyst.

Figure 7.10 shows the results of that calculation for all the conditions
tested during the simulation campaign. All the conditions show a UI value
close to the unity, indicating that independently on the number of vanes,
placing a swirling structure allows having a significantly homogeneous NH3
distribution. Increasing the number of swirler blades homogeneizes the NH3
distribution along the domain as it has a better mixing performance than the
swirlers with lower number of blades.

The effect of the injection pressure is almost negligible in the UI values,
but the temperature seems to affect in some way the results. For example, at
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higher temperatures, the UI of the 4-vane swirler seems to diminish from the
lower temperature case. As observed, at the low-temperature, low-number-of-
blades, the generation of NH3 is really low, showing a NH3 distribution very
uniform at the SCR entrance (with close-to-zero values). At high tempera-
tures, the NH3 starts to appear in significant amounts, hence reducing the
UI. In the cases with higher amount of blades, this effect is not as noticeable
because, as observed, a higher amount of blades promotes the generation of
NH3 for all the cases.

(a) 473 K. (b) 573 K.

(c) 673 K.

Figure 7.10: Peak UI achieved during the SCR simulations for three injection
pressures, three exhaust temperatures, and a swirler with different number of
vanes.

7.6 Conclusions
During the present chapter of the thesis, the knowledge acquired during the
previous chapters was applied to a realistic NOx after-treatment system. The
associated geometry was recreated through computational means and intro-
duced into the computational model. The aim of the study was to assess the
effect of different working conditions on the NH3 generation, and analyze the
influence of the swirler into that process.
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The spray characteristics obtained through VOF means were introduced
into a DDM model in order to characterize sprays with injection pressures
ranging from 4 barG to 8 barG. Different gas exhaust temperatures were
introduced (473 K, 573 K and 673 K), and the number of blades the swirler
was composed of was also varied, going from 4 blades, 7 blades and a geometry
composed of 10 blades.

As a LES approach was carried out, the characteristic Index of Quality
proposed during Chapter 4 was obtained at three different sections of the
geometry. Both indexes returned acceptable results on all the critical regions,
except for the wake of the swirler. In it, the index based on the TKE showed
defficiencies that would require introducing a significant amount of cells to
achieve high IQ values in a region where there is almost null velocity.

The first of the analyses assessed the effect of the working conditions on the
droplet size distribution in a region located after the position of the swirler.
The effect of the injection pressure was firstly obtained, which indicated that
the swirler homogeneized the droplet size distribution to a single curve, inde-
pendently of the injection pressure. Additionally, if compared to the droplet
size PDF obtained at Chapter 5, the most common droplet is centered at
droplet sizes lower than 1 µm, which is significantly lower than the outcomes
obtained through VOF means. The exhaust gas temperature, on the other
hand, did have an effect, shifting the PDF curve toward smaller diameters
when increasing the gas temperature. This gave an insight about in which
conditions did the urea start to decompose in a significant way. Finally, in-
creasing the number of blades of the swirler promoted further secondary atom-
ization of the injected spray as it increased its opacity, and the cross-sectional
area available for the droplets to impact upon. Nonetheless, across all cases,
the most probable diameter remained unaltered.

The second analysis was performed on the NH3 content generated during
the simulations. The maximum amount of NH3 observed was associated to
the high temperature, high injection pressure and high-solidity swirler geom-
etry. For the low-temperature case almost no conversion of NH3 is produced
compared to the high-temperature case, indicating that at 473 K conditions,
urea degradation happens, but not in a significant way. The rate of NH3
generation was also analyzed, and relatable results to the peak NH3 were
achieved. The higher temperature, as expected, speeds up the degradation
process, as expected. But it is highlighted how the larger impact surface of
the 10-blade swirler also promotes the urea decomposition due to improved
breakup and a better mixing of the liquid phase with the exhaust gas. As a
downside of swirler geometries with high impact areas are the higher amount
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of liquid phase that sticks to the swirler, which has a potential of forming solid
deposits.

Lastly, the Uniformity Index (UI) was assessed for all the conditions de-
picted, showing a clear effect on increasing the number of blades of the swirler,
which improved the homogeneity of the NH3 present at the entrance of the
SCR catalyst.
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Chapter 8

Maximum entropy principle
applied to UWS sprays

“Science can amuse and fascinate us all, but it is engineering that changes
the world.”

—Isaac Asimov

8.1 Introduction
As introduced in previous chapters, computational studies applied to sprays
commonly use Eulerian-Lagrangian frameworks to represent the dispersed liq-
uid phase. Under this framework, breakup models represent the jet breakup
under several conditions, without needing a pre-defined distribution or simu-
lating the near-field spray to obtain the breakup characteristics. A second ap-
proach during this Thesis is VOF simulations, but they result in complex mod-
els that require considerable computational resources [1]. The DDM breakup
models commonly used for Eulerian-Lagrangian spray applications (KH-RT
[2], TAB [3]) do not perform well under low-velocity sprays, such as typical
UWS jets [4]. Additionally, due to the low We associated with the droplets
formed during the primary breakup phase, secondary breakup models do not
depict any breakup. Therefore, a third approach can be employed, which uses
pre-defined droplet size distributions obtained through previous experimental
work carried out on characterizing the spray droplets [5]. This Chapter will
introduce the Maximum Entropy Principle (MEP) as an alternative model
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to generate an initial droplet distribution from initial injection data, detect
subsequent droplet breakup and will apply it to UWS sprays to assess its
performance.

8.2 Theoretical background of the MEP
The application of the MEP approach to atomization and sprays gained pop-
ularity in the mid-1980s and was initially applied to sprays by Xianguo and
Tankin [6] and Sellens and Brzustowski [7]. It considers that the distribution
that maximizes the system’s entropy while satisfying a set of imposed condi-
tions is the most probable joint distribution that describes the system. In that
sense, it does not try to characterize the deformation and breakup instabili-
ties but focuses on their possible outcomes by employing limited information
regarding the spray of interest. Several work has been carried out by Sellens
[7, 8], Li and Tankin [6, 9] in order to define the appropriate constraints that
the MEP formulation needs to consider. The first author considered separate
constraints for the kinetic energy and surface energy conservation, while Li
and Tankin considered a unique energy conservation constraint. Both of them
consider the joint size-velocity probability distribution. Some studies claimed
that the prediction of the droplet size was independent of the velocity dis-
tribution [10], which has been classically adopted for simplification purposes.
Experimentally, this assumption is proven wrong through Hsiang and Faeth’s
outcomes [11], which established a non-linear relationship between the formed
droplet size and velocity. Guildenbecher et al. [12] also indicate that the ve-
locity distribution shrinks with increasing droplet size. Some other work such
as performed by Dumouchel [13, 14] was more based on information theory
rather than not on thermodynamics. In them, a single constraint with two
parameters were introduced, the value of the constraint diameter, and the
value of its order. Later work from Dumouchel introduced a new formulation
through which it was concluded that a minimum of three parameters are nec-
essary to represent a spray droplet size distribution. The reader can refer to
the work of Dumouchel [15] to acquire a general vision of the different MEP
models used to predict drop size distributions. Due to the extensive use of the
Li and Tankin approach, their approach has been adopted for this work.

In order to formulate the MEP equations, the stochastic nature of the
breakup process needs to be understood, indicating that the outcomes from
a specific breakup event are indeed random. Despite this random nature, the
general conservation equations need to be satisfied. These equations are for-
mulated based on the joint probability density function 𝑝𝑖𝑗 , representing the
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probability of finding a droplet with volume 𝑉𝑖 and velocity 𝑢𝑗 . Mass, mo-
mentum, and energy conservation equations are given by Eq 8.1, Eq 8.2, and
Eq 8.3, respectively. In addition to these equations, the sum of all probabilities
should be the unit (Eq 8.4).

∑︁
𝑖

∑︁
𝑗

𝑝𝑖𝑗 𝑉𝑖 𝜌 �̇� = �̇�0 + 𝑆𝑚 (8.1)

∑︁
𝑖

∑︁
𝑗

𝑝𝑖𝑗 𝑉𝑖 𝜌 �̇� 𝑢𝑗 = 𝐽0 + 𝑆𝑚𝑜𝑚 (8.2)
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(
𝑉𝑖 𝜌 𝑢2

𝑗 + 2𝜎 𝐴𝑖

)
= �̇�0 + 𝑆𝑒 (8.3)

∑︁
𝑖

∑︁
𝑗

𝑝𝑖𝑗 = 1 (8.4)

In them, �̇� represents the droplet generation rate, �̇�0 is the mass flow
rate, while 𝐽0 and �̇�0 are the momentum and energy entering the control
volume. 𝑆𝑚, 𝑆𝑚𝑜𝑚, and 𝑆𝑒 are the mass, momentum, and energy equation
source terms. Additionally, it has been assumed that the ambient velocity is
null and that all droplets will be considered spherical, as the characteristic
droplet We is expected to be lower than 12 [16]. From this point, in order to
predict the droplet diameter distribution, a variable change is performed from
volume to diameter (𝑉 = 𝜋𝐷3/6).

As stated, from the range of possible distributions that satisfy the previous
conservation equations, the most probable would be the one that maximizes
the entropy, that is, the one that maximizes Shannon entropy [17] defined in
Equation 8.5.

𝑆 = −𝐾
∑︁

𝑖

∑︁
𝑗

𝑝𝑖𝑗 ln 𝑝𝑖𝑗 (8.5)

The Shannon entropy is then maximized through the Lagrangian multiplier
method [18], resulting in a continuous PDF with a shape indicated by Eq 8.6.

𝑓 = 3�̄�2 exp
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åô
(8.6)

𝑊𝑒 = 𝜌𝑈2
0 𝐷30
𝜎

(8.7) 𝐵 = 12
𝑊𝑒

(8.8)
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From the presented PDF, the unknowns to be assessed are the Lagrange
coefficients (𝜆𝑖). The overbar variables are normalized with the characteristic
diameter and velocity, while 𝐻 represents a shape factor. Based on the PDF
function, the conservation equations can be re-arranged in an integral way,
with solution domains ranging from �̄�𝑚𝑖𝑛 to �̄�𝑚𝑎𝑥 and from �̄�𝑚𝑖𝑛 to �̄�𝑚𝑎𝑥.

Other studies start from already defined characteristics, in which the char-
acteristic size and velocity is given by known PDF curves. In this case, the
characteristic nozzle diameter and characteristic injection velocity will be used
as starting points. In order to obtain the 𝐷30 value, a correlation shown by
Kuo and Trujillo [19] has been included (Eq 8.9).

𝐷3
30 = 𝐷3

𝑝,0
(
5.5392𝑊𝑒2.2207)−1 (8.9)

The reader is informed that the previous correlation was obtained for a
single droplet subjected to moderate We according to its original droplet di-
ameter 𝐷𝑝,0. In this case, an initial Blob will be considered, whose breakup
will be assessed. Additionally, the characteristic We of a droplet with the size
of the orifice, subjected to the velocities of UWS applications, will return a
relatively low We (<12). Nonetheless, the expression will be used to determine
if it remains applicable to vibrational breakup regimes.

Regarding the source terms of the conservation equations, the mass source
term has been neglected, assuming no evaporation is present. On the other
hand, the momentum and energy terms need to be accounted for as they
represent the drag forces and the energy losses. The approach followed by
Kuo and Trujillo [19] has been followed to obtain the appropriate losses.

The system of equations proposed, consisting of the three conservation
equations plus the probability equation, and four Lagrange multipliers; has
been solved numerically through a Newton-Raphson iterative process [20].
Additionally, as Movahednejad et al. [21] pointed out, the integrals and the
terms within the PDF function expression are exponential, which makes solv-
ing the system susceptible to the initial guesses provided.

Once the initial system of equations has been solved, further droplet
breakup was considered based on the co-joined droplet size-velocity distri-
bution. As the generated droplets (including the initial Blob) fall within the
vibrational breakup regime, there is no clear threshold on the We value that
determines if a droplet will further breakup. Little focus has been paid to this
particular low We regime, and therefore, a user-input value has been intro-
duced during this Thesis. Consequently, there will be combinations of droplet
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size-velocity that will trigger an additional breakup event, generating a sub-
sequent PDF. This has been done iteratively on the whole range of droplets
provided by the initial Blob distribution. The global droplet size PDF has
been updated in each iteration until no further breakup is expected. The
flowchart followed for this procedure is shown in Figure 8.1.

Figure 8.1: Flow chart of the MEP procedure applied to UWS sprays.
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8.3 Application of the MEP approach to UWS
sprays

The vibrational breakup of a droplet occurs when a formed droplet suffers an
oscillatory behavior that eventually leads to breakup into smaller fragments.
This breakup does not always occur and is slower than higher order modes,
hence, most authors do not consider that regime. Nonetheless, some authors
give an approximate range of critical We, which goes from 𝑊𝑒𝑐 ≈ 0.5 [22, 23]
until the threshold value of the bag breakup 𝑊𝑒𝑐 ≈ 12.

From the initial Blob breakup, information could be extracted on the cou-
pled diameter-velocity PDF distribution. This PDF has been obtained for an
injection pressure of 8 barG, and the resulting probability contour is included
in Figure 8.2. The maximum spread of diameter possibilities is obtained at
a droplet velocity close to the characteristic 𝑈0. Then, at higher and lower
droplet velocities, the possible droplets that are more probable to appear are
of a relatively small size. In agreement to the outcomes found by Guilden-
bencher et al. [12], with increasing droplet size, the velocity distribution
becomes closely bounded, while at low diameters, the possible range of veloc-
ities increases. In this way, the experimental trends observed are reproduced
by the MEP method.

Figure 8.2: Predicted probability contour for a UWS injection pressure of 8
barG.

As explained, the MEP approach proposed needs of a critical We to deter-
mine if the velocity associated with each droplet diameter would trigger the
further breakup of the generated droplets. Three different critical We have
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been used to obtain the droplet size PDF for the three injection pressures used
during this thesis. The value suggested by Hsiang et al. [11], and multiples of
it are the selected values. The obtained results are included in Figure 8.4. As
expected, reducing the critical We promotes further shifting of the PDF curve
toward smaller diameters. At the same time, for the largest case 𝑊𝑒𝑐 = 2, the
distribution returned by MEP matches the initial PDF distribution obtained
from the Blob droplet, as observed in Figure 8.3.

Figure 8.3: Comparison between the PDF outcomes of the breakup model
and the initial blob breakup for an injection pressure of 4 barG, and a critical
We=2.

That indicates that most of the droplets found within the initial PDF lie
beneath the 𝑊𝑒 = 2 limit, due to the small droplet sizes, the low velocities,
the large density of the fluid, and the significant surface tension compared
with typical fuel sprays. Additionally, the generated droplets are far away
from suffering a bag-shaped breakup. These results also agree with the Re-
We chart provided during the analysis of the near-field spray (Section 5.3),
summarized in Figure 5.36, where almost the completeness of the generated
droplets is located under the 𝑊𝑒 = 1 limit. Many of them go down to a
value of 𝑊𝑒 = 0.01, indicating very stable droplets are present during typical
UWS conditions. The effect of the injection pressure can also be observed
from these results. A clear trend is observed with increasing the injection
pressure value, as the droplet size distribution becomes more skewed toward
smaller diameters, increasing the peak probability value. This effect is also
observed through experimental means applied to UWS sprays, such as the
work performed by Payri et al. [5]. The increase in injection velocity promotes
atomization of the liquid jet, both producing a larger amount of low-diameter
droplets, but also breaking up the momentum-carrying droplets, as for the
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cases of 𝑊𝑒𝑐 = 2, the largest droplet detected at 4 bar is of 100 µm, while for
the largest injection pressure (8 bar), the largest droplet is of 65 µm.

(a) 4 barG. (b) 6 barG.

(c) 8 barG.

Figure 8.4: Droplet Size PDF results obtained based on the chosen 𝑊𝑒𝑐.

Based on the previous results and the determined threshold by experimen-
tal work, the value of 𝑊𝑒𝑐 = 0.5 has been chosen to compare the model against
the HRLBI results presented during Section 5.3. The reader is reminded that
these experimental results were obtained at a distance of 30 mm from the ori-
fice exit, therefore representing a snapshot of a completely developed spray.
The results of the comparison are included in Figure 8.5. For the complete
set of conditions, there is a general overprediction of tiny droplets compared
to the HRLBI results. As a consequence, underprediction of droplets larger
than 40 µm is obtained. On the other hand, the peak of maximum probability
is close to the experimentally obtained. A quantification of these differences
is included in Table 8.2. In it, with increasing injection pressure, the dif-
ferences between the most probable diameter increase, as the reduction in
that diameter with higher injection velocities is greater for the MEP than
through experimental means. On the other hand, the peak probability value
shows variations that decrease with injection pressure. The differences ob-
served might be caused by the evaporation effects that could be seen on the
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experimental procedure that on the MEP have been neglected (𝑆𝑚 = 0). The
smallest droplets might evaporate at a distance of 30 mm, which is the region
where measurements were taken, nonetheless, no information was available at
a closer distance to the injector orifice. Additionally, HRLBI results could
not detect droplets smaller than 17 µm through the mentioned experiments
due to technical limitations. If compared against the DDM model initialized
with the VOF droplet distributions (Subsubsection 5.3.5), there is an over-
prediction of the probability of finding tiny droplets, although the deviation
shown are considerably lower than with respect to HRLBI data. Again, the
peak probability diameter shows a lower deviation for high injection pressures
if compared to DDM with VOF results, while this deviation decreases with
increasing jet velocities.

The results indicate that the critical Weber that determines the starting
value for the vibrational breakup, which was obtained in previous studies,
𝑊𝑒𝑐 = 0.5 provides an approximate diameter distribution close to the PDF
obtained through HRLBI.

(a) 4 barG. (b) 6 barG.

(c) 8 barG.

Figure 8.5: Comparison of the droplet size PDF between the MEP method
and the HRLBI and DDM with VOF initialzed results.
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Inj. Press. Method Peak Diam. Peak Prob. Max. Diam.
4 bar HRLBI 19 µm 0.035 145 µm

MEP 15 µm 0.028 82 µm
DDM-VOF input 12 µm 0.042 120 µm

6 bar HRLBI 18 µm 0.043 116 µm
MEP 12 µm 0.037 68 µm
DDM-VOF input 12 µm 0.050 125 µm

8 bar HRLBI 17 µm 0.047 134 µm
MEP 10 µm 0.043 57 µm
DDM-VOF input 12 µm 0.051 105 µm

Table 8.1: Distribution parameters of the MEP method, HRLBI and DDM
initialized with VOF results.

Inj. Press. Method Peak Diam. Var. Peak Prob. Var. Max. Diam. Var.
4 bar HRLBI 21% 20% 43%

VOF 25% 33% 32%
6 bar HRLBI 33% 14% 46%

VOF 5% 26% 15%
8 bar HRLBI 41% 8.5% 57%

VOF 16% 16% 46%

Table 8.2: Variations obtained from the PDF distribution results between the
MEP and the HRLBI and VOF techniques.

8.4 Conclusions
During the present chapter, an alternative methodology has been presented
to predict the droplet size PDF of general application sprays. Due to the
lack of capabilities of commonly used breakup models on UWS applications,
the Maximum Entropy Principle approach has been considered. The primary
purpose of this chapter was to assess if, through the MEP, UWS sprays could
be approximated.

Although some studies consider the velocity distribution and the droplet
size distribution as independent variables, both have been found to be inter-
dependent in literature. Therefore, the MEP approach has considered them
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in this way. The procedure of the MEP has been described, including the
appropriate equations.

A Blob approach employing the MEP has been proposed, in which an
initial droplet with the size of the orifice is considered. From it, an initial
PDF distribution is generated. From that distribution, each droplet diameter
is assessed to check whether according to its We, further breakup should occur.

The results of the application of MEP show how droplet size and velocity
distributions are coupled. Large droplet diameters show little dispersion of
their associated size, while the most extensive range of possible velocities is
associated with small droplet diameters.

The critical We has also been considered a critical parameter to check
whether a specific droplet size should further breakup into smaller droplets. As
expected, diminishing the critical We implies shifting the droplet distribution
towards smaller sizes, while for a 𝑊𝑒𝑐 = 2, the obtained size PDF is very
similar to the initial distribution obtained from the Blob droplet.

A critical We of 𝑊𝑒𝑐 = 0.5 has been used to compare the distributions with
experimental results and VOF data, as previous studies indicated that value as
the threshold We for vibrational breakup regimes, which is the regime to which
these droplets will be subjected due to their velocity and the surface tension
forces. Three injection pressures were considered, and acceptable results were
obtained at a distance of 30 mm from the injector orifice. The most probable
droplet was lower than through experimental results of approximately 8 µm
for all conditions. However, the probability peak for both methods are similar
between them. The results coming from the DDM model initialized with VOF
data match in a better way the PDF results for high injection pressures.

Through the proposed method, it is possible to generate an approximated
size PDF without the need of knowing beforehand the shape of such distri-
bution, or employing computationally expensive methods such as VOF. This
results in a useful way to initialize DDM models.
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Chapter 9

Conclusions and Future Work

“Without training, they lacked knowledge. Without knowledge, they lacked
confidence. Without confidence, they lacked victory.”

—Julius Caesar

9.1 Introduction
From the study performed throughout the present thesis, several conclusions
have been drawn. As several techniques have been employed for the differ-
ent studies (internal and external spray flow), the conclusions introduced in
this chapter will be divided according to their objective and their approach.
Hence, each chapter of results have associated a section in the present chapter,
where the main objectives and achievements are synthesized. Lastly, a section
containing the possible studies that could benefit from the present work and
could be of interest for the industrial and research communities will be added
under the name of future work.

9.2 Conclusions
The global trend toward zero-emission technologies for transportation pur-
poses and the use of alternative fuels have provided enough motivation to gen-
erate this doctoral thesis in the field of Selective Catalytic Reduction (SCR)
systems to improve the efficiency of this deNOx technology through the bet-
ter understanding of the injection of Urea Water Solution (UWS) sprays and
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its chemical decomposition to NH3. More specifically, this thesis has tried
to capture the physical dynamics that drive the jet breakup and atomization
of UWS sprays. Additionally, the evaporation and chemical transformations
undergone by the generated droplets are of great importance. For that, the
dependency of such phenomenon on the engine working parameters was de-
sired. To achieve these main goals, a computational framework capable of
capturing the desired mechanics and chemical processes has been introduced.
A validation of the presented models has followed, and a subsequent analysis of
the physical and chemical dynamics has concluded the study. By introducing
such computational methodology, an alternative is proposed to experimental
techniques in order to cheapen the analysis performed on low-velocity sprays,
as in UWS.

The strategy followed during the different chapters of the present document
was to divide the domain of interest into the different characteristic length and
time scales of the phenomena that take place, that is, internal and near-field
region, and far-field region.

9.2.1 Near-field study

The results obtained for the near-field analysis were included in Chapter 5.
In it, two Eulerian-Eulerian frameworks were proposed to characterize the hy-
draulic behavior of the UWS jet, and its breakup. A Mixture Model (MM)
was applied to a first version of the inner geometry (Generation 1 ) of an
UWS injector. The hydraulic characteristics were used to obtain the mesh
characteristics needed for RANS applications, and indexes of quality based on
turbulent characteristics were used for the LES approach. The results on the
hydraulic performance of the UWS returned good agreement of the Rate Of
Injection (ROI) values with experimental results, for the three injection pres-
sures tested (4, 6 and 8 barG). The associated deviations where lower than 6%
for RANS turbulent treatment, while LES showed errors lower than 4%. The
Rate Of Momentum (ROM) results, on the other hand, show high deviations
with respect to experimental techniques (as high as 35%) for all the tested
conditions. These errors were first associated to the lack of needle lift dynam-
ics during the simulations or a not accurate representation of the injector inner
geometry. Flow coefficients were also obtained to assess where those differ-
ences came from. The discharge coefficient, as expected was consistent across
all the working conditions, while the velocity and area coefficient differed from
experimental values. The consistently lower velocity coefficients were compen-
sated with the larger area coefficients, achieving proper discharge coefficients.
Nonetheless, when it came to the momentum coefficient, the quadratic de-
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pendence of the velocity leads to lower values. On the same study, it was
found the influence of the orientation of cartesian meshes in the solution of
Eulerian-Eulerian simulations. The decreasing of the breakup length value
concluded that the injector was working within the first wind-induced regime
for the LES results, but close to shifting to the second-wind breakup regime.
Additionally, the location of jet breakup was found to be related to an increase
in the Turbulent Kinetic Energy of the flow.

Further analysis on the near-field was carried out using a high-fidelity
geometry (Generation 2 ) obtained through micro-CT scan, and a Volume-Of-
Fluid (VOF) approach. The improvement in the fidelity of the inner geom-
etry of the injector returned considerably better ROI and ROM results than
the ones obtained through Generation 1, reducing the errors down to 7%,
highlighting the need of properly capturing the orifice geometry. The VOF
approach allowed to capture macroscopic characteristics such as the spray tip
penetration and the spray angle. The spray tip velocity was properly cap-
tured for the three injection pressures of interest, although the spray angle
did not show a specific trend, in agreement with the experimental results.
Microscopic characteristics were extracted based on the injection of one out
of the three injector orifices as the initial simulation performed on the com-
plete geometry did not show jet-to-jet interaction. A validation study was
carried out on the number-based and volume-based Probability Density Func-
tions (PDFs). The Cumulative Volume Fraction (CVF) of these plots was
also included. VOF simulations showed a distribution with the most common
droplet diameter of 8 µm, whilst the experimental approach showed slightly
larger droplets. The CVF curves on the other hand returned smaller charac-
teristic diameters through the computational approach. This behavior can be
partially explained through the limitation of the HRLBI technique to capture
droplets smaller than 17 µm. Nonetheless, when it comes to characterizing the
momentum-carrying droplets, good agreement was found between the volume-
weighted PDF across both experimental and computational methodologies.

Once the validation of the VOF approach was carried out, the charac-
terization of the spray dynamics were assessed. The spray achieved steady
conditions at a time of 0.7 ms ASOI. The previous PDF and CVF curves
were compared across the injection pressures that have been simulated. The
number-based curves did not show significant changes when increasing the
injection pressure (i.e. injection velocity). Though, CVF curves showed ben-
efits from increasing the injection pressure as the volume located within large
droplets was diminished in addition to a reduction of the characteristic diam-
eters. Through an spatial analysis of the PDF curves it could be extracted
that the most common droplet diameter was obtained at the region close to
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the orifice (2-6 µm), while the largest droplets were formed in regions further
away (6-10 µm). This meant that, although big ligaments detached from the
main liquid structure at a certain distance from the injection point, a par-
allel atomization process with lower characteristic times and lengths takes
place. Subsequent analyses captured the influence of the injection pressure
also on the spray velocity distributions, showing that increasing the injection
pressure spread the Y-Velocity and Z-Velocity PDFs. Additionally, charac-
teristics of the droplet sphericity were obtained, showing that increasing the
injection pressure generated more spherical droplets, increasing the possibility
of finding low-diameter spherical particles, while for low injection pressures,
the low-diameter particles could show a range of sphericities up to a value of
𝑆𝑝 = 5.

Secondary atomization was found to be almost nonexistent as the detected
droplets showed low We, significantly lower than the threshold We for it to
happen, also lower than possible vibrational breakup regimes. This is intro-
duced as an initial condition for Discrete Droplet Model (DDM) simulations,
and returned good agreement with experimental data captured at longer dis-
tances from the injector orifice.

9.2.2 Far-field study

In order to characterize the far-field region of UWS sprays, Discrete Droplet
Model (DDM) techniques were used. The first analysis done had as its objec-
tive generating a chemical model capable of reproducing the degradation of
urea into NH3 through thermolysis, and the transformation of HNCO to NH3
through hydrolysis. The molten solid approach was followed, which consid-
ered a direct transformation of molten urea to NH3, skipping the evaporation
of the urea and its subsequent chemical transformation. The validation of
these transformations returned good results for low-temperature and low gas
velocity conditions, and deviations relatable to other computational studies of
the literature.

The following study focused on representing the spray under inert condi-
tions. The effect of increasing the injection pressure was similar to the one
observed during VOF simulations, with little changes in the number-based
distributions and an increase in the spread of the velocity PDF. Two differ-
ent spray regions were detected based on the droplet Sauter Mean Diameter
(SMD). The spray core was composed of a characteristic SMD larger than
120 µm, while the outskirt had a lower SMD value (approx 80 µm). If the
injection pressure is increased, the momentum transfer between the gas cross-
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flow and the droplets diminishes, decreasing the injector core SMD as the
small droplets are not removed by the incoming gas.

The chemical model already validated was introduced into the simulations
of practical applications. The evaporation curve of the droplets was assessed,
depicting the so-called 𝐷2 law for the water evaporation, which is consider-
ably faster than the degradation rate of the urea. Although increasing the
injection pressure does not show significant change in the urea thermolysis,
it does speed up the water evaporation for the two temperatures simulated.
Subsequent simulations were carried out to detect the influence of the spray
injection angle on the NH3 generation. The droplet evaporation curve showed
a faster droplet reduction when injecting in a normal direction to the gas
cross-flow if compared to an injection angle more co-axial with the direction
of the gas cross-flow. From these results, the largest droplets showed the
fastest diameter reduction due to the larger exposed surface. For low cross
mass flow rates (40 kg/h ), the maximum was found at injection angles close
to 80°, while for high mass flow rates (200 kg/h ) the maximum observed was
found at 60°. Additionally, an increase in the gas mass flow rate made the
thermolysis transformation to happen earlier in time, and to have a higher
NH3 generation rate. The correlation extracted out of it provided a correla-
tion tool capable of quantitatively predicting the NH3 generation rate based
on the gas temperature and mass flow rate, and the liquid injection pressure
and injection direction.

The knowledge acquired during these studies was later applied to a Close-
Coupled SCR system, as it was desired to analyze the effect of the swirler
geometry within the exhaust line. Three exhaust gas temperatures, three
injection pressures and three swirler geometries (differing in the number of
vanes) were simulated through DDM approach. This simulations were coupled
with the spray breakup outcomes obtained through the VOF approach. The
swirler geometry located downstream further atomized the injected spray into
smaller droplets (<1 µm), independently of the injection pressure, the exhaust
temperature and the number of blades of the swirler, as the most probable
diameter is located at the same diameter for all conditions. Nonetheless, it
does affect the probability of finding such droplets. The amount of NH3 found
and the NH3 generation rate does see greater variations. This parameters were
most affected by the exhaust gas temperature. While all temperatures show
degradation of urea, it is not until a temperature of 573 K where significant
amounts of NH3 are found. The injection pressure did not show significant
changes in NH3 content, but increasing the amount of swirlers increased as
well the NH3 found in the domain. Relatable results were found for the NH3
generation rate. This indicated that the swirler with more vanes, although
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producing a similar droplet size PDF, generated a highly turbulent field and
improved the mixing of the injected droplets with the exhaust gas flow. On
the other hand, it significantly increased the surface are in which the droplets
could impact upon, generating a deposit formation risk on situations where
multiple injections were present.

Lastly, to comply with one of the objectives of the thesis, an alternative
breakup model was generated to use with UWS sprays. Available breakup
models to use with DDM approach are created to high-order breakup modes
not valid for the low We of UWS droplets. For it, the Maximum Entropy
Principle (MEP) technique has been adopted, and modified to act upon a
blob model in which its primary atomization is considered, in addition to
the secondary vibrational breakup of the subsequently generated droplets. A
critical We = 0.5 was set to determine in which conditions the secondary
breakup through vibrational mechanisms should take place. The generated
MEP model worked reasonably well for the three injection pressures tested,
showing acceptable results on the probability peak value when compared with
experimental results and the results from the DDM model initialized with VOF
data. Certain deviations were observed when capturing the most probable
diameter value, as MEP returned smaller droplet diameters. Nonetheless,
these deviations could be explained due to limitations in the experimental
technique to capture such small droplets. This tool provided the possibility of
generating an realistic UWS PDF distribution without the need of previous
experimental of VOF characterization, reducing the associated costs of these
techniques.

9.3 Future work
The injection of UWS sprays is a field that deals with a large amount of
both physical and chemical processes that need to be carefully individually
understood, in addition to their interaction when considered as a whole. This
doctoral Thesis has aimed to provide a better understanding of these phenom-
ena and tried to broaden the knowledge of the scientific community through
it. Nonetheless, the field of after-treatment sprays will continue to grow in the
future with the introduction of carbon-free fuels (such as H2 and NH3) which,
although not producing CO2, will continue to produce NOx compounds. For
that reason, further effort should be placed toward an optimization of the
deNOx systems. Several questions have arisen during the development of
this Thesis that remain unanswered and should be further reviewed to push
forward the SCR technology.
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• Determination of the UWS injector needle lift. The ROI and ROM
results presented in this Thesis have been validated against the mean
value of the curves obtained from literature. These curves show transient
behavior at the start and at the end of the injection process. As the lift
and wobbling of the needle are responsible for this behavior, the needle
lift profile should be taken into account for future VOF simulations. By
considering them, the initial breakup phenomenon could differ from the
one captured using the steady state ROI and ROM values.

• Usage of the Eulerian-Lagrangian Spray Atomization (ELSA) model. In
the approach followed during this Thesis, the near-field and far-field
simulations were done independently from each other, but with an offline
coupling procedure. The ELSA model allows for a direct transition of
the generated droplets from the VOF approach to DDM parcels, all
within the same simulation. This process would not only introduce
the droplet size characteristics, but their corresponding velocity and
properties. Following studies could benefit from it, given that enough
computational resources are available.

• Experimental characterization of the urea degradation. The validation
of the chemical model was done using literature data provided almost
20 years ago on single point measurements. Additional experimental
work on the evaporation of the urea could be carried out using Schlieren
techniques. This could provide additional data useful for the validation
of the molten solid approach on the same working conditions.

• Characterization of the formation of solid deposits. Although including
a droplet/wall interaction model (Kuhnke) in Chapter 7, no wall film
was created due to the simulation of single injection events at high wall
temperatures. Multiple injection events, together with Conjugate Heat
Transfer (CHT) models could be employed to recreate the wall film for-
mation, the solid phase temperature evolution and the deposit formation
assessment through fixed flow techniques.

• Consideration of the deNOx behavior. The SCR monolith could also be
included in further studies to consider the reduction of the harmful NOx.
To do so, it would be needed to experimentally capture a typical engine
exhaust flow composition, in addition to characterize the presence of the
monolith in the exhaust line through porous media approach together
with a DDM treatment of the liquid droplets.

• Assessment of spray characteristics under different injector geometries.
For UWS applications, not only pressure atomizers with plain orifices are
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used (as in the present study), but pressure-swirl (simplex) geometries
can generate different spray topologies that could benefit the droplet
size PDF, and improving the atomization of the jet. For that, it is
proposed applying the same micro-CT scan to an injector using such
internal geometry, and apply the VOF approach to it.

• Consideration of alternative swirler geometries. The helix-type swirler
is one of the several swirler types that state-of-the-art SCR employ. A
comparison of the effectiveness of the different typologies could provide
a better understanding of their behavior and could push forward the
generation of geometries capable of enhancing the secondary atomization
and prevent the deposit formation on its surfaces.

• To obtain a experimental correlation of the droplet breakup outcomes for
low breakup regimes. During the MEP chapter, a correlation to assess
the characteristic droplet size of a breakup events was extracted from
the literature. Such correlation was intended to be used at bag-breakup
regimes and higher order breakup modes. For this purpose, it could be
assessed a correlation for vibrational breakup regimes.

• Implementation of the MEP approach to initialize simulations. The
MEP technique has proven certain accuracy when representing UWS
sprays. Nonetheless, during this Thesis has only been employed for vali-
dating against already generated droplet size PDF. The very same DDM
simulations could be carried out using this technique as initialization of
those sprays, and the results could be further compared against VOF-
initialized and experimentally-initialized UWS jets.
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