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## I. Introduction

Unmanned Aerial Vehicles (UAVs), either multi-rotor or fixed-wing UAVs, can be used in many fields to solve complex problems in safety [1], communications [2, 3], military applications [4, 5], civilian applications [6, 7], protection of nuclear plants [8], energy efficiency [9], nonlinear control [10, 11] and path planning [12], among others. Vertical Take Off and Landing (VTOL) is by far the most used UAV's configuration [13]. Probably the main reason is that, nowadays, there are lots of low cost multi-rotor models. VTOL strategies can be applied to fixed-wing airplanes [14], however in normal operation they usually fly horizontally to keep a constant altitude [15, 16], but they need to perform changes in their heading and altitude very often, specially in cluttered environments [17].

One approach to deal with navigation problems of UAVs is from the point of view of optimization and control theory. In [18], a model predictive convex programming (MPCP) for constrained vehicle guidance was developed. Compared to model predictive static programming methods, it offers the advantage of considering state and input constraints as well as choosing the cost function. The same authors have recently used trigonometric series for UAV path planning [19]. In this work a computationally efficient trajectory is generated for smooth aircraft flight level changes. It uses convex-optimization based on linearizations of the dynamics.

A second approach to solve navigation applications is from the trajectory planning point of view. In [20], the authors proposed a curvature continuous and bounded path planning method for UAVs considering kinematic and dynamic constraints such as maximum velocity and curvature. Indeed, they proposed the use of Bézier curves as transition curves, but this type of spatial curve has no physical meaning and it is hard to get the relationship between its parameters and vehicle's physics (kinematics and dynamics). Pythagorean Hodographs are also well extended for UAV planning, but they require to solve an optimization problem in order to take constraints into account [21, 22]. Among other spatial curves, clothoids (also known as Euler or Cornu Spirals) play an important role, because of their "nice" geometric properties, including a close relation between physical phenomena (normal acceleration and jerks) with the clothoid scaling parameter. Therefore, borrowing the idea from the planar movement, spatial clothoids could be used in Path

[^0]Planning [23, 24].
Clothoids have been studied deeply in ground mobile robotics [24-29]. For instance, in [30--32] the authors showed that the use of clothoids as transition curves not only guaranteed continuous curvature ( $G^{2}$ continuity) but also a bound on its derivative, the sharpness. So, when the tracking speed is constant, the normal acceleration is bounded if the maximum curvature and its derivative are bounded. In order to increase driving safety and comfort in road design, many studies have been done to determine appropriate values for clothoid sharpness in transition curves [33, 34]. Indeed, clothoids are usually used in highway, railway and roller coasters design [35], among other applications. Recent works proved that including comfort and safety requirements in the path planning process can avoid tip-overs in forklifts carrying heavy loads at high speeds [27, 28].

Even though the benefits of planar clothoids have been proven, researchers have paid little attention to the use of such curves in the 3D space [36]. A few works proposed the use of clothoids in path planning for UAVs [37]. Others instead, approached a similar problem from the field of computer graphics [23]. Nevertheless, only one seems to match with the exact definition of a 3D clothoid [38]. But, the problem is that this approach is based on a Frenet-Serret frame and requires a numeric integration to be computed. Moreover, since they are generated from the linear equations of curvature and torsion, it is not possible to know a priori the increment in position and orientation with respect to the origin of the curve.

A new spatial clothoid-based 3D curve is proposed in this Note. The new curve is built with two clothoid-based three-dimensional curves (Cb3D) [24] and inherits many of their interesting properties, such as smoothness, scaling and symmetry, for path planning methods. The main contribution with respect to our previous work is the fact that, with the new curve definition, we can join line segments pointing towards arbitrary target directions. Thus, it can be used as a transition curve for many path planning methods for UAVs [39]. In addition to this, we show how to compute the parameters of the new curve, as well as analyze the conditions in which the monotonicity property holds. It is important to remark that constraints on the maximum sharpness of curvature and torsion are considered in this approach. In summary, Cb3D curves represent the tool on which our new proposal is based on, while this Note proposes the proper combination of two of them to actually build a transition curve with application to UAVs, resembling a 3D extension to Elementary paths [40] used in car-like vehicles.

The Note is organized as follows. Section $\square$ provides some preliminaries as well as states the problem to be solved. In Section $[I I]$ the proposed curve is defined, and it shows curve properties such as smoothness, scalability, and symmetry, among others. Section IV conducts an analysis of the target angles region where the curve increases monotonically in position and orientation. Section $V$ describes the proposed design methodology to obtain the shortest possible curve satisfying parameter constraints and shows a case study, a comparison with 3D pure clothoids and its application to fixed-wing UAVs in orientation heading and altitude change problem. At the end of the Note, we discuss the application and advantages of the proposed method in Section VI and draw some conclusions in Section VII

## II. Preliminaries

## A. Clothoid-Based Three-Dimensional Curve (Cb3D)

In [24] a new clothoid-based three-dimensional curve (Cb3D) is defined as a composition of two planar clothoids. The authors proposed that each clothoid is contained in a plane orthogonal to each other (clothoids are defined in planes $X Y$ and $X Z$ ). The clothoid contained in plane $X Y$ is indeed a clothoid whose length depends on the clothoid on plane $X Z$. In [24], this curve is used as a reference trajectory to control a fixed-wing UAV.

Let $\mathbf{C}_{1}(q, \mu):=[C(q, \mu) \mathcal{S}(q, \mu)]^{T} \in \mathbb{R}^{2}$ be a planar clothoid contained in plane $X Y$ with arc-length $q$, being $\mu$ the clothoid's curvature sharpness; and $\mathbf{C}_{2}(w, \rho):=[C(w, \rho) \mathcal{S}(w, \rho)]^{T} \in \mathbb{R}^{2}$ another planar clothoid contained in plane $X Z$ with arc-length $w$ and torsion sharpness $\rho$, both defined by Fresnel integrals $C(s, \sigma)=\int_{0}^{s} \cos \left(\frac{\sigma}{2} \xi^{2}\right) d \xi$ and $\mathcal{S}(s, \sigma)=\int_{0}^{s} \sin \left(\frac{\sigma}{2} \xi^{2}\right) d \xi$.

A Cb3D curve can be generated as a composition of both planar clothoids [24] as follows:

$$
\mathbf{C}(s, \mu, \rho):=\left[\begin{array}{lll}
\mathcal{C}(C(s, \rho), \mu) & \mathcal{S}(C(s, \rho), \mu) & -\mathcal{S}(s, \rho) \tag{1}
\end{array}\right]^{T}
$$

while its pitch $\theta(s, \rho)$ and yaw $\Psi(s, \mu, \rho)$ angles can be computed as

$$
\begin{equation*}
\theta(s, \rho)=\frac{\rho}{2} s^{2}, \quad \Psi(s, \mu, \rho)=\frac{\mu}{2} C^{2}(s, \rho) \tag{2}
\end{equation*}
$$

and its tangent vector is

$$
\mathbf{T}(s, \mu, \rho):=\left[\begin{array}{lll}
\cos (\Psi(s, \mu, \rho)) \cos (\theta(s, \rho)) & \sin (\Psi(s, \mu, \rho)) \cos (\theta(s, \rho)) & -\sin (\theta(s, \rho)) \tag{3}
\end{array}\right]^{T}
$$

Thus, given an arbitrary target tangent vector $\mathbf{T}^{*}$, defined by final angles $\theta^{*} \in[-\pi / 2, \pi / 2] \operatorname{rad}$ and $\Psi^{*} \in[-\pi, \pi]$ rad, and arc-length $s>0$, there is only one pair of parameters $\mu^{*}$ and $\rho^{*}$ that synthesize a Cb 3 D curve [24]:

$$
\begin{align*}
\rho^{*} & =\frac{2 \theta^{*}}{s^{2}}  \tag{4}\\
\mu^{*} & =\frac{2 \Psi^{*}}{C^{2}\left(s, \rho^{*}\right)} \tag{5}
\end{align*}
$$

## B. Problem Statement

The aim is to generate a path $\mathbf{E}(s, \mathbf{p})$, where $\mathbf{p}=\{\mu, \rho\}$ are curve specific parameters (curvature and torsion sharpness) and $s \in[0, S]$ is the curve length. Parameters $\mathbf{p}$ are assumed to be constrained, i.e.: $\mu \in\left[-\mu_{\max }, \mu_{\max }\right]$ and $\rho \in\left[-\rho_{\max }, \rho_{\max }\right]$. For a given initial configuration with null curvature and torsion, the path must point towards a given relative direction $\mathbf{T}^{*}$, that is, $\mathbf{T}^{*}=\frac{\mathbf{E}^{\prime}(S, \mathbf{p})}{\|\mathbf{E}(S, \mathbf{p})\|}$. Without loss of generality, it can be assumed that the UAV is centered
at the origin and its initial orientation is also zero (local and global coordinate frames are coincident), otherwise we can always apply a transformation to obtain a local target direction. We also assume that a low-level controller ensures that the UAV follows that path and thus, the design of such low-level controller is out of the scope of this Note.

## III. Elementary Clothoid-based 3D curve: Definition and Properties

In the planar case, the concept of Elementary Path was introduced by Fraichard and Scheuer [40], as a combination of two symmetrical 2D clothoids with the same sharpness and length. In this sense, the work presented in this Note extends this idea to 3D space, combining two Cb3D curves. An Elementary Clothoid-based 3D curve (ECb3D or Elementary for short) can be defined, for $s \in[-S, S]$ and $\tilde{s}>0$ as:

$$
\mathbf{E}(s, \tilde{s}, \mathbf{p}):=\left\{\begin{array}{cl}
\mathbf{C}(s, \mathbf{p}) & \text { if }|s| \leq \tilde{s}  \tag{6}\\
\tilde{\mathbf{C}}(s, \tilde{s}, \mathbf{p}) & \text { otherwise }
\end{array}\right.
$$

with $\tilde{s}$ the length of each Cb3D curve (referred here as primary and secondary curves), $S$ is the overall Elementary length and thus, by definition, $S:=2 \tilde{s}$, and Cb 3 D sharpness parameters are $\mathbf{p}=\{\mu, \rho\}$. The secondary Cb 3 D is indeed a rotated and translated Cb 3 D curve as follows:

$$
\begin{equation*}
\tilde{\mathbf{C}}(s, \tilde{s}, \mathbf{p})=\mathbf{R}_{\mathbf{T}(\tilde{s}, \mathbf{p})}(\pi)(\mathbf{C}(s-\operatorname{sign}(s) 2 \tilde{s}, \mathbf{p})+\operatorname{sign}(s) \mathbf{C}(\tilde{s}, \mathbf{p}))+\operatorname{sign}(s) \mathbf{C}(\tilde{s}, \mathbf{p}) \tag{7}
\end{equation*}
$$

being $\mathbf{R}_{\mathbf{T}(\tilde{s}, \mathbf{p})}(\pi)$ a rotation of $\pi$ around vector $\mathbf{T}(\tilde{s}, \mathbf{p})$, that is, based on Rodrigues formula [41] we have:

$$
\begin{equation*}
\mathbf{R}_{\mathbf{T}(\tilde{s}, \mathbf{p})}(\pi)=\cos \pi \mathbf{I}_{3 \times 3}+(1-\cos \pi) \mathbf{T}(\tilde{s}, \mathbf{p}) \mathbf{T}^{T}(\tilde{s}, \mathbf{p})+\sin (\pi)\left[\mathbf{T}(\tilde{s}, \mathbf{p})_{\times}\right]=2 \mathbf{T}(\tilde{s}, \mathbf{p}) \mathbf{T}^{T}(\tilde{s}, \mathbf{p})-\mathbf{I}_{3 \times 3}, \tag{8}
\end{equation*}
$$

being $\left[\mathbf{T}(\tilde{s}, \mathbf{p})_{\times}\right]$a skew-symmetric matrix.
Figure 1 shows a representative ECb3D curve with its 4 possible cases, i.e., combinations of positive and negative values of the clothoid parameters. The primary clothoid $\mathbf{C}(s, \mathbf{p})$, painted in solid line, is a Cb3D curve evaluated for $|s| \leq \tilde{s}$ and it can be computed for positive or negative $s$, while $\tilde{s}$ is the length of such primary clothoid. On the other hand, the secondary clothoid, $\tilde{\mathbf{C}}(s, \tilde{s}, \mathbf{p})$, painted in a dashed line, is another Cb 3 D curve properly rotated and translated to ensure position continuity as well as coincident tangent vectors for $s=\tilde{s}$, i.e. the curve has $G^{1}$ continuity by definition. Note that in Fig. 1 the colored frame axis at the origin have been depicted too for reference. By convenience, and abusing of notation, we will drop the last arguments of expressions if it is clear from the context, i.e.: $\mathbf{E}(s, \tilde{s}, \mathbf{p})$ might be expressed as $\mathbf{E}(s, \tilde{s})$ or even $\mathbf{E}(S)$ for the particular case when $s=S=2 \tilde{s}$. Similarly, $\mathbf{C}(s, \mathbf{p})$ can be expressed as $\mathbf{C}(s)$.

Lemma III. 1 (Smoothness) An Elementary clothoid-based $3 D$ curve is $C^{\infty}$ smooth with $\mu \neq 0$ or $\rho \neq 0$ for


Fig. 1 Elementary Clothoid-based 3D curves, all 4 possible cases based on clothoid parameters, with Primary clothoids in solid lines and secondary clothoids in dashed lines.
$s \in[-2 \tilde{s}, 2 \tilde{s}]$ and $\tilde{s}>0$. Indeed, the $n$-th derivative can be computed as a piece-wise function as follows:

$$
\mathbf{E}^{(n)}(s, \tilde{s}, \mathbf{p}):=\left\{\begin{array}{cl}
\mathbf{C}^{(n)}(s, \mathbf{p}) & \text { if }|s| \leq \tilde{s}  \tag{9}\\
\mathbf{R}_{\mathbf{T}(\tilde{s}, \mathbf{p})}(\pi) \mathbf{C}^{(n)}(s-2 \tilde{s}, \mathbf{p}) & \text { otherwise }
\end{array}\right.
$$

where $\mathbf{C}^{(n)}(s, \mathbf{p})$ is a vector with trigonometric expressions:

$$
\mathbf{C}^{(n)}(s, \mathbf{p})=\left[\begin{array}{c}
\tilde{d}_{1, n} \cos \Psi(s) \cos \theta(s)+\tilde{d}_{2, n} \sin \Psi(s) \cos \theta(s)+\tilde{d}_{3, n} \cos \Psi(s) \sin \theta(s)+\tilde{d}_{4, n} \sin \Psi(s) \sin \theta(s)  \tag{10}\\
\bar{d}_{1, n} \cos \Psi(s) \cos \theta(s)+\bar{d}_{2, n} \sin \Psi(s) \cos \theta(s)+\bar{d}_{3, n} \cos \Psi(s) \sin \theta(s)+\bar{d}_{4, n} \sin \Psi(s) \sin \theta(s) \\
\hat{d}_{1, n} \sin \theta(s)+\hat{d}_{2, n} \cos \theta(s)
\end{array}\right],
$$

for some polynomials $\tilde{d}_{1, n}, \tilde{d}_{2, n}, \tilde{d}_{3, n}, \tilde{d}_{4, n}, \bar{d}_{1, n}, \bar{d}_{2, n}, \bar{d}_{3, n}, \bar{d}_{4, n}, \hat{d}_{1, n}$ and $\hat{d}_{2, n}$; and pitch and yaw angles are given by Eq. (2), where parameters $\mu$ and $\rho$ are omitted to simplify notation.

Proof The proof is made for $s>0$, but equivalent proof can be made for $s<0$. A $C^{\infty}$ function is differentiable for all degrees of differentiation; that is, its position vector can be derived $\infty$ times. Since an Elementary curve is a piece-wise function, its derivatives can be computed for $s<\tilde{s}$ and $s>\tilde{s}$ and recalling the smoothness property of a Cb3D curve in [24], we can clearly see that $\mathbf{E}^{(n)}(s, \tilde{s})=\mathbf{C}^{(n)}(s)$ is $C^{\infty}$ for $s<\tilde{s}$ and also is $C^{\infty}$ for $s>\tilde{s}$ due to $\mathbf{E}^{(n)}(s, \tilde{s})=\tilde{\mathbf{C}}^{(n)}(s, \tilde{s})$, where $\tilde{\mathbf{C}}^{(n)}(s, \tilde{s})=\mathbf{R}_{\mathbf{T}(\tilde{s})}(\pi) \mathbf{C}^{(n)}(s-2 \tilde{s})$ is a transformed Cb 3 D curve and thus the same property holds.

So, to complete the proof we need to check that the following limits exist:

$$
\begin{equation*}
\lim _{s \rightarrow \tilde{s}^{-}} \mathbf{E}^{(n)}(s, \tilde{s})=\lim _{s \rightarrow \tilde{s}^{+}} \mathbf{E}^{(n)}(s, \tilde{s}) \tag{11}
\end{equation*}
$$

In this sense, we can see that $\lim _{s \rightarrow \tilde{s}^{-}} \mathbf{E}^{(n)}(s, \tilde{s})=\mathbf{C}^{(n)}(\tilde{s}, \tilde{s})$ and on the other hand:

$$
\begin{equation*}
\lim _{s \rightarrow \tilde{s}^{+}} \mathbf{E}^{(n)}(s, \tilde{s})=\lim _{s \rightarrow \tilde{s}^{+}} \frac{\tilde{\mathbf{C}}^{(n-1)}(s, \tilde{s})-\tilde{\mathbf{C}}^{(n-1)}(\tilde{s}, \tilde{s})}{s}=\mathbf{C}^{(n)}(\tilde{s}), \tag{12}
\end{equation*}
$$

because $\lim _{s \rightarrow \tilde{s}^{+}} \frac{\tilde{\mathbf{C}}^{(n-1)}(s, \tilde{s})-\tilde{\mathbf{C}}^{(n-1)}(\tilde{s}, \tilde{s})}{s}=\mathbf{R}_{\mathbf{T}} \lim _{s \rightarrow \tilde{s}^{+}} \frac{\mathbf{C}^{(n-1)}(s-2 \tilde{s})-\mathbf{C}^{(n-1)}(\tilde{s}-2 \tilde{s})}{s}=\mathbf{R}_{\mathbf{T}} \mathbf{C}^{(n)}(-\tilde{s})$. Noting that $\theta(-\tilde{s})=$ $\theta(\tilde{s}), \Psi(-\tilde{s})=\Psi(\tilde{s})$ and $\theta^{(n)}(-\tilde{s})=-\theta^{(n)}(\tilde{s}), \Psi^{(n)}(-\tilde{s})=-\Psi^{(n)}(\tilde{s})$ for $n=1,3, \ldots$, while $\theta^{(n)}(-\tilde{s})=\theta^{(n)}(\tilde{s})$, $\Psi^{(n)}(-\tilde{s})=\Psi^{(n)}(\tilde{s})$ for $n=2,4, \ldots$; and the fact that coefficients in Eq. 10 depend on polynomials of such derivatives of order $n-1$ that are affected in such a way that also $\tilde{d}_{1, n}(-\tilde{s})=-\tilde{d}_{1, n}(\tilde{s}), \tilde{d}_{2, n}(-\tilde{s})=-\tilde{d}_{2, n}(\tilde{s})$, etc... for $n=1,3, \ldots$ and $\tilde{d}_{1, n}(-\tilde{s})=\tilde{d}_{1, n}(\tilde{s}), \tilde{d}_{2, n}(-\tilde{s})=\tilde{d}_{2, n}(\tilde{s})$, etc $\ldots$ for $n=2,4, \ldots$ As a consequence, we can express $\mathbf{C}^{(n)}(-\tilde{s})=(-1)^{n-1} \mathbf{C}^{(n)}(\tilde{s})$ and therefore, $\mathbf{R}_{\mathbf{T}} \mathbf{C}^{(n)}(-\tilde{s})=(-1)^{n-1} \mathbf{R}_{\mathbf{T}} \mathbf{C}^{(n)}(\tilde{s})=\mathbf{C}^{(n)}(\tilde{s})$, because $\mathbf{C}^{(n)}(\tilde{s}) \| \mathbf{T}(\tilde{s})$ for $n=1,3, \ldots$ and $\mathbf{C}^{(n)}(\tilde{s}) \perp \mathbf{T}(\tilde{s})$ for $n=2,4, \ldots$ and thus $\mathbf{R}_{\mathbf{T}}$ does not affect to cases $n=1,3, \ldots$ and changes the sign of $\mathbf{C}^{(n)}(\tilde{s})$ for $n=2,4, \ldots$, additional details have been omitted for brevity.

Thus, Lemma III.1 states that the proposed curve is smooth, that is, their derivatives are differentiable. This is a desirable property in many path planning methods to ensure that control actions are also smooth [20]. In [24], the authors show that some kinematic-based and dynamic-based metrics such as linear and angular velocities, linear and angular accelerations, jerks, etc. are improved using this type of curves.

Lemma III. 2 (Symmetry and Scalability) An Elementary clothoid-based 3D curve is a symmetric and a scalable curve with scaling factor $\lambda>0$ as follows:

$$
\begin{align*}
\mathbf{E}(s, \tilde{s}, \mathbf{p}) & =-\mathbf{E}(-s, \tilde{s}, \mathbf{p})  \tag{13}\\
\lambda \mathbf{E}(s, \tilde{s}, \mathbf{p}) & =\mathbf{E}\left(\lambda s, \lambda \tilde{s}, \lambda^{-2} \mathbf{p}\right) \tag{14}
\end{align*}
$$

Proof Let's recall the symmetry property of a Cb3D curve [24], that is $\mathbf{C}(s, \mathbf{p})=-\mathbf{C}(-s, \mathbf{p})$, we have:

$$
-\mathbf{E}(-s, \tilde{s}, \mathbf{p})=\left\{\begin{array}{cc}
-\mathbf{C}(-s, \mathbf{p}) & \text { if }|s| \leq \tilde{s}  \tag{15}\\
-\tilde{\mathbf{C}}(-s, \tilde{s}, \mathbf{p}) & \text { otherwise }
\end{array}=\left\{\begin{array}{cc}
\mathbf{C}(s, \mathbf{p}) & \text { if }|s| \leq \tilde{s} \\
\tilde{\mathbf{C}}(s, \tilde{s}, \mathbf{p}) & \text { otherwise }
\end{array}=\mathbf{E}(s, \tilde{s}, \mathbf{p})\right.\right.
$$

Now, recalling the scalability property of a Cb3D curve in [24], a Cb3D curve is scalable as follows $\lambda \mathbf{C}(s, \mathbf{p})=$ $\mathbf{C}\left(\lambda s, \lambda^{-2} \mathbf{p}\right)$. Thus,

$$
\lambda \mathbf{E}(s, \tilde{s}, \mathbf{p})=\left\{\begin{array}{cc}
\lambda \mathbf{C}(s, \mathbf{p}) & \text { if }|s| \leq \lambda \tilde{s}  \tag{16}\\
\lambda \tilde{\mathbf{C}}(s, \lambda \tilde{s}, \mathbf{p}) & \text { otherwise }
\end{array}=\left\{\begin{array}{cc}
\mathbf{C}\left(\lambda s, \lambda^{-2} \mathbf{p}\right) & \text { if }|s| \leq \lambda \tilde{s} \\
\tilde{\mathbf{C}}\left(\lambda s, \lambda \tilde{s}, \lambda^{-2} \mathbf{p}\right) & \text { otherwise }
\end{array}=\mathbf{E}\left(\lambda s, \lambda \tilde{s}, \lambda^{-2} \mathbf{p}\right)\right.\right.
$$

The scalability property of Lemma III. 2 allows us to design a curve for the unitary case $\tilde{s}=1$ and then scale it, if necessary, by multiplying with the factor $\lambda$ (to extend its length, which implies that curve parameters are indeed multiplied with a factor $\mu \leftarrow \lambda^{-2} \mu$ and $\rho \leftarrow \lambda^{-2} \rho$ ). As a consequence, the unitary curve can be approximated with a look-up table (LUT) up to a desired accuracy and evaluated in a zero-cost time. On the other hand, the symmetry property of Lemma III. 2 allows us to implement only the half of the LUT, to save some memory resources.

Lemma III. 3 (Tangent vector) Tangent vector $\mathbf{T}_{E}(s, \tilde{s}, \mathbf{p})$ can be computed as follows:

$$
\mathbf{T}_{E}(s, \tilde{s}, \mathbf{p}):=\left\{\begin{array}{cc}
\mathbf{T}(s, \mathbf{p}) & \text { if }|s| \leq \tilde{s}  \tag{17}\\
\underbrace{\mathbf{R}_{\mathbf{T}(\tilde{s}, \mathbf{p})}(\pi) \mathbf{T}(s-2 \tilde{s}, \mathbf{p})}_{\tilde{\mathbf{T}}(s, \tilde{s}, \mathbf{p})} & \text { otherwise }
\end{array}\right.
$$

In particular, the tangent vector evaluated at the end of the curve, that is $\mathbf{T}_{E}( \pm S, \rho, \mu)$ with $S=2 \tilde{s}$, can be computed as:

$$
\mathbf{T}_{E}( \pm S, \rho, \mu)=\left[\begin{array}{c}
2 \cos ^{2}(\theta(\tilde{s}, \rho)) \cos ^{2}(\Psi(\tilde{s}, \rho, \mu))-1  \tag{18}\\
\cos ^{2}(\theta(\tilde{s}, \rho)) \sin (2 \Psi(\tilde{s}, \rho, \mu)) \\
-\sin (2 \theta(\tilde{s}, \rho)) \cos (\Psi(\tilde{s}, \rho, \mu))
\end{array}\right]=\left[\begin{array}{c}
2 \cos ^{2}\left(\frac{\rho \tilde{s}^{2}}{2}\right) \cos ^{2}\left(\frac{\mu}{2} C^{2}(\tilde{s}, \rho)\right)-1 \\
\cos ^{2}\left(\frac{\rho \tilde{s}^{2}}{2}\right) \sin \left(\mu C^{2}(\tilde{s}, \rho)\right) \\
-\sin \left(\rho \tilde{s}^{2}\right) \cos \left(\frac{\mu}{2} C^{2}(\tilde{s}, \rho)\right)
\end{array}\right]
$$

Proof Tangent vector can be obtained from the vector corresponding to the first derivative of Eq. (9). It's unitary expression is simply computed as $\mathbf{T}(s, \mathbf{p})=\frac{\mathbf{C}^{\prime}(s, \mathbf{p})}{\left\|\mathbf{C}^{\prime}(s, \mathbf{p})\right\|}$ for $|s| \leq \tilde{s}$ and for $|s|>\tilde{s}$ the tangent vector is computed as $\tilde{\mathbf{T}}(s, \tilde{s}, \mathbf{p}):=\frac{\tilde{\mathbf{C}}^{\prime}(s, \tilde{s}, \mathbf{p})}{\left\|\tilde{\mathbf{C}}^{\prime}(s, \tilde{s}, \mathbf{p})\right\|}=\frac{\mathbf{R}_{\mathbf{T}(\tilde{s}, \mathbf{p})}(\pi) \mathbf{C}^{\prime}(s-2 \tilde{s}, \mathbf{p})}{\left\|\mathbf{R}_{\mathbf{T}(\tilde{s}, \mathbf{p})}(\pi) \mathbf{C}^{\prime}(s-2 \tilde{s}, \mathbf{p})\right\|}=\mathbf{R}_{\mathbf{T}(\tilde{s}, \mathbf{p})}(\pi) \frac{\mathbf{C}^{\prime}(s-2 \tilde{s}, \mathbf{p})}{\left\|\mathbf{C}^{\prime}(s-2 \tilde{s}, \mathbf{p})\right\|}=\mathbf{R}_{\mathbf{T}(\tilde{s}, \mathbf{p})}(\pi) \mathbf{T}(s-2 \tilde{s}, \mathbf{p})$.

On the other hand, Eq. 77 is indeed a transformed Cb 3 D curve, where the term $\mathbf{C}(s-\operatorname{sign}(s) 2 \tilde{s}, \mathbf{p})$ is the piece of the original curve. It can clearly be seen that for $s= \pm 2 \tilde{s}$ the tangent vector is indeed coincident with $X$-axis $\mathbf{T}(0)=\mathbf{X}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$. Thus, the rotation of $\mathbf{X}$ around $\mathbf{T}(\tilde{s})=\left[T_{x}(\tilde{s}) T_{y}(\tilde{s}) T_{z}(\tilde{s})\right]^{T}$ is the vector:

$$
\mathbf{T}_{E}( \pm 2 \tilde{s})=\mathbf{R}_{\mathbf{T}(\tilde{s})}(\pi) \mathbf{X}=\left[\begin{array}{lll}
2 T_{x}^{2}(\tilde{s})-1 & 2 T_{x}(\tilde{s}) T_{y}(\tilde{s}) & 2 T_{x}(\tilde{s}) T_{z}(\tilde{s}) \tag{19}
\end{array}\right]^{T}
$$

Therefore, replacing the elements of the tangent vector in Eq. (3) gives:

$$
\mathbf{T}_{E}( \pm S, \rho, \mu)=\left[\begin{array}{lll}
2 \cos ^{2}(\theta(\tilde{s})) \cos ^{2}(\Psi(\tilde{s}))-1 & \cos ^{2}(\theta(\tilde{s})) \sin (2 \Psi(\tilde{s})) & -\sin (2 \theta(\tilde{s})) \cos (\Psi(\tilde{s})) \tag{20}
\end{array}\right]^{T}
$$

After some trivial trigonometric manipulations and substituting pitch $\theta(\tilde{s})$ and yaw $\Psi(\tilde{s})$ angles at the intermediate
point, given by Eq. (2), we get to Eq. 18).

Lemma III.3 allows to compute the pointing direction of the curve. Particularly, Eq. 18p provides the direction that an UAV following that curve will point given a set of parameters $\tilde{\boldsymbol{s}}, \rho$ and $\mu$. Indeed, this is a supporting lemma for the next two lemmas, as well as for the design of the curve parameters.

Lemma III. 4 (Pitch and yaw angles) Pitch $\Psi_{E}(s, \tilde{s}, \mathbf{p})$ and yaw $\theta_{E}(s, \tilde{s}, \mathbf{p})$ can be computed as follows:

$$
\theta_{E}(s, \tilde{s}, \mathbf{p}):=\left\{\begin{array}{cc}
\theta(s, \mathbf{p}) & \text { if }|s| \leq \tilde{s}  \tag{21}\\
-\arcsin \tilde{T}_{z} & \text { otherwise }
\end{array}, \quad \Psi_{E}(s, \tilde{s}, \mathbf{p}):=\left\{\begin{aligned}
\Psi(s, \mathbf{p}) & \text { if }|s| \leq \tilde{s} \\
\arctan \frac{\tilde{T}_{y}}{\tilde{T}_{x}} & \text { otherwise }
\end{aligned}\right.\right.
$$

where $\tilde{T}_{x}, \tilde{T}_{y}$ and $\tilde{T}_{z}$ are the elements of the tangent vector $\tilde{\mathbf{T}}(s, \tilde{\mathbf{p}})$ in Lemma III. 3
In particular, for intermediate angles $\theta(\tilde{s}) \in\left[-\frac{\pi}{4}, 0\right]$ and $\Psi(\tilde{s}) \in\left[0, \frac{\pi}{4}\right]$, yaw and pitch angles at the end of an ECb3D are:

$$
\begin{gather*}
\theta(\tilde{s}) \geq \theta_{E}(2 \tilde{s}):=\arcsin (\cos \Psi(\tilde{s}) \sin (2 \theta(\tilde{s}))) \in\left[-\frac{\pi}{2}, 0\right]  \tag{22}\\
\Psi(\tilde{s}) \leq \Psi_{E}(2 \tilde{s}):=\arctan \left(\frac{\cos ^{2}(\theta(\tilde{s})) \sin (2 \Psi(\tilde{s}))}{\left.2 \cos ^{2}(\theta(\tilde{s})) \cos ^{2}(\Psi(\tilde{s}))-1\right)}\right) \in\left[0, \frac{3 \pi}{4}\right] \tag{23}
\end{gather*}
$$

Also, the inverse relation can be obtained. Given pitch $\theta_{E}(2 \tilde{s}) \in\left[-\frac{\pi}{2}, 0\right]$ and yaw $\Psi_{E}(2 \tilde{s}) \in\left[0, \frac{\pi}{2}\right]$ angles of an Elementary Clothoid-based $3 D$ curve, the angles, that is $\theta(\tilde{s})$ and $\Psi(\tilde{s})$, of the primary Cb3D curve are:

$$
\begin{align*}
& \theta_{E}(2 \tilde{s}) \leq \theta(\tilde{s}):=\arctan \left(\frac{\sin \left(\theta_{E}(2 \tilde{s})\right)}{\sqrt{\cos ^{2}\left(\theta_{E}(2 \tilde{s})\right)+2 \cos \left(\theta_{E}(2 \tilde{s})\right) \cos \left(\Psi_{E}(2 \tilde{s})+1\right.}}\right) \in\left[-\frac{\pi}{4}, 0\right]  \tag{24}\\
& \Psi_{E}(2 \tilde{s}) \geq \Psi(\tilde{s}):=\arctan \left(\frac{\cos \left(\theta_{E}(2 \tilde{s})\right) \sin \left(\Psi_{E}(2 \tilde{s})\right)}{\cos \left(\Psi_{E}(2 \tilde{s})\right) \cos \left(\theta_{E}(2 \tilde{s})\right)+1}\right) \in\left[0, \frac{\pi}{4}\right] \tag{25}
\end{align*}
$$

Proof The orientation in $\mathcal{S}^{3}$ defined by the TNB basis of any space curve in $\mathbb{R}^{3}$ can be defined by Euler angles $\operatorname{roll} \phi_{E}(s, \tilde{s})$, pitch $\theta_{E}(s, \tilde{s})$, yaw $\Psi_{E}(s, \tilde{s})$, expressed as $\mathbf{R}_{E}(s, \tilde{s})=\mathbf{R}_{z}\left(\Psi_{E}(s, \tilde{s})\right) \mathbf{R}_{y}\left(\theta_{E}(s, \tilde{s})\right) \mathbf{R}_{x}\left(\phi_{E}(s, \tilde{s})\right)$. The corresponding $X$-axis of the local frame (first column of $\mathbf{R}_{E}(s, \tilde{s})$ ) is indeed the tangent vector, which depends on $\theta_{E}(s, \tilde{s})$ and $\Psi_{E}(s, \tilde{s})$ (similar to Eq. (3)):

$$
\begin{equation*}
\mathbf{T}_{E}\left(\theta_{E}(s, \tilde{s}), \Psi_{E}(s, \tilde{s})\right):=\left[\cos \left(\Psi_{E}(s, \tilde{s})\right) \cos \left(\theta_{E}(s, \tilde{s})\right) \quad \sin \left(\Psi_{E}(s, \tilde{s})\right) \cos \left(\theta_{E}(s, \tilde{s})\right) \quad-\sin \left(\theta_{E}(s, \tilde{s})\right)\right]^{T} \tag{26}
\end{equation*}
$$

Thus, combining Eqs. (17) and (26), we get to Eq. 21.
Now, from Eq. (18) we can get the angles for $s=2 \tilde{s}$, so comparing Eqs. (18) and (26), and after some trivial manipulations, we get Eqs. (22) and (23). It is worth noting that, for $\theta(\tilde{s}) \in\left[-\frac{\pi}{4}, 0\right]$ and $\Psi(\tilde{s}) \in\left[0, \frac{\pi}{4}\right]$, Eqs. (22) and


Fig. 2 (a)-(b) Pitch and yaw angles of an ECb3D curve (in blue) and (c)-(d) its inverse relations for a Cb3D curve (in red).
(23) provide values within ranges $\theta_{E}(2 \tilde{s}) \in\left[-\frac{\pi}{2}, 0\right]$ and $\Psi_{E}(2 \tilde{s}) \in\left[0, \frac{3 \pi}{4}\right]$, because $\sin \left(\theta_{E}(2 \tilde{s})\right) \in[-1,0]$ (the minimum is given for $\theta(\tilde{s})=-\frac{\pi}{4}$ and $\Psi(\tilde{s})=0$ ). On the other hand, the maximum for $\tan \left(\Psi_{E}(2 \tilde{s})\right)$ is produced when $\theta(\tilde{s})=-\frac{\pi}{4}$ and $\Psi(\tilde{s})=\frac{\pi}{4}$, being $\Psi_{E}(2 \tilde{s})=\frac{3 \pi}{4}$ for those values, see Fig. 2, in its (a) and (b) plots. Also note that $\theta(\tilde{s}) \geq \theta_{E}(2 \tilde{s})$ and $\Psi(\tilde{s}) \leq \Psi_{E}(2 \tilde{s})$. A similar prove could be done for $s=-2 \tilde{s}$, since the curve is symmetric (Lemma III.2).

On the other hand, from Eq. 20) we can get primary Cb 3 D angles for a given target tangent vector $\mathbf{T}_{E}(2 \tilde{s})=$ $\left[T_{E, x} T_{E, y} T_{E, z}\right]^{T}$ as follows:

$$
\begin{align*}
& \Psi(\tilde{s})=\arctan \left(\frac{T_{E, y}}{T_{E, x}+1}\right)  \tag{27}\\
& \theta(\tilde{s})=\arctan \left(\frac{-T_{E, z}}{T_{E, y}} \sin \Psi(\tilde{s})\right)=\arctan \left(\frac{-T_{E, z}}{\sqrt{\left(T_{E, x}\right)^{2}+\left(T_{E, y}\right)^{2}+2 T_{E, x}+1}}\right) \tag{28}
\end{align*}
$$

Now, using Eq. (26) and after some basic trigonometric manipulations, we can get to Eqs. (24) and (25). Figure 2 . in its (c) and (d) plots, shows that pitch and yaw angles of the primary Cb3D are within the indicated ranges in Eqs. 24) and (25), and also that $\theta_{E}(2 \tilde{s}) \leq \theta(\tilde{s})$ and $\Psi_{E}(2 \tilde{s}) \geq \Psi(\tilde{s})$.

Lemma III.4 states that for the given range of $\theta(\tilde{s}) \in\left[-\frac{\pi}{4}, 0\right]$ and $\Psi(\tilde{s}) \in\left[0, \frac{\pi}{4}\right]$ the value of final pitch angle of the Elementary curve is always smaller (also the opposite relation occurs, given $\theta_{E}(2 \tilde{s}) \in\left[-\frac{\pi}{2}, 0\right]$ and $\Psi_{E}(2 \tilde{s}) \in\left[0, \frac{3 \pi}{4}\right]$ the intermediate pitch angle is always greater). A similar reasoning can be applied to the yaw angle.

## IV. Analysis of ECb3D Monotony

The aim of this section is to analyse the regions of space where an ECb3D curve is monotonic in position and/or orientation (pitch and yaw angles). First, we study the necessary conditions such that the curve is monotonic in position.Afterwards, we focus on the orientation problem, which is more difficult to prove. Without loss of generality the study is made for the case where target angles $\theta_{E}^{*} \in\left[-\frac{\pi}{2}, 0\right]$ and $\Psi_{E}^{*} \in\left[0, \frac{\pi}{2}\right]$, that is the red curve in Fig. 1 . but a similar proof can be made for the other cases.


Fig. 3 Elements of $\mathbf{T}_{E}(s, \tilde{s}, \mathbf{p})\left(T_{x, E}(s)\right.$ in red, $T_{y, E}(s)$ in green and $T_{z, E}(s)$ in blue) over a parametric sweep of $\rho \in\left[-\frac{\pi}{2}, 0\right]$ and $\mu \in\left[0, \frac{\pi}{2}\right]$ with $\tilde{s}=1$.

Lemma IV. 1 (Monotonically increasing in position) An Elementary Clothoid-based 3D curve monotonically increases its position over $s$ if $\theta_{E}(s, \tilde{s}, \mathbf{p}) \in\left[-\frac{\pi}{2}, 0\right]$ and $\Psi_{E}(s, \tilde{s}, \mathbf{p}) \in\left[0, \frac{\pi}{2}\right]$.

Proof The position vector of $\mathbf{E}(s, \tilde{s}, \mathbf{p})$ is monotonically increasing iff the elements of the tangent vector, as stated in Eq. 26) of Lemma III.3, are positive:

$$
\mathbf{T}_{E}(s, \tilde{s}, \mathbf{p})=\left\{\begin{array}{c}
\cos \left(\Psi_{E}(s, \tilde{s}, \mathbf{p})\right) \cos \left(\theta_{E}(s, \tilde{s}, \mathbf{p})\right) \geq 0  \tag{29}\\
\sin \left(\Psi_{E}(s, \tilde{s}, \mathbf{p})\right) \cos \left(\theta_{E}(s, \tilde{s}, \mathbf{p})\right) \geq 0 \\
-\sin \left(\theta_{E}(s, \tilde{s}, \mathbf{p})\right) \geq 0
\end{array}\right.
$$

We can clearly see that all elements of the tangent vector are always zero or greater than 0 for the given ranges $\theta_{E}(s, \tilde{s}, \mathbf{p}) \in\left[-\frac{\pi}{2}, 0\right]$ and $\Psi_{E}(s, \tilde{s}, \mathbf{p}) \in\left[0, \frac{\pi}{2}\right]$.

Lemma IV. 1 provides necessary conditions to ensure that the position increases monotonically. However, given arbitrary clothoid parameters $\rho$ and $\mu$, angles in Eq. 21) might outside the bounds indicated in Lemma III.4 for some $s$. This is shown in Fig. 33, where the elements of Eq. (17) have been obtained over $s$ and a parametric sweep of $\rho \in\left[-\frac{\pi}{2}, 0\right]$ and $\mu \in\left[0, \frac{\pi}{2}\right]$ with $\tilde{s}=1$. It can be seen that the $X$ coordinate of the tangent vector can take negative values for some combinations of $s, \rho$ and $\mu$, while $Y$ and $Z$ coordinates are always positive. This implies that $\Psi_{E}$ in Eq. (21) can take values greater than $\frac{\pi}{2}$ and thus the curve is not monotonic in $X$ for those cases.


Fig. 4 Analysis of the monotonicity of $\mathbf{X}$.

Indeed, if we plot the minimum of the $X$ element of the tangent vector (as shown in Fig. 4(a), we can see that the following constraint (depicted in black in the figure) includes all the cases where the curve is monotonic in $X$ :

$$
\begin{equation*}
\sqrt{\left(\frac{\rho^{*} \tilde{s}^{2}}{\pi / 2}\right)^{2}+\left(\frac{\mu^{*} \tilde{s}^{2}}{\pi / 2}\right)^{2}-\phi\left|\frac{\rho^{*} \tilde{s}^{2}}{\pi / 2}\right|\left|\frac{\mu^{*} \tilde{s}^{2}}{\pi / 2}\right|}<1 \tag{30}
\end{equation*}
$$

being $\phi=0.15$ a parameter that has been experimentally adjusted by trial and error until all represented cases provide positive values for all elements of the tangent vector. Constraint in Eq. 30) can be expressed in terms of intermediate angles using Eqs. (4) and (5) independently of the value of $\tilde{s}$ :

$$
\begin{equation*}
\sqrt{\left(\frac{2 \theta^{*}}{\pi / 2}\right)^{2}+\left(\frac{2 \Psi^{*}}{C^{2}\left(1,2 \theta^{*}\right) \pi / 2}\right)^{2}-\phi\left|\frac{2 \theta^{*}}{\pi / 2}\right|\left|\frac{2 \Psi^{*}}{C^{2}\left(1,2 \theta^{*}\right) \pi / 2}\right|}<1 \tag{31}
\end{equation*}
$$

Figure 4(b) represents the region of the target configuration space where the solution obtained increases monotonically in position (blue region), which basically covers the whole configuration space. This region has been obtained by replacing Eqs. (24) and (25) in Eq. (31). Based on this result, in a conservative option, we could bound Eq. (31) with $\Psi_{E}^{*}<1.51 \mathrm{rad}$ (depicted as a black line in the figure) to ensure monotonicity.

Lemma IV. 2 (Monotonically increasing in yaw) An Elementary clothoid-based 3D curve monotonically increases its yaw angle over $s$ if the final pitch and yaw angles are within the ranges $\theta_{E}(2 \tilde{s}) \in\left[-\frac{\pi}{2}, 0\right]$ and $\Psi_{E}(2 \tilde{s}) \in\left[0, \frac{\pi}{2}\right]$.

Proof Yaw angle monotonically increases iff its derivative is positive, thus, recalling that $\Psi^{\prime}(s) \geq 0$ for $|s| \leq \tilde{s}$ as demonstrated in [24], we need to check that the secondary Cb3D yaw angle also increases monotonically (Eq. 21) from Lemma III.4. Its derivative, for $|s|>\tilde{s}$, is computed as:

$$
\begin{equation*}
\tilde{\Psi}_{E}^{\prime}(s, \tilde{s})=\frac{\tilde{T}_{y}^{\prime}(s, \tilde{s}) \tilde{T}_{x}(s, \tilde{s})-\tilde{T}_{x}^{\prime}(s, \tilde{s}) \tilde{T}_{y}(s, \tilde{s})}{\tilde{T}_{x}^{2}(s, \tilde{s})+\tilde{T}_{y}^{2}(s, \tilde{s})}, \tag{32}
\end{equation*}
$$

So if $\chi(s, \tilde{s}):=\tilde{T}_{y}^{\prime}(s, \tilde{s}) \tilde{T}_{x}(s, \tilde{s})-\tilde{T}_{x}^{\prime}(s, \tilde{s}) \tilde{T}_{y}(s, \tilde{s}) \geq 0$, implies that $\tilde{\Psi}_{E}^{\prime}(s, \tilde{s}) \geq 0$, which is true for the given ranges:

$$
\begin{align*}
& \chi(s, \tilde{s})=\left(\sin (2 \theta(\tilde{s})) \sin \left(\Psi\left(s-2 \tilde{s}^{\prime}\right)-\Psi(\tilde{s})\right) \theta^{\prime}(s-2 \tilde{s})-\cos (2 \theta(\tilde{s})) \cos ^{2}(\theta(s-2 \tilde{s})) \Psi^{\prime}(s-2 \tilde{s})-\right. \\
&\left.-\frac{1}{2} \sin (2 \theta(\tilde{s})) \sin (2 \theta(s-2 \tilde{s})) \cos \left(\Psi\left(s-2 \tilde{s}^{\prime}\right)-\Psi(\tilde{s})\right) \Psi^{\prime}(s-2 \tilde{s})\right) \geq 0, \tag{33}
\end{align*}
$$

since $\theta(\tilde{s}) \geq \theta_{E}(2 \tilde{s}), \Psi(\tilde{s}) \leq \Psi(2 \tilde{s})$ and the fact that $\sin (2 \theta(\tilde{s})) \leq 0, \cos (2 \theta(\tilde{s})) \geq 0, \sin (\Psi(s-2 \tilde{s})-\Psi(\tilde{s})) \leq 0$, $\theta^{\prime}(s-2 \tilde{s}) \geq 0, \Psi^{\prime}(s-2 \tilde{s}) \leq 0, \sin (2 \theta(s-2 \tilde{s})) \leq 0, \cos (\Psi(s-2 \tilde{s})-\Psi(\tilde{s})) \geq 0$.

LemmaIV.2 provides necessary conditions to obtain solutions where the rotation given by the yaw angles increases monotonically. However, we cannot guarantee that pitch angle decreases monotonically for the specified ranges. Indeed, there are cases, depending on $\rho$ and $\mu$, where the derivative of the angle for the secondary Cb 3 D takes positive values. This can be seen from the derivative of Eq. 22,:

$$
\begin{equation*}
\tilde{\theta}_{E}^{\prime}(s, \tilde{s})=-\frac{\tilde{T}_{z}^{\prime}(s, \tilde{s})}{\sqrt{1-\tilde{T}_{z}^{2}}}, \quad \tilde{T}_{z}^{\prime}(s, \tilde{s})=\binom{\binom{\sin (\theta(s-2 \tilde{s})) \sin (2 \theta(\tilde{s})) \cos (\Psi(s-2 \tilde{s})-\Psi(\tilde{s}))-}{-\cos (\theta(s-2 \tilde{s}))\left(2 \sin ^{2}(\theta(\tilde{s}))-1\right)} \theta^{\prime}(s-2 \tilde{s})+}{+(\sin (\Psi(s-2 \tilde{s})-\Psi(\tilde{s})) \sin (2 \theta(\tilde{s})) \cos (\theta(s-2 \tilde{s}))) \Psi^{\prime}(s-2 \tilde{s})} \geq 0, \tag{34}
\end{equation*}
$$

where the terms multiplying $\theta^{\prime}(s-2 \tilde{s})$ and $\Psi^{\prime}(s-2 \tilde{s})$ are both positive, however $\theta^{\prime}(s-2 \tilde{s}) \geq 0$ and $\Psi^{\prime}(s-2 \tilde{s}) \leq 0$. As a consequence, there is no guarantee that $\tilde{T}_{z}^{\prime}(s, \tilde{s})$ is positive for all $s$. Indeed, by definition, $\tilde{T}_{z}^{\prime}(\tilde{s}, \tilde{s}) \geq 0$ because the primary Cb 3 D increases monotonically for those ranges, and $\tilde{T}_{z}^{\prime}(2 \tilde{s}, \tilde{s})=0$ since the ECb3D path's curvature and torsion are both zero when $s=2 \tilde{s}$. Therefore, depending on $\rho$ and $\mu$ the derivative could take positive values.

This aspect is shown in Fig. 5], where a study has been conducted to represent the derivatives over $s$ of yaw and pitch angles, $\tilde{\Psi}_{E}^{\prime}(s, \tilde{s})$ and $\tilde{\theta}_{E}^{\prime}(s, \tilde{s})$ respectively, and a parametric sweep of $\rho \in\left[-\frac{\pi}{2}, 0\right]$ and $\mu \in\left[0, \frac{\pi}{2}\right]$ with $\tilde{s}=1$. It can be seen that there are combinations, particularly with large $|\rho|$ and $|\mu|$, that generate a slight increase of $\tilde{\theta}_{E}(s, \tilde{s})$ (positive


Fig. 5 Derivatives $\tilde{\Psi}_{E}^{\prime}(s, \tilde{s})$ (in red) and $\tilde{\theta}_{E}^{\prime}(s, \tilde{s})$ (in blue) over a parametric sweep of $\rho \in\left[-\frac{\pi}{2}, 0\right]$ and $\mu \in\left[0, \frac{\pi}{2}\right]$ with $\tilde{s}=1$.
values of its derivative depicted in blue in Fig. 5], while the derivative of $\Psi_{E}(s, \tilde{s})$ is always positive (as already proved in Lemma IV.2]. Varying the clothoid length would provide similar results. Indeed, if we use the scaling property of Lemma III.2, clothoid's parameter ranges need to be reduced by a factor of $\lambda^{-2}$, being $\lambda$ the scaling factor, which produces a derivative scaled with $\lambda^{-1}$ factor.

Inspired by this result, we seek now a region where pitch angle decreases monotonically. Figure 6(a) shows the maximum of $\tilde{\theta}_{E}^{\prime}(s, \tilde{s})$ over a parametric sweep of $\rho \in\left[-\frac{\pi}{2 \tilde{s}^{2}}, 0\right]$ and $\mu \in\left[0, \frac{\pi}{2 \tilde{s}^{2}}\right]$ with $\tilde{s}=1$. It can be seen that there is a wide region where the maximum is zero (which implies that pitch angle decreases monotonically). Due to the shape of this region, we have experimentally adjusted an ellipsoid that constrains solutions to ensure a monotonicity of pitch angle:

$$
\begin{equation*}
\sqrt{\left(\frac{\rho^{*}}{r_{\rho}}\right)^{2}+\left(\frac{\mu^{*}}{r_{\mu}}\right)^{2}}<1 \tag{35}
\end{equation*}
$$

with $r_{\rho}=\frac{\pi}{2 \tilde{s}^{2}}$ and $r_{\mu}=\frac{\varphi \pi}{2 \tilde{s}^{2}}$, being $\varphi=0.943277178$. The value for $\varphi$ has been experimentally obtained by analysing all the cases depicted in Fig. 6(a) where the maximum derivative of the angle is zero. Replacing $\rho^{*}$ and $\mu^{*}$ with Eqs. (4) and (5), respectively, then Eq. 35) can be equivalently expressed as:

$$
\begin{equation*}
\sqrt{\left(\frac{2 \theta^{*}}{\pi / 2}\right)^{2}+\left(\frac{2 \Psi^{*}}{\varphi \frac{\pi}{2} C^{2}\left(1,2 \theta^{*}\right)}\right)^{2}}<1 \tag{36}
\end{equation*}
$$

It is important to remark that Eq. 36 is independent of the clothoid arc length and sharpness parameters. The


Fig. 6 Analysis of the monotonicity of pitch angle.
configuration region where this condition is satisfied is depicted in blue in Fig. 6(b) A conservative constraint would be to impose that $\Psi_{E}^{*}<1.36 \mathrm{rad}$ (depicted as a black line in Fig. 6(b)).

## V. Design Methodology Proposal

In this section we describe a design methodology to compute clothoid parameters $\rho^{*}$ and $\mu^{*}$ based on target angles $\theta_{E}^{*} \in\left[-\frac{\pi}{2}, 0\right] \operatorname{rad}$ and $\Psi_{E}^{*} \in[0,1.36]$ rad, where admissible regions to ensure monotonicity have been taken into account as a result of the analysis performed in Section IV. An important aspect to consider is that we seek for solutions with the minimum possible curve length $S$, given admissible clothoid parameters $\rho^{*} \in\left[-\rho_{\max }, \rho_{\max }\right]$ and $\mu^{*} \in\left[-\mu_{\max }, \mu_{\max }\right]$. Thus, the length of the primary Cb3D, $\tilde{s}$, needs to be computed together with the clothoid parameters.

The methodology is based on the following steps:

1) Compute primary clothoid angles $\theta^{*}$ and $\Psi^{*}$ from target angles $\theta_{E}^{*}$ and $\Psi_{E}^{*}$ using Eqs. (24) and (25).
2) Then, assume that maximum torsion sharpness is applied, that is, $\rho^{*}=\operatorname{sign}\left(\theta^{*}\right) \rho_{\max }$. Thus, from Eq. (4), we compute the primary Cb 3 D length as:

$$
\begin{equation*}
\tilde{s}_{\text {min }}=\sqrt{\frac{2\left|\theta^{*}\right|}{\rho_{\max }}}, \tag{37}
\end{equation*}
$$

where $\tilde{s}_{\text {min }}$ is the shortest possible length (considering only the torsion sharpness constraint).
3) Compute $\mu^{*}$ using Eq. (5) assuming such length and previously computed yaw angle $\Psi^{*}$. If $\left|\mu^{*}\right| \leq \mu_{\max }$, it means that the assumption about the maximum torsion solution was correct and then $\tilde{s}^{*}=\tilde{s}_{\text {min }}$. However, if $\left|\mu^{*}\right|>\mu_{\max }$, it means that the primary $\mathrm{Cb3D}$ is too short, since it violates the admissible curvature sharpness, i.e.: torsion sharpness needs to be reduced. In that case, we now assume the maximum curvature sharpness is applied $\mu^{*}=\operatorname{sign}\left(\Psi^{*}\right) \mu_{\max }$. Using Eq. (5) we can compute the primary Cb3D length $\tilde{s}^{*}$, by replacing $\rho^{*}$ of Eq.


Fig. 7 Computed clothoid parameters using the proposed methodology.
(44) into Eq. [5], that is $C\left(\tilde{s}, \rho^{*}\right)=C\left(\tilde{s}, \frac{2 \theta^{*}}{\tilde{s}^{2}}\right)$. Then, recalling the scalability property of Fresnel cosine, this term can be computed as $C\left(\tilde{s}, \frac{2 \theta^{*}}{\tilde{s}^{2}}\right)=\mathcal{C}\left(1,2 \theta^{*}\right) \tilde{s}$. As a consequence, a proper clothoid length can be chosen to ensure that both sharpness constraints are satisfied:

$$
\begin{equation*}
\tilde{s}^{*}=\frac{\sqrt{\frac{2\left|\Psi^{*}\right|}{\mu_{\max }}}}{C\left(1,2 \theta^{*}\right)} . \tag{38}
\end{equation*}
$$

4) Compute torsion sharpness $\rho^{*}$ using Eq. (4) and the previously computed length.

## A. Case study

The proposed method finds clothoid parameters with the shortest possible length because it finds solutions trying to maximize clothoid sharpness (it selects the solution that first violates the maximum clothoid sharpness constraints). Figure 7 shows the computed values for $\tilde{s}^{*}, \rho^{*}$ and $\mu^{*}$ using the proposed method, assuming that $\rho_{\max }=\frac{\pi}{2}$ and $\mu_{\max }=\frac{\pi}{2}$. These results were compared with a nonlinear optimization procedure (using fmincon function in Matlab ${ }^{\text {® }}$ ) where the curve with the shortest length, satisfying clothoid sharpness constraints, was found. As a result, the maximum error between both alternative procedures in the whole surface was $10^{-6}$, but the optimization procedure takes about 100 times more to produce the same results.

Two particular cases of ECb3D curves are analyzed next. In the first one the solution obtained reaches the maximum torsion sharpness, whereas the second one provides the maximum curvature sharpness. In particular, if $\theta^{*}=-\frac{\pi}{4}$ and $\Psi^{*}=\frac{\pi}{4}$, we obtain $\rho^{*}=-\frac{\pi}{2}, \mu^{*}=1.24511$ and $\tilde{s}^{*}=0.731738$; while if $\theta^{*}=-\frac{\pi}{8}$ and $\Psi^{*}=3 \frac{\pi}{8}$, we obtain $\rho^{*}=-0.64818, \mu^{*}=\frac{\pi}{2}$ and $\tilde{s}^{*}=0.85105$. Figure 8 represents these two curves, where it can clearly be seen that the parameters obtained for the curve depicted in solid blue imply a solution where torsion sharpness is maximum, while the curve depicted in dashed red provides a solution with maximum curvature sharpness. In both cases, the curves reach the specified angles.

It's worth mentioning that the average computational time to compute 200 points of the curve parameters is


Fig. 8 Two representative Elementary Clothoid-based 3D curves, with final angles $\theta^{*}=-\frac{\pi}{4}$ and $\Psi^{*}=\frac{\pi}{4}$ (solid blue), and with final angles $\theta^{*}=-\frac{\pi}{8}$ and $\Psi^{*}=3 \frac{\pi}{8}$ (dashed red). Sharpness bounds appear in dash-dotted black.
approximately $170 \mu$ s (including clothoid parameters computation) based on our code implemented in Matlab ${ }^{\text {® }}$ 2019b running on computer with an Intel ${ }^{\circledR}$ Core $\mathrm{i} 7-8750 \mathrm{H}$ processor and 16 GB of RAM memory and Windows 10.

## B. Benchmarking

To complete the analysis of the proposed methodology, we have generated $10^{4}$ random target orientations, $\Psi^{*}$ and $\theta^{*}$, comprised in the ranges $\Psi^{*} \in\left[0, \frac{\pi}{2}\right] \operatorname{rad}$ and $\theta^{*} \in\left[0, \frac{\pi}{2}\right] \mathrm{rad}$, respectively. The aim is to compare some geometric properties, such as abruptness, maximum bending energy, as well as accuracy and computational time between our proposed curve (ECb3D) and an elementary curve consisting of two symmetric pure 3D clothoids (EC3D) [38]. EC3D are obtained after an optimization procedure where the curve sharpness parameters for curvature and torsion are adjusted so that the curve reaches the target orientations. In both cases, the length of the curves have been set to $S=2 \mathrm{~m}$.

On the one hand, Fig. 9(a)depicts the histogram of the maximum bending energy of each curve $\max (\mathcal{B}(s))$, being $\mathcal{B}(s):=\kappa^{\prime 2}(s)+\tau^{\prime 2}(s)$ and $\kappa^{\prime}(s)$ and $\tau^{\prime}(s)$ the geometric derivatives of curve's curvature and torsion, respectively. In both cases, it can be seen that, in most cases, the proposed curve provides smaller bending energy (histogram cases are concentrated on the lower part of the chart). On the other hand, Fig. 9(b) shows the results obtained for the curve abruptness $\mathcal{A}(S)=\int_{0}^{S} \mathcal{B}(s) d s$, where it can be seen that ECb3D curve provides a solution with smaller abruptness.

The average computational time for computing curve parameters for a ECb 3 D is $28 \mu \mathrm{~s}$, while computing an EC 3 D curve takes 121 ms in average. The superior performance is clearly influenced by the fact that the EC3D requires an optimization procedure in order to synthesize the curve. In addition to this, the proposed method is exact (errors are in the order of numerical accuracy), while the EC3D provides an approximated solution with an average error of 1 mrad , measured as $\epsilon:=\sqrt{\left(\Psi^{*}-\Psi(S)\right)^{2}+\left(\theta^{*}-\theta(S)\right)^{2}}$.


Fig. 9 Maximum bending energy and abruptness histograms to compare ECb3D and EC3D curves. Vertical axis represents parts per unit, where red lines show mean values for each metric.

## C. Fixed-wing UAV manoeuvres generation

The aim is to find a path for an UAV moving on a horizontal plane that manoeuvres to reach a target heading orientation $\Psi^{*} \in[-\pi, \pi]$ (relative to its current heading direction) on another horizontal plane $\left(\theta^{*}=0\right)$ at a different altitude $z^{*}$, without exceeding the maximum allowed pitch angle $|\theta|<\theta_{\max }$, and also considering maximum allowed sharpness in curvature and torsion, that is, $\rho \in\left[-\rho_{\max }, \rho_{\max }\right]$ and $\mu \in\left[-\mu_{\max }, \mu_{\max }\right]$. In order to solve this problem, we can use two concatenated ECb3D curves with intermediate heading orientation $\Psi_{m}^{*}=\frac{\Psi^{*}}{2}$ and $\theta_{m}^{*}=-\operatorname{sign}\left(z^{*}\right) \theta_{\max }$. These angles will be the actual target angles to reach with the first ECb3D curve (as explained at the beginning of this section). Then, we compute relative pitch and yaw angles required for the second ECb 3 D by computing the relative rotation matrix $\mathbf{R}_{m}^{*}=\left(\mathbf{R}_{z}\left(\Psi_{m}^{*}\right) \mathbf{R}_{y}\left(\theta_{m}^{*}\right)\right)^{-1}\left(\mathbf{R}_{z}\left(\Psi^{*}\right) \mathbf{R}_{y}\left(\theta^{*}\right)\right)$, details left to the reader.

Due to the assumption that the first ECb 3 D produces a curve with a maximum or minimum pitch angle, i.e.: $\theta_{m}^{*}=\theta_{\max }$ or $\theta_{m}^{*}=-\theta_{\max }$, this implies that the curve reaches a minimum altitude change $z_{\text {min }}$. Thus, if $\left|z^{*}\right|>z_{\text {min }}$, then the curve can be scaled by a factor $\lambda=\left(\frac{z_{\text {min }}}{z^{*}}\right)^{2}$. On the contrary, if $\left|z^{*}\right|<z_{\text {min }}$, then we need to find the pitch angle that produces the required height (using any optimization method). The resulting solution produces a curve that reaches $z^{*}$ with the maximum sharpness parameters.

Figure 10(a) shows three cases of two concatenated ECb3D curves generating manoeuvres with $\Psi^{*}=\frac{\pi}{2}$ heading at different altitudes with $\rho_{\max }=\mu_{\max }=0.001 \mathrm{rad} / \mathrm{m}^{2}$ and $\theta_{\max }=0.6 \mathrm{rad}$. In particular, we show in green the case where, due to the given constraints, the target altitude is equal to $z_{\min }$. The curve plotted in red represents a case where $z^{*}<z_{\text {min }}$, while the curve plotted in blue represents a case where $z^{*}>z_{\text {min }}$. It can be seen that minimum pitch angle for green and blue curves is $\min (\theta)=-0.6 \mathrm{rad}$, expected by design (the blue one reaches a higher altitude by scaling the ECb 3 D parameters). The minimum pitch angle for the red curve is bigger than $-\theta_{\text {max }}$ as a consequence of an optimization procedure that makes the curve reach the target altitude.


Fig. 10 Three paths with two concatenated ECb3D curves each, with $\rho_{\max }=\mu_{\max }=0.001 \mathrm{rad} / \mathrm{m}^{2}$ and $\theta_{\max }=0.6$, reaching final orientation $\Psi^{*}=\frac{\pi}{2} \mathbf{r a d}$ and different altitudes $z^{*}=20 \mathbf{m}(\mathbf{r e d}), z^{*}=33.44=z_{\min } \mathbf{m}$ (green) and $z^{*}=50 \mathrm{~m}$ (blue).

## VI. Discussion

Smooth spatial paths for autonomous aerial vehicles are usually generated using Bezier curves, splines or Pythagorean Hodographs, among other curves [20-22, 42]. However, they do not have a clear physical meaning or require to solve an optimization problem in order to take geometric, kinematic or dynamic constraints into account [21, 22]. The curve proposed in this Note inherits the properties from the Clothoid-based 3D curves introduced in [24] and, therefore, it has a physical meaning as its design parameters are related to curvature and torsion sharpness. ECb3D paths can be computed using optimization-free approximation methods [43-45] based on Bezier, splines or polynomial curves, among others. ECb3D paths are smooth and scalable, which make them suitable for many UAV navigation applications.

Some potential applications of the proposed Elementary Clothoid-based 3D curve are the following. Firstly, ECb3D curves can be used as transition curves in global path planning problems defining a poly-line in the workspace. Using ECb3D as a transition curve between segments will avoid the intrinsic $C^{1}$ discontinuity. Secondly, ECb3D curves can be integrated in local path planning methods to avoid obstacles by generating random motion primitives pointing to different directions. Collision tests could be performed and the collision-free ones would be selected as candidate solutions, where the final decision would depend on specific optimization criteria. Finally, ECb3D curves can also be used as a primitive in UAVs planning problems, combining straight segments, arcs and transition curves as part of their set of primitives. For instance, specific planning problems, such as changing the direction and altitude of a fixed-wing UAV, can benefit from the use of ECb3D curves by combining two of them as shown in section V.C.

## VII. Conclusions

In this Note, we have proposed a new curve by concatenating two symmetric Clothoid-based 3D curves (Cb3D). We have proved that the new curve keeps the same properties regarding smoothness, scalability and symmetry as the original Cb 3 D curves. One of the main advantages of the new curve, compared to Cb 3 D , is that curvature and torsion are zero, both at the beginning and at the end of the path, which makes it easier to combine with straight line segments and use them as transition curves to change the direction, while satisfying curvature and torsion sharpness constraints, i.e.: to ensure that transitions are smooth and compliant with some higher-level kinematic and dynamic constraints.

This Note also shows how to obtain curve parameters given the curve length, as well as how to compute pitch and yaw angles at the end of the curve and at the intermediate position. We also analyze the range of target pitch and yaw angles that ensures that the proposed curve increases monotonically in position and orientation, which is a desirable property for transition curves.

A method to obtain the shortest possible curve satisfying parameter constraints has also been proposed in section $\boxed{\nabla}$. We also show a case study where fundamental variables of the curve are depicted and a comparison between the proposed curve and the curve in [38] has been conducted. The benchmarking concludes that the proposed curve generates smoother paths in the majority of the cases, with reduced bending energy and abruptness. The computational time and error are clearly smaller due to the closed-form solution presented.

At the end of the Note, we discuss why ECb3D paths are suitable for many UAV navigation applications. The main conclusions are that smoothness and scalability properties, as well as accuracy and reduced computation time, allow the use of ECb3D paths as primitive curves for higher level 3D path planners.

Further work will be oriented to generalize the problem statement to design curves that join two arbitrary positions and orientations in the configuration space, for instance, by combining ECb3D curves with line segments and helix curves extending the ideas of [46] to 3D.
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