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Abstract
Detecting and characterising vehicles is one of the purposes of embedded systems used in
intelligent environments. An analysis of a vehicle’s characteristics can reveal inappropriate
or dangerous behaviour. This detection makes it possible to sanction or notify emergency
services to take early and practical actions. Vehicle detection and characterisation systems
employ complex sensors such as video cameras, especially in urban environments. These
sensors provide high precision and performance, although the price and computational
requirements are proportional to their accuracy. These sensors offer high accuracy, but the
price and computational requirements are directly proportional to their performance. This
article introduces a system based onmodular devices that is economical and has a low compu-
tational cost. These devices use ultrasonic sensors to detect the speed and length of vehicles.
The measurement accuracy is improved through the collaboration of the device modules.
The experiments were performed using multiple modules oriented to different angles. This
module is coupled with another specifically designed to detect distance using previous mod-
ules’ speed and length data. The collaboration between different modules reduces the speed
relative error ranges from 1 to 5%, depending on the angle configuration used in the modules.
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1 Introduction

Cyber-physical systems (CPS) allow the seamless integration of computing and physical
objects in our daily lives [1]. This integration transforms howpeople interact with the physical
world [2]. In recent years, the rapid development of CPS has driven significant innovations
in a wide range of application domains such as intelligent manufacturing, smart homes
and communities, autonomous driving or transportation support. CPS requires a distributed
and decoupled infrastructure with high adaptability, scalability, strength, and security. This
distribution of elements and functions becomes especially critical when managing real-time
systems actions must be completed within particular time frames [3].

Among the different areas of application of CPS, highlights the intelligent management
of transport (ITS) [4] of both people and goods. ITS achieves traffic management to detect
problematic situations, such as vehicles that circulate improperly or see accidents [5]. These
aspects have led to various fields of research on how the elements of intelligent transport
systems interact between them [6]. With intelligent transport systems, vehicles can interact
with each other (V2V) or with the transport infrastructure (V2I). Likewise, the infrastructure
can communicate its elements with each other (I2I). In the ITS, it is necessary to characterise
the traffic profile to optimise the road. Consequently, knowing the traffic profile is essential
as predictive systems require training and updating based on accurate data [7]. A system that
uses the size and speed of vehicles can predict traffic jams, crowds, and infractions, or even
adapt lighting to the traffic on the road.

There aremanymethods of detecting vehicles on roads [8]. Themost efficientmethods use
complex devices, such as cameras [9] or even drones [10]. These systems are very suitable
in environments with a high density of vehicles with a high probability of incidents, such
as accidents. They are also suitable in emergencies, where low-cost sensors cannot supply
the global vision needed to vehicle surveillance [11]. However, the price of these systems
or availability are points that only recommend their use in well-lit urban environments or
particular situations. Also, these systems based on images have a high computational cost,
making them more complex computer-based devices. Last but not least, if the images are
sent to processing nodes, the cost of communications also increases. These devices can
be tempting for vandalism, in addition to not having the availability of high processing
or communicating capacity [12]. Consequently, in the case of roads isolated from urban
environments, detection systems that use high-cost elements or high-requirements elements
must be replaced by lower-cost ones. Low-cost devices can be placed closer to the road, for
example, on guardrails or traffic signs.

If on-roadvehicle detection systemsuse devices located close to the vehicles, it is necessary
for the devices to use sensors with a short operating range. Consequently, imply that on-road
systems usually require several devices to spread out. As a result, information is scattered and
cooperation between devices [13] and between vehicles [14] becomes critical. In these cases,
systems are no longer oriented to precisely recognize vehicles but are closer to recognising
their behaviour. Some detectable behaviours are the control of the trajectories [15], the
detection of dangerous situations [16] or the detection of infractions [17]. The system should
be distributed with devices that can be adjusted depending on where they are placed [18].

As far as the low-cost distance sensors of the system devices are concerned, there is some
consensus on the use of ultrasound technology because of the better accuracy it provides
related to the sensor price [19]. The devices can be mounted in different positions for vehicle
detection: overheadmount, side-topmount, and horizontalmount [20]. The location selection
depends on the availability of a suitable installation, such as bridges for the overhead mount,
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poles for the side-top mount, or elements close to the ground for the horizontal mount. A
distance sensor can provide vehicle characteristics such as length or speed depending on posi-
tion and orientation. In [21], a study shows how it is possible to obtain the speed of a vehicle
with ultrasonic sensors, where the accuracy of the result depends on the vehicle’s speed.

To obtainmore accurate data, it is better to have several sensors. In [22], an ultrasonic array
is presented but mounted along the streets to simultaneously detect and track several vehicles.
In this case, sensors are only used to recognise the presence of vehicles and centrally fuse
the data to characterise the traffic. However, with multiple similar sensors, more information
can be obtained. For example, in [23], an array of ultrasonic sensors mounted on a vehicle
is used to recognise the vehicle environment. In this way, the vehicle can characterise its
contour, and results indicate that it is possible to obtain a vehicle speed with accuracy from
±0.2 to ±1 m/s. This characterisation can be used to recognise traffic evolution. In [24],
sensors are placed along streets, or urban roads, to recognise traffic density. In this case, only
the presence or not of a vehicle is measured, without characterising aspects such as speed
or length that would allow to predict traffic better and manage, for example, traffic lights in
the case of urban environments. The use of several sensors in the same device enriches the
information obtained. For example, in [25], two sensors characterise the length and type of
vehicle but not the speed. The results are pretty promising and indicate that the simultaneous
use of distance sensors provides more detailed vehicle information.

This article presents a system based on modular devices. The use of modules in devices
is an aspect widely used in connected embedded systems [26]. The detection modules are
based on a low-cost ultrasonic sensor. These modules obtain the speed and length from a
simple linear computational cost algorithm. Themodules cooperate between them to improve
the precision of the vehicle’s length calculation. Unlike the previously presented systems,
the novelty of the device shown in the article lies in the simultaneous characterisation of
the length, as in [25], and the vehicle speed, as in [23]. Another novelty is to include the
reinforcement of the data obtained in the same device or by collaborating with neighbours,
as presented in [24].

The article is structured as follows.TheSect. 2,material andmethods, begins bydescribing
how it can characterise a vehicle with a distance sensor. Below, the system is shown roughly
to describe the method of detection and characterisation of vehicles. Finally, the algorithms
implemented in each module to filter, detect vehicle parts and characterise vehicle length
and speed are presented. Section 3 explains the validation process for the proposed method.
Specifically, an Arduino prototype was used to validate the method. The section ends with
a description of the experimental device developed. The first experiment evaluates different
sensor orientation angles to detect speed, length, and errors. Then a device with two modules
dedicated to measuring speed and distance was evaluated. The following experiment was
performed in a python simulator by modifying an existing traffic simulator. In this simulator,
five modules were simulated with five different angles. When the simulation ends, the data
obtained are processed to obtain the speed and length of each angle. It has been verified how
the collaboration between the twomodules improves the accuracy of vehicle length detection.
Finally, the Sect. 4 show the conclusions of the paper.

2 Materials andmethods

2.1 Ultrasonic sensors for vehicle detection

Asmentioned above, the distance sensor can be theoretically modelled as a beam that cuts the
vehicle and allows devices to obtain an approximate distancemeasure. The distance sequence
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Fig. 1 Measurements and distance patterns are obtained when the ultrasonic sensor is perpendicular (90◦ )
concerning the axis of the road. The result is a profile where it is relatively easy to detect patterns of the
entrance and exit of a vehicle in the operating range of the sensor

obtained by the sampling over time generates a vehicle profile. Figure1shows the sampling
along the vehicle passed with a sensor at 90 ◦ on the axis of the road. The profile obtained
from measurements throughout said sampling is also shown.

It is possible to detect patterns from the profile measurement. These patterns can detect the
start and the end of the vehicle. On the detection of the vehicle, depending on its morphology,
some beams could not coincide with the vehicle’s frontal, which it would make difficult to
calculate a speed approach. So, a sensor positioned at 90◦ from the axis of the road will not
be able to obtain an accurate sample of the speed, especially if we consider that, at this angle,
the vehicle is very similar to a rectangle. To improve speed measurement accuracy, placing
a more significant number of rays on the front of the vehicle is recommended. To do this,
starting from the fact that the sensor must be on one of the road edges, it will have larger
samples belonging to the front if it turns. Figure2shows how the sampling would be in the
case of a sensor rotated 45◦ concerning the axis of the road.

In this case, the number of samples belonging to the front of the vehicle is more significant.
With a significant number of samples, it is possible to calculate the speed more accurately.
From the speed detection, the length calculation is immediate.

2.2 Vehicle detection and characterisation

Many measurements from the ultrasonic sensor in a row imply various signal processing
must be applied. [27]. This process involves successive treatments of the signal obtained
shown in Figs. 1 and 2. In the case of the system presented, the signal processes involved
are shown in Fig. 3.

As these are three different types of processing, it is possible to implement them separately.
This process separation is proper when the system infrastructure has certain limitations
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Fig. 2 Measurements and distance patterns are obtained when the ultrasonic sensor is perpendicular (45◦ )
concerning the axis of the road. In this case, the resulting pattern is different from that of the device positioned
perpendicular (Fig. 1). By comparing these differences, it is possible to adjust the values obtained

Fig. 3 Processing of the signal obtained by successive sensor measurements. First, the ultrasonic signals are
sampled and filtered (1). Next, a trend change event detection is implemented to detect the vehicle’s front or
side (2). Finally, the signal trend allows making a hypothesis about the speed or length (3)

in processing and communications. The following will explain how these processes are
distributed in different phases to be embedded in a system.

Figure 4shows the blocks and the functioning of the sensormodule to calculate and provide
speed and length.

The first phase of sampling and filtering of the sensors’ measurements aims to provide a
signal, a sequence of measurements, without outliers or peaks and softens the measurement
variations. The event detection module must process this signal; specifically, the events that
must be detected are the trend changes. These trend changes determine the main events. The
first event is the start front of a vehicle. The front appears when the signal goes from a flat to
a negative slope. The second event determines when the front of the vehicle ends and starts
on the vehicle’s side, which means that the signal passes from a negative slope to a zero
slope. Finally, the last event determines when the signal slope becomes positive and the slope
returns to zero. Therefore, the events, together with the trend changes, allow for calculating
the speed and length of the vehicle.
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Fig. 4 Block diagram of module processing. The speed and length calculation can be enriched with data from
external devices. It is possible to characterise the vehicle more accurately

2.2.1 Sampling and filtering

The sampling phase runs continuously, reading from the sensor five distancemeasurements at
a frequency of 50Hz. This frequency assumes a sample period of approximately every 20ms.
Due to the ultrasonic speed being about 340ms per second, the sampling period avoids a lot
of echoes from previous samples. The ultrasonic sound is pulsed above 40 kHz, so it is not
audible to the human ear. The first filtering process consists of detecting the outliers, or
values out of range, exceeding the maximum and minimum values the sensor can provide.
The second filtering process is to detect peaks in the sequence ofmeasures. In this case, a peak
is considered when a value, into the range, that exceeds the previous and subsequent values
by a percentage. The percentage, in our case, has been determined experimentally at 15%
because minor variations occur depending on the material’s characteristics that reflect the
sensor signal. Longer duration spikes are filtered out as they could indicate an item protruding
from the detected vehicle. The sample is discarded if the number of abnormal values in the
array exceeds the number of valid values.

In the case of ultrasound sensors, the signal obtained from the sensor has low noise, and
sensor fusion is performed in late stages, so it is not necessary to use advanced filtering.
Consequently, the sampling is based on a sliding window using a circular buffer, so it is more
efficient in processing time to use an exponential moving average (EMA) filter widely used
in ultrasound sensors [28]. Equation1 shows the formula to calculate EMA.

An = α · M + (1 − α) · An−1 (1)

In Eq. 1, An is the filtered value, An−1 is the previous filtered value, M is the sampled
value of the signal to be filtered, and α is a factor between 0 and 1. The An−1 factor provides
a smoothing that depends directly on the value measured. The α factor is a condition for the
exponential filter, and its variable values range between 0 and 1. In the case of setting α = 1,
an unfiltered signal is obtained; an α = 0 returns a filtered value equal to 0. Decreasing the
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value of α increases the smoothness of the signal, making it more stable and less susceptible
to noise, but causes an increase in the system’s response time, delaying the signal with respect
to the original. The most common values range from 0.2 to 0.6. They were 0.75, the value
that provided the best signal to be able to be processed later.

There are different methods to perform efficient signal smoothing, peak reduction, and
sensor fusion, such as the Kalman filter [29] or theWeighted outlier-robust Kalman (WRKF)
[30]. However, EMA has advantages in the coding since it uses simple arithmetic instructions
and stores only the previous filtered value in memory. Consequently, the EMA filter quickly
provides excellent results when α is tuned adequately and uses few computational and spatial
resources.

2.2.2 Event detection

Recognising that the vehicle’s front, side, and the back part has entered the sensor range
involves event detection.

However, since the same module performs the acquisition and filtering, computational
resources are scarce, so a Cumulative Sum control chart (CUSUM) Detector [31] is used in
the presented system. Cusum is an algorithm of sequential analysis that allows abrupt changes
in the trend of continuous signals. It allows for detecting the variations early by simple
calculations, which facilitates coding the algorithm in systems with few computational or
memory resources, such as embedded systems based on low-cost processors. The algorithm
is based on the fact that a signal is stable if the value of a measurement An is similar to the
average of the previous values A[n−1,e] (being e the first measure in the current trend) with a z
variation on the standard deviation σ (Eq. 2). The variation Z is critical since it is considered
that a value greater than 3 implies that the measure measured An has been diverted from the
trend and, therefore, we have a change of trend.

An = A[n−1,e] + z · σ (2)

To detect the change in the trend the value of Z is calculated in each new measure An .
This value is immediate from Eq. 3.

z = (An − A[n−1,e])/σ (3)

One of CUSUM’s weaknesses is that the detection of changes depends on the threshold
in which it is considered that z indicates a change in trend. It is common for a value of z = 3
to be considered sufficient for a noticeable change. However, to increase the precision of
the point where the change in trend is detected, a second-derivative test [32] is made. The
second derivative makes it possible to detect peaks and troughs, and thus the trend change of
the signal, more accurately than CUSUM. However, to achieve the forecast, it is necessary
to have a large amount of data preceding and consequent to the event that determines a
trend change. This amount of data is collected as the vehicle moves, which is used to detect
the signal trend, in our case, speed and length. It is, therefore, possible to adjust the points
at which the vehicle’s front, side or back is detected as more measurements are obtained.
How the speed and length are obtained using the first and second derivatives of the signal is
explained below.

2.2.3 Trend detection

After recognising the relevant points of the vehicle, the speed and length are calculated from
the trend of the data obtained by the front, the side, of the back of the vehicle. The trend
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Fig. 5 The three points used to calculate the speed and length of the vehicle. Figures show the critical points
determined by the trend change events and the parameters used to calculate the vehicle speed and length

change events in the signal define the points that will determine whether the vehicle’s front
or side is being detected (Fig. 5).

There are many methods of trend detection. Those based on statistical analysis, such as
linear regression [33] or correlation methods, such as the Likelihood Ratio Test [34], require
the entire sample to perform the detection. In our case, to obtain an approximation of the speed
as soon as possible, a derivative test [35] is used with the first derivative with reinforcement
of the second derivative, performing the same derivative test.

The speed is calculated from the trend of the measures obtained between points A and B
in Fig. 5. The Eq. 4 continuously uses the derivative of the length l as measurements are
obtained. In the equation, α is the angle of the sensor oriented

v(t) = d·
dt
l(t) · cosα (4)

Length is calculated from the trend of the data obtained between point B and point C in
Fig. 5. The formula 5 is used to obtain length and uses

LB−C = v

�tB−C
(5)

Only speed and length with one accuracy can be obtained using a single angle, as shown
in Fig. 5. Different angles obtain different accuracy. The highest accuracy in speed would be
given by a sensor with a beam parallel to the road axis, with a α = 0. This angle would not be
able to measure longitude, besides the difficulty of integrating the sensor in front of a vehicle.
A sensor would provide the highest accuracy in length with a α = 90, i.e. perpendicular to
the road axis. However, such an angle would not be able to measure speed but would give
high accuracy in length if one has an initial value of speed as close as possible.

From different values of α, additional speed and length accuracy can be obtained. To
have different angles, different sensors must be available. Therefore, the concept of a single
sensor and the combination of different sensors, with different orientations, will be tested in
the experiments. The vehicle speed verification and length calculation phase of the vehicle
characterisation consist of collecting the information corresponding to speed and length from
various modules. These values are dependants, as seen in Figs. 1 and 2 of the sensor angle.
An experimental characterisation, shown in the corresponding section, allows for knowing
the absolute error associated with the angle and speed of the vehicle.
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Fig. 6 Overview of the system presented. Devices are made of modules. Modules can be dedicated to sense,
act, compute and communicate data. Sensor modules provide single values, and computing modules verify
the diverse values and increase the accuracy of the vehicle characterisation

3 Experiments and results

Different experiments have been carried out to validate the presented method and are
described in this section. The first sub-section shows the concept of the system to have
experimented with, where the devices contain modules. Each module has a single sensor
oriented with an angle, which can share its information with other modules with different
angles. The following subsection describes the technical characteristics of onemodule imple-
mented. This module allows us to validate the method and characterise the sensor’s signals to
simulate more modules. The third grant describes the scenarios experienced. The first of the
scenarios consists of a single module tested with a different angle. This scenario allows us to
characterise the behaviour of the sensor at each angle. The accuracy is limited when only one
module is used to calculate speed and length. Therefore, the third scenario is to combinemore
than two modules to test if having many angles improves the calculation of both speed and
length. One of the research objectives this work contributes is to have an extensive network of
sensors that monitor long distances on streets and highways.When testing the performance of
many modules together, it is desirable to start by simulating the system before implementing
the physical system. For this reason, a simulator has been modified to include the This third
scenario, and future ones with more modules, are presented with the simulated data.

3.1 System proposed

It is proposed to use a distributed system based on connected modular devices to carry out the
measurements and adjust their precision. Figure6shows the system used. The modules are
defined as theminimumunit of the system and contain elements that connectwith the physical
environment, sensors, and actuators. In the case of the presented system, only distance sensors
are used. A device comprises a series of modules connected by an internal communication
channel. The devices communicate with each other through a proximity channel, such as
bluetooth or power-line [36].

In the case of the presented system, a device can merge the information from various
modules. As shown in Fig. 6, there may be devices with only sensors or actuators that
do not improve the collected data, as well as devices without sensors or actuators that are
dedicated to themore advanced processing. Once the vehicle is detected, themodule proceeds
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to calculate vehicle speed, detecting the distances of the front and the side of the vehicle.
Finally, when the sensor returns to provide the maximum distance, it is considered that the
vehicle’s transition has already finished.

3.2 Experimental device

The experimental setup is based on identical ultrasound modules, presented in [37]. Modules
have been built from the JSN-SR04T 2.0. ultrasound sensor module. This sensor is water-
proof and widely and widely used both in automotive and for liquid tank level measurement.
This sensor is widely used due to its adaptability to outdoor use and accuracy [38]. The sensor
has a detection range of 0.25m at 4.5m. This range makes it very suitable for covering lane
vehicle profiles. The resolution of the distance is 0.005m, so it allows relevant variations
so that the detection algorithm can work efficiently. The sensor sampling rate has been set
to 9.6KHz. The sensor has been connected to an Arduino ’Nano’ which, in turn, commu-
nicates with the device’s modules via inter-integrated circuit (I2C). This channel, designed
by Philips [39], allows serial communication between a master and several slaves at speeds
between 100Kbits/s and 3.4Mbits/s. It is a channel widely used in embedded systems due
to its simplicity in management. The connection between various devices is made through
a Bluetooth 4.0HM-10 interface to be able to make bi-directional connections with nearby
devices with low energy cost [40].

For the experiments, a vehicle with a length of 3.7ms was used. The vehicle has been
passed through the measuring module ten times for angles of 30◦, 45◦, and 90◦. For each
angle, two speeds have been passed: 10m/s (36km/h) and 20m/s (72Km/h). These speeds
are selected for ease of being measured during testing quality radar. In this way, those steps
of the vehicle in which the speed differs from that established for the experiment can be
discarded.

3.3 Experimental scenarios

Two scenarios have been taken into account, one for validating the characterisation and the
other to measure optimisation obtained when two modules collaborate (Fig. 7b. In the first
of the scenarios, a device with only one module is characterised. In this phase, the module is
regulated successively and configured with angles of 30◦ and 45◦ degrees. From 45 degrees,
the relative speed error is so high that it is difficult to use it to calculate length with an
admissible accuracy. With these modules, the precision in the calculation of the speed and
the accuracy in the computation of the length from the calculated speed is evaluated. In other
words, the entire measurement process described in Fig. 4 is carried out in the same device.

The second of the scenarios consists of including two modules in a single device, In this
case, a 30◦ module is used to measure the speed, and a 90◦ module is used to, using the 30◦
module speed, calculate the length with the precision of 90◦. In this second scenario, a device
can improve precision locally.

3.3.1 One-module device

The first experiment consists of characterising a singlemodule using three different angles. In
this case, 30◦, 45◦, and 90◦ have been chosen.With an angle of 30 degrees, the module has an
orientation as parallel as possible to the road, so it is a reasonable estimate of the most precise
speed possible to obtain. However, the calculation of the length is not particularly precise.
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Fig. 7 Experimental scenarios tested. Scenario 1 a consists of the test in the same device with two different
angles. Scenario 2 b consists of two modules collaborating to obtain an accurate measure

Table 1 Experimental results of
the speed measures obtained by a
module as a function of the
orientation angle

30◦ 45◦
10m/s 20m/s 10m/s 20m/s

AVG (m/s) 10.55 21.12 12.92 24.04

STD (m/s) 1.01 3.02 1.18 2.40

Abs. error (m/s) 0.58 1.74 1.78 1.38

Rel. error (%) 5.79 8.71 17.77 6.91

With the 45◦ angle, the accuracy of the speed decreases, and length accuracy increases. A
single 90◦ module is not contemplated in the measurements due to its inability to measure
the speed, so the length cannot be calculated without this angle.

Concerning the length, since a calculated speed is already available, this depends on the
accuracy. Table 2shows the results of the calculated lengths.

3.3.2 Two-module device

Once the accuracy of the speed and the length are obtained by sensors oriented at different
angles, we experiment with how the calculated rate can be used to improve the length of
the vehicle by adding a 90◦ module. For this experiment, a 30◦ module is available in
the same device since it provides more precise information on speed. The two modules
communicate over the I2C bus, with a third module that acts as a master and, in addition,
manages the wireless communications with other devices for other configurations. In this
way, the processing loads of each sensor module are not altered by extra processing in the
measurement optimisation phase. Final results are shown on chart 3

As seen in the results, the precision of the length calculation obtained improves on those
previously obtained by a single module. To better check the improvement of the use of two

123



96 J.-L. Poza-Lujan et al.

Table 2 Experimental results of
the length measures obtained by a
module as a function of the
orientation angle

30◦ 45◦
10m/s 20m/s 10m/s 20m/s

AVG (m) 4.16 4.50 3.54 3.99

STD (m) 0.22 0.24 0.30 0.22

Abs. error (m) 0.46 0.80 0.16 0.29

Rel. error (%) 12.44 21.55 4.43 7.75

Fig. 8 Comparative of the evolution of the speed errors a and length errors b according to the different angles
used by the modules and interpolating the values for the intermediate angles

devices, on graphics 8a, b, the error comparative between devices (30 and 45◦) with a single
module and devices with two modules (30◦ and 90◦).

Graph 8a shows the 60◦ obtained data, for comparative effects. The relative error of 60◦
is very high, so it is not included in the previous data charts. As it is shown, the relative error
with the 30◦ angle is so similar. The difference between the speed errors increases as the
angle increases. This means that the more parallel the angle is in the axis of the road, the
less incidence of speed in error. In the case of the length calculation, using a single module
obtains calculation errors above 5% in most cases. In the case of a module with the distance
sensor at an angle of 30◦ with the axis of the road, the speed calculation is good, but the
samples dedicated to the length are much fewer. This means that the length error becomes
high despite the little speed error. An intermediate point is obtained in calculating the speed
with a distance sensor at an angle of 45◦, where both the rate and the length do not have a
tolerable relative error.

However, when using two modules where the calculated speed by the first one has a low
relative error, the length error is much smaller. Consequently, using a system where the best
cases are combined implies a considerable improvement in calculating the two parameters,
speed, and length.

The result obtained is similar in error to that expected using similar technologies. In [23],
speed is obtained with accuracy from ±0.2 to ±1 m/s, whereas in our system, we obtain a
speed error of 0.5 m/s, obtained from the relative error for a vehicle at a speed of 10m/s.
However, in the system provided, we also obtain the vehicle’s length from the speed provided
by the 30◦ module and the data provided by the 90◦ module. This suggests that using more
modules with different angle measurements allows for improved vehicle characterisation.
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Fig. 9 20m/s and a device composed of five modules with orientations of 30◦, 45◦, 90◦, 135◦, and 150◦. In
the left image, the vehicle is detected at the front, while in the right image the vehicle is detected at the rear

Table 3 Experimental results of
the length measurements
obtained by the 90◦ module as a
function of the speed provided by
the 30◦ module

90◦
10m/s 20m/s

AVG (m) 3.76 3.89

STD (m) 0.15 0.21

Abs. error (m) 0.06 0.19

Rel. error (%) 1.61 5.22

3.3.3 Multiple module device

Previous experiments with the prototype have shown that the speed-accuracy depends on the
angle at which the module orients the ultrasonic sensor. The last of the experiments presented
consists of using a device with modules oriented at angles that provide relevant information.
To test all the sensors in operation, the device has been simulated by modifying the traffic
intersection simulator presented in [41]. This simulator is developed in Python, and the
modified scenario and sensor simulation can be obtained from the author’s repository [42].
The sensor is simulated using the signal obtained from the previously presented experimental
device as the standard. This way, the simulated signal is similar to the experimental, so the
response can be considered valid.

In order to check how the increase of modules reinforces the characterisation of the
vehicles, a device with angles of 30◦, 45◦, 90◦, 135◦ and 150◦ is simulated. In this way, in
addition to detecting the front of the vehicle, the rear of the vehicle is also detected. The aim
is to verify the vehicle speed better, as it can be obtained from sensors detecting the front of
the vehicle as well as from sensors detecting the rear of the vehicle. The speeds of the vehicles
are the same as those of the experimental prototype: 10m/s and 20m/s. Figure9shows what
the simulator looks. Specifically, Fig. 9a shows how the simulated modules detect the front
of the vehicle, while Fig. 9b shows the detection of the rear of the vehicle.

The simulated vehicle is similar to the vehicle used in the experiments. In the simulation,
the signal does not need noise filtering, and only the CUSUM is simulated for detecting the
relevant points and the derivative test for calculating the velocities. Table 4shows the speeds
obtained from the front side (30◦, and 45◦) and rear side (135◦, and 150◦), and compared
with the Table 1, the relative error comparing the measures of these tables is 12.2%, quite
similar of the Rel. error of each measure.

Table 5shows the vehicle length obtained from each module without sharing data between
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Table 4 Simulated results of the speed measures obtained by each module as a function of the orientation
angle

30◦ 45◦ 135 150

10m/s 20m/s 10m/s 20m/s 10m/s 20m/s 10m/s 20m/s

AVG (m/s) 10.09 19.99 9.87 19.95 9.32 19.08 10.04 19.38

STD (m/s) 1.60 2.39 1.41 1.33 1.29 2.34 1.51 2.14

Abs. error (m/s) 1.36 2.04 1.17 1.12 1.19 1.87 1.27 2.84

Rel. error (%) 13.62 10.21 11.69 5.58 11.92 9.36 12.67 9.18

Table 5 Simulated results of the length measures obtained by each module of the device as a function of the
orientation angle

30◦ 45◦ 135◦ 150

10m/s 20m/s 10m/s 20m/s 10m/s 20m/s 10m/s 20m/s

AVG (m) 3.80 3.46 3.73 3.49 3.49 3.30 3.71 3.23

STD (m) 0.02 0.03 0.01 0.03 0.03 0.05 0.01 0.06

Abs. error (m) 0.10 0.24 0.03 0.21 0.21 0.39 0.01 0.47

Rel. error (%) 2.63 6.36 0.81 5.71 5.65 10.66 0.26 12.69

Fig. 10 Simulation. The first graph shows the filtered signal. The second graph shows the first derivative The
third graph shows the second derivative. The latter shows the changes in the signal trend, indicating possible
changes in the vehicle’s perimeter

them, and compared with the Table 2, the Relative Error comparing the measures of these
tables is 10.1%, quite similar of the Rel. error of each measure.

Comparing this two tableswith the experimental data (Tables 1 and 2), since the simulation
has a greater capacity to generate and store data than the embedded device, the results of the
derivative test of the 30◦ modules are shown in Fig. 10. The rest of the angles simulated have
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Table 6 Results of the length
measurements obtained by the
90◦ module as a function of the
speed provided by the 30◦ and
150◦modules. All results were
obtained by simulation

90◦
10m/s 20m/s

AVG (m) 3.84 3.50

STD (m) 0.02 0.02

Abs. error (m) 0.15 0.20

Rel. error (%) 3.98 5.47

a similar profile.
In the figure, the upper graph shows the distance obtained to the front of the vehicle on the

Y-axis and the samples obtained on the X-axis. The middle graph shows the first cumulative
derivative of the distance. This first derivative shows the speed at which the edge of the
vehicle is approaching. Finally, the bottom graph shows the second derivative, where the
impulse shows the variations of the detected vehicle edge. This impulse is used to locate
significant changes in the speed of the vehicle profile, e.g. the difference between the sides
or, depending on the position, e.g. a rear-view mirror shows a very high impulse. From this
derivative test, the speed of the vehicle’s front end is deduced, as well as the significant
changes in the different parts.

Finally, because the 90◦ module has the start and end of the side of the vehicle well located,
it uses the data from the sensors detecting the front and rear of the vehicle to optimise the
measurement made. Table 6shows the results obtained in the simulation, and compared with
Table 3, the Relative error comparing the measures of these tables is 4.1%, quite similar to
the relative error of each measurement.

With all this, knowing where the vehicle’s speed would be best calculated is possible. This
case would be the front of the vehicle. The length is then obtained with the time difference
between the detection of the right rear headlamp and the right front headlamp of the vehicle,
with the previously obtained speed.

4 Conclusions

This article presents an implementation of a collaborative modular device system. The device
consists of similar modules that provide distances to detect a vehicle and characterise length
and speed. The novelty presented is using single modules to measure, with low accuracy,
vehicle speed and length. Other contribution is how a decoupled but collaborative system
can significantly improve the accuracy of measurements. It goes from a relative error of 5%
at best to less than 1% when two modules collaborate. Although far from the errors obtained
by camera vision systems, these errors are a good result due to the advantages they have in
terms of cost and simplicity of computation.

Globally, the results may extrapolate to cybernetic systems. They are systems where the
devices could collaborate from a basic level, like the module, to a higher level, like it is the
information given from the cloud.

The next step consists of spreading various devices along a road. These devices can
characterise the movement of vehicles. It is possible to detect both infractions and risk
situations from the characterisation carried out. Among the infractions from a third device,
it is possible to detect an acceleration that could lead to exceeding the established limits.
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These limits are especially sensitive in the non-urban road environments where the featured
devices are located.

It is easy to detect possible invasions of lanes in the opposite direction or sudden stops
of vehicles due to the distance data regarding risk situations or accidents. To provide the
functionalities mentioned above, more than two devices must collaborate. In this case, the
device net conforms to an I2I system where it is necessary, in various points, to provide the
information to another system that stores and analyses the history of each vehicle. It is also
possible to share more advanced information between devices. Besides the speed and length,
it is possible to send data relative to the vehicle behaviour, like speeding or excessive sensor
spacing that may indicate an encroachment on other lanes.
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