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On the Behavior of Synchronous Data Transmission
in WuR enabled IoT Networks: Protocol and

Absorbing Markov Chain based Modeling
Debasish Ghose, Luis Tello-Oquendo, Member, IEEE, Vicent Pla, and Frank Y. Li

Abstract—In wake-up radio (WuR) enabled Internet of things
(IoT) networks, a data communication occurs in a synchronous
or asynchronous manner initiated either by a transmitter or
receiver. A synchronous transmission is triggered when multiple
devices report an event simultaneously, or by a common wake-up
call. In this paper, we focus on synchronous transmissions and
propose a multicast triggered synchronous transmission protocol,
abbreviated as MURIST, which enables contention based and
coordinated data transmissions among distributed devices in
order to reduce transmissions latency and energy consumption.
Furthermore, we develop a novel analytical model based on an
absorbing Markov chain to evaluate the performance of MURIST
in a network cluster. Unlike existing models that are merely
targeted at the behavior of a single device, the novelty of our
model resides in a generic framework to assess the behavior of a
cluster of devices for synchronous data transmissions. Based on
the analytical model, we obtain closed-form expressions for the
distributions of successful and discarded transmissions, number
of collisions, and delay, as well as for energy consumption.
Extensive simulations are performed to validate the accuracy of
the analytical model and evaluate the performance of our scheme
versus that of two other schemes.

Index Terms—IoT networks, wake-up radio, medium access
control, absorbing Markov chain.

I. INTRODUCTION

THE fifth-generation (5G) communication system is ex-
pected to facilitate human-type as well as machine-type

communications (MTC) through a seamless and ubiquitous
wireless network infrastructure. According to the third gen-
eration partnership project (3GPP), 5G targets at three major
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technology pillars based on cellular networks, i.e., enhanced
mobile broadband (eMBB), ultra-reliable low latency com-
munications (URLLC), and massive MTC (mMTC). These
technologies will bring unprecedented innovations and fuel the
growth of a variety of novel applications [1] [2].

Specifically, the avail of emerging MTC technologies will
facilitate various Internet of things (IoT) applications such
as industrial automation, smart cities and smart agriculture,
critical infrastructure surveillance, vehicle-to-vehicle (V2V)
or unmanned aerial vehicle (UAV) based communications,
and smart grid applications. A common feature of these
applications is to gather data from IoT or sensor devices, which
are typically battery powered and deployed to measure and
report different parameters of monitored environments.

Thanks to the rapid development of sensors, wireless
communication technologies, and autonomous flying/moving
capabilities, the potential applications of UAVs are rapidly
increasing. For example, they have recently spread from asset
inspection and image capturing to data collection from end
IoT devices [3]. However, one of the major constraints of
battery-powered UAVs is their short flight duration, which lasts
typically for 15-30 minutes [4]. Such a short flight duration
limits the data collection capability of UAVs when they need
to collect data, especially across large areas. Thus, an efficient
data communication protocol is of great importance for the
operation of data collection with respect to both latency and
energy consumption including not only data collectors like a
UAV but also end devices.

Moreover, the lifetime of deployed end devices plays a
vital role for the success of IoT applications. For instance,
various 5G IoT/mMTC applications require that the lifetime
of end devices lasts for 10 years or longer [1] [5]. To achieve
long/ultra-long device lifetime, energy conservation through
duty-cycled (DC) based medium access control (MAC) has
been a legacy solution. However, the nature of DC based
transmissions incurs a shortcoming of potentially long delay
since a message cannot be transmitted when a device is in the
sleep mode. In LoRaWAN [6], for instance, with a DC ratio
of 1%, a device that has just transmitted a packet lasting for
X seconds will have to wait for 99×X seconds for its next
transmission. Consequently, the popularity of DC based data
collection has diminished in many IoT applications, especially
for scenarios that require short delay and low packet loss.

Wake-up radio (WuR), which allows an IoT device to sleep
for most of the time without jeopardizing its capability to per-
form instant data collection, is a convincing technique that can
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meet such lifetime and latency requirements [7] [8]. However,
one of the inherent shortcomings of WuRs is that wake-up
calls (WuCs), which are needed to trigger a data transmission
procedure, are transmitted at a low data rate. This is due to
the fact that wake-up receivers (WuRxs) are typically designed
with low receiver sensitivity since the primary purpose of
WuR is to minimize energy consumption. Such a long WuC
duration induces extra delay in data communication, especially
if a centralized polling approach is adopted, e.g., when a
unicast WuC is adopted for data collection from multiple
devices in a time-division and point-to-point manner. Although
a centralized polling protocol is preferable for periodic data
report, its benefit is achieved at a cost of extra protocol over-
head for handshake between a transmitter and a receiver. To
operate a network utilizing a time-division based mechanism,
coordination or synchronization between a controller and its
covered devices is required. A centralized polling or time-
division based mechanism also faces another drawback of low
slot utilization for sporadic MTC traffic since some devices
may not have any data to transmit during their allocated slots.
To overcome these limitations, distributed access protocols are
preferable for irregular on-demand data collection in WuR
enabled IoT networks, especially under sporadic/low traffic
load conditions. Following a distributed access protocol, only
nodes that have data to transmit will compete for channel
access. Such a procedure can be triggered through a one-to-
many broadcast/multicast WuC, resulting in shorter delay and
higher channel utilization.

However, a shortcoming of distributed access based data
transmission is its vulnerability to potential collisions since a
device in a distributed network is not aware of the transmis-
sion(s) of other devices in the same network. A collision could
occur either when two or more devices initiate their WuCs
simultaneously or when the transmissions of data packets
by more than one device overlap with each other. In the
literature, many protocols that deal with WuC collisions have
been proposed [9]–[11].

To evaluate the performance of these protocols, a few
analytical models have been proposed based on steady state
analysis [12] [13]. However, a main drawback of these models
is the common assumption that there does not exist any
dependency among devices. Moreover, important performance
metrics such as delay distribution, distribution of the number
of collisions, and distribution of the number of backoff (BO)
cycles are not straightforwardly obtainable from these existing
analytical models.

The aforementioned observations triggered our motivation
to propose a multicast triggered synchronous transmission
protocol, abbreviated hereafter as MURIST, to reduce data
transmission latency. By synchronous transmission, it is meant
that multiple devices attempt to transmit their packets at
the same time in a distributed manner, triggered either by
a common WuC or an event observed by multiple devices.
Furthermore, we develop a generic analytical framework that
models the behavior of a set of devices when performing
synchronous data transmissions.

The main contributions and the novelty of this paper are
summarized as follows.

• A WuR based MAC protocol, which initiates a bunch
of synchronous packet transmissions from a cluster of
devices through a common multicast WuC is proposed.

• To model the behavior of the proposed protocol, a generic
analytical framework based on an absorbing Markov
chain is devised. In contrast to steady state based anal-
yses, our framework focuses on analyzing the transient
regime upon the occurrence of a synchronizing event.

• Closed-form expressions for the distribution of BO, suc-
cessful or discarded transmissions, number of collisions,
and access delay distribution are deduced. Energy con-
sumption is also calculated. The accuracy of the model
is validated through extensive discrete-event simulations
and the performance of the protocol is evaluated in
comparison with that of two reference protocols.

To the best of our knowledge, this is the first effort to
develop an absorbing Markov chain based framework to model
the behavior of a set of WuR devices that act in a synchronized
and distributed manner. Moreover, our model focuses on the
analysis of the transient regime upon the occurrence of a
synchronizing event, in contrast to the other steady state based
analyses. We believe that this type of protocol and its perfor-
mance modeling are more appealing in the context of WuR
enabled IoT networks with irregular traffic generation where
transmission epochs do not happen often nor periodically.

The remainder of this paper is structured as follows. In
Sec. II, we provide preliminaries on WuR, summarize the
related network, and highlight the differences between our
work and the existing ones. The network scenario is presented
in Sec. III. Afterwards, we explain the proposed protocol in
Sec. IV. In Sec. V, we develop a novel analytical model and
derive expressions for calculating performance metrics. Then,
numerical results and performance evaluation are presented in
Sec. VI. Finally, the paper is concluded in Sec. VII.

II. PRELIMINARIES AND RELATED WORK

In this section, we first provide some preliminaries and
background information on WuR. Then, the trend of WuR
research and related work are summarized.

A. Preliminaries on WuR

Traditionally, DC based MAC protocols have been the most
popular solution for improving energy efficiency and extending
lifetime of sensor networks. However, DC MAC protocols
suffer from idle listening and overhearing when a device
idly listens to a channel for receiving control messages and
overhears the transmission to other devices, respectively.

In recent years, a paradigm shift from DC MAC to WuR
has been envisaged [7]. A WuR enabled IoT device is operated
in an on-demand manner, i.e., it stays in deep sleep under
normal conditions and wakes up only when it is required to
transmit or receive data. Using a dedicated WuRx, which is
attached to the main radio (MR) of an IoT device, no DC
operation is needed. As such, the two downsides of DC MAC
(i.e., idle listening and overhearing by the MR of the sensor
devices) are avoided. It has been shown that the average energy
consumption of a WuRx is 1000 times lower than that of
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the MRs [7] [14]. Furthermore, the developed WuR in [15]
achieves approximately 70 times longer lifetime than what is
obtained in DC protocols under light traffic load.

In WuR enabled IoT networks, each end device is equipped
with a WuRx that is always awake and consumes ultra-
low energy. Whenever the WuRx correctly receives a WuC
that matches its address, it interrupts its micro-controller unit
(MCU) to switch on the MR for packet exchange. As soon as
the MRs of both transmitter and receiver are active, a packet
communication procedure proceeds. The procedure finishes
with an acknowledgment (ACK) from the receiver. Then, the
MRs of both sides go back to deep sleep, whereas their WuRxs
still remain active listening to channel continuously.

WuR enabled data transmissions can be performed either in
the transmitter-initiated (TI) or in the receiver-initiated (RI)
mode. While the TI mode focuses on event-triggered data
reporting, the RI mode is better suited for aperiodic data
collection. In the TI mode, when an event is observed by
more than one device, they may initiate data transmissions
by emitting their WuCs at (almost) the same time, leading to
WuC collision(s). For data collection, a data collector needs to
initiate data transmissions by sending a WuC to the intended
device. Typically, WuCs are sent as a unicast message in order
to avoid collisions. However, this kind of operation induces
long delay when collecting data from a set of devices since
multiple individual based WuCs and packet transmissions are
needed for both downlink and uplink in order to collect
data consecutively from these devices. Alternatively, multiple
devices may be waked up simultaneously by one common
WuC. However, a collision among data transmissions occurs
if another device or other devices transmit their packets before
the ongoing packet transmission is complete.

B. State-of-the-art and Related Work on WuR

While the research and development efforts on WuR have
been focusing on circuit implementation, system prototyping,
and protocol design during the past decade [9]–[11], the
most recent progress is the trend of coupling WuR towards
real-life systems [23]–[26]. This trend is represented by the
recent standardization activities to enable WuR in both 5G and
wireless fidelity (WiFi) networks [23] [24]. In what follows,
we summarize a few aspects of the state-of-the-art in WuR
research which are most relevant to our work.

1) WuR prototype: Range, sensitivity, and WuC duration:
Targeting at providing decade-long lifetime for IoT devices,
various WuR receivers have been implemented, achieving
a power consumption level of a few microwatts or even
nanowatts [7] [8], [14]–[16]. In our earlier work [8], a WuR
prototype achieving a current consumption level of 390 nA
and offering cellular IoT connectivity via a smartphone has
been implemented. In [16], the authors presented a WuR im-
plementation which achieved an ultra-low power consumption
level of 13 nW. Operated often at the carrier frequency of
868 MHz, the receiver sensitivity of these µW or nW WuR
prototypes is typically around -55 dBm or higher [15] [16].
Consequently, the transmission ranges of WuCs are compara-
tively short [7] [16].

On the other hand, improving WuRx sensitivity could signif-
icantly increase the transmission range of WuC. For example,
the WuRx design reported in [27] achieved a sensitivity level
of -83 dBm, able to cover an estimated distance of 1200
meters. Another implementation achieved a sensitivity level
of -80 dBm at a cost of much higher current consumption
of 1 mA [28]. With this sensitivity level, it is estimated that
a distance of up to 8.7 km may be achieved. Furthermore,
WuC signals are modulated by simple modulation schemes
and transmitted at a very low data rate, e.g., 1 kbps [16].

2) WuR data transmissions: Synchronous vs. asynchronous:
While traditional MAC protocols in wireless sensor networks
(WSNs) focus on how to control power consumption for data
exchange among devices efficiently, WuR MAC protocols need
to coordinate the operations between each WuRx and its MR
(for WuR enabled devices) as well as among neighboring
devices (the same as in WSNs). A data exchange in a WuR en-
abled IoT network can be performed either in an asynchronous
or a synchronous manner, triggered by a WuC initiated from
an MR.

For light and/or sporadic IoT traffic, an asynchronous MAC
protocol is the favorite solution. In [29], an opportunistic
WuR MAC protocol has been proposed through which the
best intermediate/relay node among an IoT device’s neighbors
is selected based on a predefined metric. In [30], a WuR
based MAC protocol for autonomous WSNs was proposed,
enabling asynchronous data communications between a sink
and member IoT devices. To further improve energy efficiency
and reduce end-to-end delay, we proposed two techniques for
data transmissions in WuR enabled IoT networks, known as
early sleeping based on bit-by-bit WuC address decoding and
early data transmission, respectively [19].

On the other hand, synchronous MAC protocols may be
advantageous when multiple devices intend to transmit at
the same time (triggered by an event or/and a common data
collector) or for periodic reporting. Considering that a device
may have multiple packets to transmit, an RI consecutive
packet transmission WuR MAC protocol was proposed to
eliminate multiple competitions [13]. To avoid collision due
to simultaneous WuC or/and data transmissions, various BO
procedures can be employed [12] [19]. However, performing
clear channel assessment (CCA) will consume extra energy.
For RI-based transmissions, introducing a BO procedure could
eliminate collision but would introduce extra delay.

3) Modeling WuR behavior: While earlier work on WuR
performance evaluation focused on simulations and testbeds
[7] [15], analytical models are emerging [25] [35]. However,
the mathematical models developed for carrier sense multiple
access (CSMA) with collision avoidance (CSMA/CA) based
wireless networks, e.g., [31] and [32], are not directly appli-
cable to WuR enabled IoT networks due to WuR’s on-demand
communication nature.

When it comes to modeling the protocol performance of
WuR, most work targeted at either TI-WuR or RI-WuR proto-
cols. For example, a discrete-time Markov chain (DTMC) was
developed to model BoWuR for TI-WuR based WSNs in [18].
An absorbing Markov chain framework was developed for
assessing the performance of TI-WuR in [33] by assuming that
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Fig. 1: A WuC network where a UAV collects data from a cluster of
IoT devices by multicasting a common WuC.

the number of packet failures follows a geometric distribution.
In [12], we presented an M/G/1/2 queuing model to evaluate
the performance of TI-WuR protocols for asynchronous oper-
ations. Moreover, TI-WuR was evaluated analytically in [34]
but collisions were neglected in their calculations. To assess
the performance of RI-WuR protocols, we developed two
associated DTMCs for modeling the behavior of consecutive
packet transmissions in [19]. More recently, a semi-Markov
process based model was developed to analyze the behavior
of WuR compared with discontinuous reception in cellular
networks [25].

However, the aforementioned models were developed from
an individual device point of view without considering the
dependency and synchronous operations among multiple IoT
devices when competing with each other for data transmis-
sion in a network cluster. Furthermore, these existing models
considered only the steady state regime and none of these
models applies to both TI and RI modes. In a nutshell, the
following salient features make the developed model in this
study distinct from the existing ones. That is, 1) the behavior
of a WuR cluster with multiple devices is modeled in our
framework by considering the dependency and synchronous
transmissions among the member devices in the cluster; 2)
our model applies to synchronous WuR data transmissions in
both TI and RI modes with transient behavior. As an example,
we only report a network operated in the RI mode in Sec.
VI of this paper. When the proposed protocol is operated
in the TI mode, we consider that a common event has been
observed simultaneously by multiple devices. In that case, no
common WuC from the data collector is needed. Instead, the
BO procedure is triggered when a common event is observed.

III. NETWORK SCENARIO AND ASSUMPTIONS

Consider a large-scale IoT network that is composed of
multiple network clusters, each with a set of WuR enabled IoT
devices. The coverage of neighboring clusters may or may not
overlap, but each cluster has a unique cluster netmask address.
To collect data, a UAV acts as a data collector. For each data
collection mission, the UAV flies from a base and hovers above
the region of interest for data collection. During one mission,
multiple rounds of data collection will be performed, each
responsible for collecting data from only one cluster.

In Fig. 1, we illustrate an envisaged scenario where a
UAV is collecting data from a region with three clusters.

These end devices are deployed and grouped into multiple
clusters to monitor various environmental, asset, or infrastruc-
ture parameters. As a motivating example, consider that these
devices are deployed along a bridge for critical infrastructure
surveillance. A mission of data collection performed by a UAV
requires therefore high probability of successful transmissions
and low delay. Hereby it is worth highlighting that this type
of scenarios and the proposed protocol fit better event-driven
data collection, whereas DC based transmission protocols by
LoRaWAN, among others, suit better data reporting under
normal circumstances.

Each IoT device in such a network is equipped with a
WuRx associated with its MR. The main task of the WuRx
is to detect a WuC and trigger the MR of the device for data
communication if the WuC address matches. After receiving
a WuC from the UAV, the devices with the same netmask
address, e.g., the member devices in the same cluster, wake
up simultaneously. They will then compete with each other
for data uploading towards the UAV over a single hop. In
this way, the IoT devices in the same cluster perform data
transmissions in a synchronous manner. Following the protocol
to be presented in Sec. IV, each round of data collection is
triggered by a multicast WuC message emitted from the UAV
and operated in the RI mode.

In this study, we assume that the downlink WuC transmis-
sion from the UAV can reach all member IoT devices in a
cluster but it does not cover all devices in the same region.
The same assumption applies to uplink traffic for data packet
transmissions. During the data collection procedure of each
round for any cluster, the UAV remains stable in the air.
However, how to partition devices into clusters and how to
design an optimal trajectory for flying the UAV across multiple
clusters in the region of interest are beyond the scope of this
paper. Similarly, we do not consider the power consumption
for UAV aviation. Furthermore, we assume that the channel
between the UAV and any member device is error-free for both
uplink and downlink, and the propagation delay is negligible.

As a WuR enabled device, each end device is operated in
three different operation modes: deep sleep, light sleep, or
active. In the deep sleep mode, the MR sleeps, whereas its
WuRx is always on. In the light sleep mode, the function of the
MR is partially on, being able to decode and validate WuCs. In
the active mode, the MR is entirely operating and it performs
data transmissions. As an example, the current consumption
for these three modes is 0.39 µA for deep sleep, 1.9 µA for
light sleep, and 5.3/5.4 mA for data transmission and ACK
reception, respectively [8].

IV. MURIST: PRINCIPLE AND OPERATIONS

In this section, we propose a MAC protocol for synchronous
data transmissions of a cluster of WuR enabled IoT devices fo-
cusing on collision avoidance, shortening delay, and reducing
energy consumption.

A. The Principle of MURIST

For each round of data collection, a WuC with the common
netmask address of a cluster is emitted by the data collector. In
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Fig. 2: Illustration of packet transmissions in MURIST MAC: An example with three devices competing with each other. There are four
cycles of competition for this small-scale cluster. A collision occurred during the second cycle.

MURIST, we adopt a multicast address to wake up a cluster of
devices synchronously instead of waking them up individually.
There are two reasons that explain the rationale behind our
design: 1) the data rate for transmitting WuCs is typically
low, especially when a longer range is considered [7] [16];
and 2) a netmask (common for a cluster of devices) is shorter
than a unicast address (unique for each individual device).
For instance, a netmask for a cluster of devices could be
adopted as the multicast address [17]. Following the bit-by-bit
WuC address decoding principle implemented in our earlier
work [19], those devices which lie in the overlapping area but
do not belong to the corresponding cluster will go back to
deep sleep before the netmask address is fully decoded.

Clearly, adopting a multicast address instead of a unicast
address would lead to shorter delays. While a mulicast WuC
is targeted at waking up a cluster of devices in a one-to-many
manner, a unicast WuC is intended to wake up a specific
device which is uniquely identified. Consider a network cluster
with N devices and a data collector. By unicast transmission,
it is meant that such a data transmission occurs in a one-
to-one manner for both uplink and downlink. Therefore, the
duration of a data collection round would require N WuCs
plus N data frame transmissions when unicast transmission
is adopted. Using our protocol, the duration contains only
one WuC transmission plus N data frame transmissions.
However, collisions need to be resolved, as explained in the
next subsection.

B. The Operation of MURIST

In an IoT network operated based on MURIST, each device
needs to follow the principle of the proposed protocol which
is illustrated in Algorithm 1. When the preamble of a WuC is
detected by the WuRx of a device, it triggers the MR to switch
on partially to the light sleep mode for WuC address validation.
If the decoded address matches the multicast address and the
device has data to report, the MR of the device will fully wake
up to the active mode. On the other hand, those devices that

Algorithm 1: MURIST Operation for Each Device
1 Start channel access competition: A WuC from a data

collector is correctly decoded
Input : Max attempt; CW
Output: ST = 1 (successful transmission) or ST = 0

(unsuccessful transmission)
2 Initialization: Num of attempt = 0; ST = 0
3 while ST = 0 & Num of attempt < Max attempt do
4 Channel status = idle;
5 BO slot counter = random[0, CW − 1]; //: Select a

random BO interval from [0, CW − 1]
6 Num of attempt = Num of attempt+ 1;
7 while Channel status = idle & BO slot counter > 0

do
8 BO slot counter = BO slot counter − 1;
9 Channel status = EnergyDetection(); //:Channel

status assessment. Returns idle or busy
10 end
11 if Channel status = busy then
12 Clear the BO slot counter; //: Discard the remaining

BO interval;
13 Go to light sleep for the ongoing packet transmission

duration; //: Another device is sending
14 else
15 Transmit a packet; //: Send a packet to the data

collector since the channel is idle
16 Set ACKTimeout timer; //: Wait for an ACK from the

data collector
17 if ACK is received within ACKTimeout then
18 ST = 1; //: Transmission is successful
19 end
20 end
21 end
22 Go to deep sleep.

do not have a packet to transmit will return to deep sleep right
after light sleep and therefore will not participate in channel
access competition.

To collect data from a cluster, multiple rounds of transmis-
sion competitions (each referred to as a BO cycle or simply
a cycle) may be needed. During any BO cycle, each active
device selects a random BO interval uniformly from the range
of [0, CW −1], where CW represents the contention window
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size and the BO interval is equal to the selected integer number
multiplied by the BO slot duration. Then it starts to count
down its BO interval slot-by-slot. During each BO slot, the
device performs energy detection, which is one of the five
CCA modes defined in the IEEE 802.15.4 standard [20], to
check channel status. Since energy detection is performed
by simply integrating the square of the received signal or
signal envelope without any a priori knowledge on the type of
underlying modulation scheme, it consumes less energy as no
decoding by MCU is needed [21]. Therefore, we adopt energy
detection in MURIST.

When multiple devices compete for channel access during
any BO cycle, a device may regard itself as the winner of
the current channel access contention when its BO counter
reaches 0 and the channel is assessed as being idle. Imme-
diately, it transmits its packet. However, since there is no
coordination among competing devices, two or more devices
may have the same assessment, resulting in a collision. In
other words, a device wins the competition and transmits its
data frame successfully if and only if it is the sole device
that selects the minimum BO interval. A frame transmission
finishes when an ACK message is received by the device.
Immediately afterwards, the winning device goes back to deep
sleep.

On the other hand, the remaining devices which did not win
the channel access competition would discard their remaining
BO slot countdowns and compete for access in the next round
by selecting another BO interval, still from [0, CW-1]. During
the period when the winning device is transmitting, the MRs of
the other devices would remain in the light sleep mode. This
implies that each device knows the duration of an ongoing
frame transmission, which is assumed to be the same for all
frame transmissions. This procedure will continue until all
devices have finished their data packet exchanges, meaning
that they have either successfully transmitted their packets
or the maximum number of transmission attempts has been
reached. Note that no ACK from an end device upon the
reception of a WuC is needed prior to data transmission since
the UAV is always active, ready to receive data during the
whole period of each data collection mission.

As an example, Fig. 2 illustrates the operation of the
MURIST protocol for a single packet transmission in a small-
scale network with three IoT devices A, B, C, and one data
collector. Upon receiving a common WuC from the data
collector, these three devices compete for data transmission.
At the first round of competition, i.e., during Cycle 1, device
C is the only one that selects the lowest BO slot number,
hence winning the competition. Then, it transmits a data packet
to the data collector and waits for an ACK. As soon as an
ACK from the UAV is received, device C goes back to the
deep sleep mode. In the next competition round, i.e., during
Cycle 2, devices A and B select the same BO slot interval.
Thus a collision occurs. Thereafter, devices A and B follow
the same procedure until they have successfully transmitted
their packets (as an example shown in Fig. 2) or have reached
the maximum transmission limit (as a general rule).
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BO cycle

BO slot

L slots

L− 1 slotsDTMC
time rep.

Data Packet ACK/
ACKTimeout

Fig. 6. Illustration of a BO cycle which consists of multiple BO slots
and a successful or an unsuccessful packet transmission. The DTMC models
represents the sum of the BO slots and the first slot of the packet transmission.

C. Design example based on class-F−1 theory

To understand the usefulness of the presented theory, as-
sume the rectifying element has the following parameters:
Vmax = 10 V, Ron = 5 Ω, Vtr = 0.7 V and P (f0) = 1 W.
First, (27) is used to calculate Imax = 456.7 mA. Next, the
DC voltage and current are evaluated using (19) and (22),
respectively, to give VDC = 1.75 V and IDC = 218.2 mA.
The fundamental frequency voltage and current Fourier co-
efficients are then calculated to be V (f0) = 6.896 V and
I(f0) = −290 mA, respectively. The DC and fundamental
frequency resistances are then calculated using (30) and (31)
to be RDC = 8.02 Ω and R(f0) = 23.77 Ω, respectively. The
efficiency is then calculated using (32) to be η = 38.18 %.
If the input power is selected as 0.1 W rather than 1 W, the
resultant efficiency is 72.43 % instead. A specific rectification
device will always have an approximate input drive level at
which it can be most efficient, just as with power transistors in
power amplifiers. To maximize efficiency, the goal is always to
minimize the amount of power dissipation in the on-resistance
of the rectifying element and maximize the power dissipated
in the DC load resistor.

III. SCHOTTKY-DIODE CLASS-C RECTIFIER

The Skyworks SMS7630 Schottky diode in the SC-79 pack-
age was selected for the half-wave rectifier. Source-pull was
performed at 2.45 GHz with 0-10 dBm available input power
for various DC loads in order to identify the combination
of input power, fundamental load and DC load resulting in
highest efficiency. The best case occurred at 6 dBm input
power, with the source-pull contours being shown in Fig. 7.
The on-resistance of the SMS7630 is 20 Ω with the optimal
DC load of 1080 Ω. Therefore Ron is approximately 2% of
RDC , which in theory is 4% of Rs(f0). From Fig. 3, a peak
efficiency of 87% occurs with infinite harmonic terminations,
therefore the achieved 77.6% is very reasonable considering
only the 2nd and 3rd harmonics were explicitly terminated.

Measurements of a rectifier designed using the source-pull
data show a maximum RF-DC conversion efficiency of 72.8%
when matched to 50Ω, obtained after the 0.6 dB matching
network loss is de-embedded. The fabricated rectifier and DC
load sweep measurements are shown in Fig. 8. Open circuit
shunt stubs are used to present short-circuit terminations at
the second and third harmonic. A shunt capacitor is used for
presenting the fundamental frequency impedance to reduce
size and allow tunability. The reduction in efficiency relative
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Fig. 7. Source-pull contours with available input power to the diode set to
6 dBm. The impedance is referenced to the junction capacitance of the diode,
therefore the lead inductance of the package has been compensated for. Setting
RDC to 1080 Ω was found to result in the optimal efficiency for this input
power. The highest efficiency of 77.6% is obtained at Zp6 = (68 + j245)Ω
with VDC=1.82 V.
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which is lower than the 1080 Ω found during source-pull. However, the effi-
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to the source-pull measurements is due to the matching circuit
not presenting the ideal impedance found during source-pull.

The class-C rectifier can be applied to improving the ef-
ficiency of a wireless powering reception device as demon-
strated in [?] with a dual-linearly polarized patch rectenna,
with a rectifier circuit for each polarization. In this circuit, the
first 5 harmonics are shorted and the impedances are validated
by calibrated measurements and are presented in [?].

IV. TRANSISTOR CLASS-F−1 RECTIFIER

To prove experimentally the duality between harmonically
terminated PAs and rectifiers, a high-efficiency class-F−1 PA
was designed, measured first as an amplifier, and then as a
rectifier. In the rectifier measurements, RF power is input into
the drain which is unbiased. The gate is terminated in a vari-
able impedance and biased close to pinch-off. Measurements
of efficiency and DC voltage are performed in time domain
as a function of input RF power, gate RF load, gate bias and
drain DC load.

Fig. 3: Illustration of a BO cycle which consists of multiple BO slots
and a successful or an unsuccessful packet transmission. The DTMC
models represents the sum of the BO slots and the first slot of the
packet transmission.

V. AN ABSORBING MARKOV CHAIN BASED MODEL

To evaluate the performance of the proposed protocol, we
develop an absorbing Markov chain based model as presented
below. The model describes the state of a network cluster
from the perspective of a randomly selected device in it,
which we refer to as a tagged device. The remaining devices
in the network cluster are referred to as other devices. The
model captures the behavior of the network over a finite time
period that goes from the occurrence of a triggering event,
which initiates the transmission of a packet from each of the
devices in the cluster, to the moment when the tagged device
finishes. During this period, the network is regarded as being
operated in a transient state. The tagged device finishes when
it either acquires access to the channel and transmits the packet
successfully or discards the packet because the maximum
number of channel access attempts, denoted by M , has been
reached. From the analysis of the model, we derive several
performance metrics for the tagged device. Note, however,
that these performance metrics are representative for the whole
cluster of devices since the tagged device is randomly selected
among the N devices in the cluster. A list of notations that are
used in our analytical framework is summarized in Table I.

A. Modeling the Network Cluster Behavior via an Absorbing
Markov Chain

Our model is based on a DTMC, {Xt}t≥0, with M + 1
absorbing states, denoted by a1, a2, . . . , aM+1, respectively.
Absorption into ai, i = 1, . . . ,M , corresponds to the case
in which the tagged device managed to transmit at the i-th
attempt, whereas absorption into aM+1 corresponds to the
case in which the packet was discarded after M unsuccessful
attempts.

Throughout this section, we use a discrete-time framework
with a time unit being the duration of one BO slot. The
evolution of the DTMC only includes the time spent in BO and
the first slot used for transmission in each BO cycle, i.e., for
each round of transmission competition, as illustrated in Fig. 3.
In other words, if L denotes the duration of the transmission
of a packet measured in terms of number of BO slots, there
are L − 1 slots that are used for transmission in each BO
cycle but they are not counted in the DTMC. Note that these
L− 1 slots will nevertheless be counted for delay calculation.
Bearing this in mind, we can easily map the DTMC time to
the actual time (as seen by the tagged device) as follows.

If the DTMC is absorbed into ai at time t′, the time elapsed,
in terms of number of BO slots, until the tagged device
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TABLE I: List of notations used in the analytical framework

Notation Description

N Number of nodes in the network cluster
M Maximum number of transmission attempts
CW Contention window size
L Duration of a packet measured in terms of number of BO

slots
ai, i = 1, . . . ,M Absorbing state, corresponding to the case in which the

tagged device managed to transmit at the i-th attempt
aM+1 Absorbing state, corresponding to the case in which the

packet was discarded after M unsuccessful attempts
Xt = 1, . . . ,M BO stage
Yt = 1, . . . , ȳ(Xt) Number of devices that have already managed to transmit
ȳ(X) = min(X −
1, N − 1)

Maximum number of devices that may have transmitted
before BO stage X

Zt = 1, . . . ,WXt
Slot counter of the current BO cycle

Wm Length of the contention window at BO stage m
Bm,n Set of states of a BO cycle, at BO stage m, with N − n

devices that have not been able to transmit yet
V

(n)
m Sojourn time in Bm,n
ti Column vector with the transition probabilities from each of

the transient states to ai
T Square matrix that contains the transition probabilities be-

tween transient states
α Initial probability vector of the transient states
γi Probability of the tagged device transmitting at the i-th

attempt
Ps Probability of the tagged device transmitting successfully a

packet
Pd Probability of the tagged device discarding a packet
cr(m,n) Probability that from the m-th BO cycle onward, with n

other devices having transmitted successfully over the m−1
previous BO cycles, the tagged device will suffer r collisions
and eventually make a successful transmission

E[C] Expected number of collisions
E[XBO

slots] Expected number of BO slots for a successful device
E[XBO

cycles] Expected number of attempts for a successful device
D A random variable representing the delay until the tagged

device has either successfully transmitted the packet or
discarded it

Dst Expected delay experienced by a packet transmitted success-
fully

Etx Energy consumption for a successful packet transmission
Ec Energy consumption for a collided packet transmission
Eslot Energy consumption for an idle BO slot
Eid Energy consumption for an idle transmission slot
Est Average energy consumed by the tagged device for a suc-

cessful transmission

successfully finishes its transmission at the i-th attempt is
obtained by

t = t′ + i(L− 1), i = 1, . . . ,M. (1)

Similarly, if the DTMC is absorbed into aM+1 at time t′,
the time elapsed until the tagged device discards the packet is

t = t′ + (M − 1)(L− 1) + 1. (2)

The transient states (i.e., those that are not absorbing) are
represented as Xt = (Xt, Yt, Zt), where Xt = 1, . . . ,M is
the BO stage, Yt = 1, . . . , ȳ(Xt) is the number of devices that
have already managed to transmit, ȳ(X) = min(X−1, N−1)
is the maximum number of devices that may have transmitted
before BO stage X , Zt = 1, . . . ,WXt

is the slot counter of
the current BO cycle, and Wm is the length of the contention
window at BO stage m.

As mentioned above, the duration of a BO cycle in our
model comprises the proper BO, which is equal to the shortest
BO period selected among all the active devices in the network
plus the first slot of the packet transmission phase for the
winning device. At each cycle, the tagged device will make a

transmission attempt and its BO stage is increased by one.

The states in Bm,n = {(m,n, k) | k = 1, . . . ,Wm} are the
possible phases of a BO cycle, at BO stage m, with N − n
devices that have not been able to transmit yet. A BO will start
at state (m,n, 1) and will progress through the states (m,n, 2),
. . ., (m,n, ktx), where ktx is the first slot in the cycle with
a transmission. The chain then exists Bm,n from (m,n, ktx)
and moves to am (if the tagged device gained access to the
channel); to Bm+1,n+1 (if access to the channel was obtained
by another device); to Bm+1,n (if a collision occurred); or to
aM+1, an absorption state corresponding to a collision or other
device gaining access to the channel when m = M (i.e., it is
the last attempt). Note that there are (at most) M BO cycles
and that the absorbing state aM+1 bears a different meaning
from the other absorbing states, in which the tagged device
could not transmit in any of the M BO cycles.

The duration of such a cycle, ktx, (or equivalently, the
sojourn time in Bm,n) is described by the following random
variable

V (n)
m = min

j=1,...,n
Uj , (3)

where U1, . . . , Un and U0 (to be used later) are independent
and identically distributed discrete uniform random variables
with support {1, . . . ,Wm}. Here we are assuming that the
devices draw their BO times from a uniform distribution.
However, the model could be easily adapted to other BO-time
distributions (e.g., geometric, as in ALOHA-like protocols).

The transition matrix of the DTMC has the following form

P =


T t1 · · · tM+1

0 1
...

. . .
0 1

 , (4)

where ti is a column vector with the transition probabilities
from each of the transient states to ai, and T is a square matrix
that contains the transition probabilities among transient states.

The detailed block-structure of T is given by (5) at the top
of the next page.

From state (m,n, k), there are four possible transitions
corresponding to the four different events that can occur at
the k-th slot of the BO procedure:

1) no device starts transmitting, (m,n, k)→ (m,n, k+1);
this transition is not possible if k = Wm;

2) the tagged device starts transmitting and wins access to
the channel (since the other devices have selected larger
BO values), (m,n, k)→ am;

3) any of the N−n−1 other devices starts transmitting and
wins access to the channel, (m,n, k)→ (m+1, n+1, 1),
if m < M ; and (m,n, k)→ aM+1, if m = M ;

4) two or more devices start transmitting and a collision
occurs, (m,n, k) → (m + 1, n, 1), if m < M ; and
(m,n, k)→ aM+1, if m = M .

Denote the probabilities of these transitions by p0(m,n, k),
pt(m,n, k), po(m,n, k) and pc(m,n, k), respectively. They
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T =



T 1,0 C1,0 O1,0

T 2,0 C2,0 O2,0

T 2,1 C2,1 O2,1

T 3,0

T 3,1

T 3,2

. . .

TM−1,0 CM−1,0 CM−1,0

. . .
. . .

. . .

TM−1,ȳ(M−1)

TM,0

. . .

TM,ȳ(M)



, (5)

are given as follows:

p0(m,n, k) =
P
(
V

(N−n)
m ≥ k + 1

)
P
(
V

(N−n)
m ≥ k

)
=

(1− k/Wm)
n

(1− (k − 1)/Wm)
n =

(Wm − k)n

(Wm − k + 1)n
, (6)

pt(m,n, k) =
P(U0 = k, V

(N−n−1)
m > k)

P(V
(N−n)
m ≥ k)

=
1/Wm (1− k/Wm)

n−1

(1− (k − 1)/Wm)
n =

(Wm − k)n−1

(Wm − k + 1)n
, (7)

po(m,n, k) = (N − n− 1)pt(m,n, k)

= (N − n− 1)
(Wm − k)n−1

(Wm − k + 1)n
, (8)

pc(m,n, k) = 1− p0(m,n, k)− pt(m,n, k)− po(m,n, k)

= 1− (Wm − k)n + (N − n)(Wm − k)n−1

(Wm − k + 1)n
. (9)

Furthermore, we introduce the probabilities pct(m,n, k) and
pco(m,n, k), which will be used later in Subsection V-C2).
They are the probabilities of the two options when there is a
collision: either the tagged device is involved in the collision,

pct(m,n, k) =
P(U0 = k, V

(N−n−1)
m = k)

P(V
(N−n)
m ≥ k)

=
(Wm − k + 1)n−1 − (Wm − k)n−1

(Wm − k + 1)n
, (10)

or only other devices were involved, pco(m,n, k) =
pc(m,n, k)− pct(m,n, k).

Let us group these probabilities into block vectors as

txm,n =

 px(m,n, 1)
...

px(m,n,Wm)

 , (11)

where x is a placeholder for ‘t’ (tagged), ‘o’ (other), ‘c’
(collision), ‘ct’ (collision tagged), or ‘co’ (collision others).

Now, we can give the expressions of the blocks of T , and
of the vectors t1, . . . , tM+1 introduced in (4) as follows

Tm,n =


0 p0(m,n, 1)

. . . . . .
0 p0(m,n,Wm − 1)

0

 , (12)

Cm,n =
[
tcm,n 0 · · · 0

]
, (13)

Om,n =
[
tom,n 0 · · · 0

]
, (14)

ti =



0
...
0
tti,0

...
tti,ȳ(i)

0
...
0


, tM+1 =



0
...
...
...
0

toM,0 + tcM,0

...
toM,ȳ(M)+tc

M,ȳ(M)


, (15)

where i = 1, . . . ,M , and 0 denotes a column vector of zeros
of an appropriate size.

B. An Example with Three End Devices

Before we continue with performance analysis, let us
present a simple example of the model by considering a small-
scale cluster as shown in Fig. 2 with N = 3 devices (the
tagged device plus two other devices). The maximum number
of transmission attempts is configured as M = 2, and the
contention window sizes are set as W1 = 2 and W2 = 4 for
the first and second transmission attempt, respectively.

Accordingly, there are three absorbing states (a1, a2, a3).
The absorption of the DTMC into each of them represents
the three possible outcomes of a transmission round: a1, the
tagged device manages to transmit successfully at the first
attempt (i.e., it is the unique device that selected the minimum
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BO interval in the first BO cycle); a2, the tagged device
manages to transmit successfully in its second attempt; a3, the
tagged device was not able to transmit successfully neither in
the first nor in the second attempt.

Then, there are W1 + 2W2 = 10 transient states that are or-
ganized into three blocks. That is, B1,0 = {(1, 0, 1), (1, 0, 2)},
B2,0 = {(2, 0, 1), (2, 0, 2), (2, 0, 3), (2, 0, 4)}, and B2,1 =
{(2, 1, 1), (2, 1, 2), (2, 1, 3), (2, 1, 4)}. The states in B1,0 rep-
resent the two possible phases of the first BO cycle. Similarly,
the states in B2,0 or B2,1 represent the four possible phases
of the second BO cycle. The matrices T 1,0, T 2,0 and T 2,1

contain the transition probabilities between the states inside
each block.

The DTMC starts at the first state in B1,0 and will leave
that block of states because one of the following three events
happens: a transition into the B2,0 block (a collision occurs);
a transition into the B2,1 block (one of the two non-tagged
devices manages to transmit successfully); or absorption into
state a1 (the tagged device manages to transmit successfully).
The transition probabilities for each of these three outcomes
are the entries of C1,0, O1,0, and tt1,0, respectively.

Now, consider that the DTMC is in block B2,1, which
means that it is at the second BO cycle and one of the non-
tagged devices transmitted successfully in the first BO cycle.
Since the maximum number of attempts (i.e., BO cycles)
is M = 2, there are only two possible outcomes for the
DTMC to abandon B2,1: absorption into state a2 (the tagged
device manages to transmit successfully) or absorption into
state a3 (the tagged also fails in the second, which is also
its last, attempt, and another device wins the contention or a
collision occurs). The transition probabilities for each of these
two possible outcomes are the entries of tt2,1 and to2,1 + tc2,1,
respectively.

Correspondingly, the transition matrix of the DTMC is given
as

P =


T 1,0 C1,0 O1,0 tt1,0 0 0
0 T 2,0 0 0 tt2,0 to2,0 + tc2,0
0 0 T 2,1 0 tt2,1 to2,1 + tc2,1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 , (16)

where the first three block rows, and block columns, are asso-
ciated with the state blocks B1,0, B2,0 and B2,1 respectively;
and the last three rows (and columns) are associated with the
absorbing states a1, a2, and a3.

The entries of the block matrices corresponding to the
transitions between transient states (the upper-left part of P )
are obtained as follows:

T 1,0 =

[
0 p0(1, 0, 1)
0 0

]
, C1,0 =

[
pc(1, 0, 1) 0 0 0
pc(1, 0, 2) 0 0 0

]
,

O1,0 =

[
po(1, 0, 1) 0 0 0
po(1, 0, 2) 0 0 0

]
. (17)

T 2,0 =

0 p0(2, 0, 1) 0 0
0 0 p0(2, 0, 1) 0
0 0 0 p0(2, 0, 1)
0 0 0 0

 ,

T 2,1 =


0 p0(2, 1, 1) 0 0
0 0 p0(2, 1, 1) 0
0 0 0 p0(2, 1, 1)
0 0 0 0

 . (18)

Finally, tt1,0, t
t
2,0, t

o
2,0, t

c
2,0, t

t
2,1, t

o
2,1, t

c
2,1 are column vectors

whose general form is given in (11).

C. Performance Analysis

The metrics that we consider in the performance analysis are
the following: 1) distribution of successful and discarded trans-
missions, as well as number of BO cycles prior to a successful
transmission; 2) distribution of the number of collisions; 3)
access delay distribution; and 4) energy consumption. These
metrics are defined and obtained as follows.

1) Distribution of successful and discarded transmissions,
and number of BO cycles for a successful transmission: Let
α = [1 0 · · · 0] be the initial probability vector of the transient
states. Then, the probability of absorbing into ai at time t is
given by

γi(t) = αT t−1ti, i = 1, . . . ,M + 1; t ≥ 1. (19)

Furthermore, it is evident that

γi(t) = 0, i = 1, . . . ,M + 1; t ≤ 0. (20)

From here, we obtain the probability that the tagged device
manages to transmit at the i-th attempt as

γi =
∑
t≥1

γi(t) = α(I − T )−1ti, i = 1, . . . ,M ; (21)

the probability of the tagged device discarding the packet as

Pd = α(I − T )−1tM+1, (22)

and the probability of successful transmission as

Ps =

M∑
i=1

γi = α(I − T )−1
M∑
i=1

ti = 1− Pd, (23)

where I denotes the identity matrix of an appropriate size.
Using (21), we can write the mean number of attempts (or

BO cycles) for a successful device as

E[XBO
cycles] =

1

Ps

M∑
i=1

iγi =
α(I − T )−1

∑M
i=1 iti

α(I − T )−1
∑M
i=1 ti

. (24)

The time to absorption measured in number of slots is equal
to the number of BO slots plus one transmission slot per BO
cycle. Thus, the mean number of BO slots to absorption can
be obtained as

E[XBO
slots] =

1

Ps
α(I − T )−2

M∑
i=1

ti − E[XBO
cycles]

=
α(I − T )−1

(
(I − T )−1

∑M
i=1 ti −

∑M
i=1 iti

)
α(I − T )−1

∑M
i=1 ti

. (25)

2) Distribution of the number of collisions: Herein, we
derive the distribution of the total number of collisions for
a device that manages to transmit successfully in the end.
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Denote by cr(m,n) the probability that from the m-th
BO cycle onward, with n other devices having transmitted
successfully over the m − 1 previous BO cycles, the tagged
device will suffer r collisions and eventually make a successful
transmission. The distribution of the number of collisions for
a successful node, {c0, c1, . . . , cM−1}, is simply given by

P(C = r) =
cr(1, 0)

Ps
, r = 0, . . . ,M − 1. (26)

Before we provide a recursive method to compute cr(1, 0), we
need first to introduce further notation and results.

It is not difficult to show that in the m-th BO cycle, with
N − n devices trying to transmit, the probability of outcome
x ∈ { ‘t’, ‘o’, ‘c’, ‘ct’, ‘co’ } is

px(m,n) = [1 0 · · · 0](I − Tm,n)−1txm,n. (27)

Now, it is easy to check that the following recursion applies
for m = 1, . . . ,M − 1 and n = 0, . . . ,min(M − 1, N − 2):

c0(m,n) = pt(m,n) + po(m,n)c0(m+ 1, n+ 1)

+ pco(m,n)c0(m+ 1, n), (28)

cr(m,n) = po(m,n)cr(m+ 1, n+ 1)

+ pco(m,n)cr(m+ 1, n) + pct(m,n)cr−1(m+ 1, n),

r = 1, . . . ,M −m; (29)

and the initial conditions are:

c0(m,N − 1) = 1, m ≥ N ; (30)

c0(M,n) = pt(M,n), n ≤ min(M − 1, N − 2). (31)

3) Delay distributions: Let D be a random variable that
represents the delay until the tagged device has either suc-
cessfully transmitted the packet or discarded it. Then,

P(D = t) =

M∑
i=1

γi
(
t−i(L−1)

)
+γM+1

(
t−(M−1)(L−1)+1

)
.

(32)
The delay distributions conditioned on the tagged device
transmitting successfully and discarding the packet are given
respectively as

Ps(D = t) =
1

Ps

M∑
i=1

γi
(
t− i(L− 1)

)
(33)

and

Pd(D = t) =
1

Pd
γM+1

(
t− (M − 1)(L− 1) + 1

)
. (34)

From the deduced delay distribution, we can obtain the
average access delay, which is meaningful for successfully
transmitted packets. The expected access delay, denoted by
Dst, is defined as the average duration from the instant when
the first bit of a WuC message sent by the data collector
arrives at the WuRx until the moment when the data packet is
successfully transmitted from the MR and an ACK is received.
Accordingly, Dst can be calculated as

Dst = Twuc + E[XBO
cycles]Tt + E[XBO

slots]Tslot, (35)

TABLE II: Network Parameter Configurations [7] [19] [22]

Radio type Parameter Value Unit

Common Supply voltage 3 V

WuR device

Data rate 250 kbps
CCA current 20.28 mA
CCA duration 128 µs
Transmission current 17.4 mA
BO current 5.16 mA
Reception current 18.8 mA

(Main radio) Idle current 20 µA
SIFS duration 192 µs
Payload size 35 bytes
Slot duration 320 µs
Contention window size 16, 32 slots
Maximum transmission attempts (M ) 7, 4, 29 times

WuR device

WuC reception current (light sleep) 8 µA
Deep sleep current 3.5 µA
MCU switching current 2.7 µA

(WuRx) Time to switch on MCU 1.79 ms

Data Collector

WuC duration 12.2 ms
WuC address length 16 bits
WuC transmission current 152 mA
ACK frame size 11 bytes

(e.g., UAV) Reception current 18.8 mA
SIFS duration 192 µs

where Twuc, E[XBO
cycles], and E[XBO

slots] are WuC duration, aver-
age number of BO cycles, and average number of BO slots; Tt
and Tslot are the expected delays from the time a device wins
a competition until the packet is successfully received by the
data collector (including the reception of ACK) and an idle
slot-time, respectively. Furthermore, E[XBO

cycles] and E[XBO
slots]

can be obtained by (24) and (25), respectively. Tt is given
by

Tt = TMST + Tdata + TSIFS + Tack, (36)

where TMST , Tdata, TSIFS , and Tack are the time needed
for fully activation of MCU, data packet transmission, short
inter-frame space (SIFS), and ACK frame transmission, re-
spectively. Note that, in the above calculations, D is a random
variable and it does not include Twuc whereas Dst represents
a mean value including all delays. The other delays in (36)
will be included in the calculation of Dst in (35) considering
that L = Tt/Tslot.

4) Energy consumption: Denoted by Est, it represents the
average energy consumption required by a device to success-
fully transmit a packet. Est is calculated as the average energy
consumed by the tagged device from the moment its MR
wakes up from deep sleep upon arrival of a WuC until a data
packet is successfully delivered and an ACK is received. Est
can be calculated as

Est = E[XBO
slots]Eslot + Etx + E[C]Ec+

(E[XBO
cycles]− E[C]− 1)Eid, (37)

where Etx, Ec, Eslot, and Eid are the energy consumption for
a successful packet transmission, collided packet transmission,
for an idle BO slot, and for an idle transmission slot, respec-
tively. The mean number of collisions, E[C], can be obtained
from the distribution of the number of collisions presented in
(26). Etx and Ec can be respectively obtained by

Etx = EMST + Edata + ESIFS + Eack,

Ec = EMST + Edata + ESIFS + Eout,



GHOSE et al.: ON THE BEHAVIOR OF SYNCHRONOUS DATA TRANSMISSION IN WUR ENABLED IOT NETWORKS 11

TABLE III: Analytical vs. Simulation Results

CW N Ps Avg. BO slots Avg. # attempts
Anal. Sim. Anal. Sim. Anal. Sim.

16 08 0.730 0.734 7.455 7.512 4.110 4.120
16 10 0.543 0.549 5.199 5.292 4.105 4.152
16 12 0.420 0.421 3.883 3.892 4.100 4.098
16 14 0.334 0.337 3.018 2.992 4.095 4.071
16 16 0.270 0.269 2.407 2.366 4.09 4.086
16 18 0.222 0.221 1.955 1.972 4.085 4.086
16 20 0.184 0.185 1.610 1.644 4.08 4.113

32 08 0.804 0.805 17.320 17.277 4.059 4.039
32 10 0.622 0.622 12.558 12.543 4.058 4.045
32 12 0.501 0.504 9.770 9.853 4.056 4.081
32 14 0.415 0.415 7.917 7.824 4.055 4.034
32 16 0.350 0.352 6.591 6.510 4.054 4.011
32 18 0.301 0.302 5.595 5.526 4.052 4.031
32 20 0.261 0.261 4.819 4.806 4.051 4.031

where Edata, EMST , ESIFS , Eack, and Eout are the energy
consumption for data packet transmission, fully activation of
MCU, SIFS, ACK reception, and ACKTimeout, respectively.

VI. SIMULATIONS AND NUMERICAL RESULTS

In this section, we first validate the mathematical model by
comparing the results obtained from the analytical framework
with that obtained from simulations. Then, the performance of
the MURIST protocol is evaluated by considering a variable
number of IoT devices in the considered network cluster. We
also compare the performance of MURIST with that of CSMA
wake-up radio (CSMA-WuR) [12] and backoff enabled sub-
carrier modulation wake-up radio (BoWuR) [18], as well as
with unicast based data collection. For the sake of simulation
simplicity, we keep the contention window size identical for
both initial and retransmission attempts. Note nevertheless that
the DTMC model is generic and it applies to both identical
and variable window sizes.

A. Simulation Setup and Model Validation

Consider a WuR enabled IoT network cluster operated
in the RI mode. A data collection round is initiated by a
data collector (e.g., a UAV) by sending a multicast WuC to
all devices in the cluster. Upon decoding and validating the
multicast WuC, all devices simultaneously start the BO and
data transmission procedure following the MURIST protocol.
In the meantime, each IoT device maintains a timestamp from
the instant it receives the WuC in order to track the status of
the current packet transmission. The timestamp expires either
with a successful transmission or an unsuccessful transmission
when the maximum number of transmission attempts (i.e., M )
has been reached.

To verify the accuracy of the model, we developed a custom-
built discrete-event simulator in MATLAB which mimics the
behavior of the studied protocols. Simulations were carried out
for a network cluster with the number of devices varying in the
range of N ∈ {4, 8, 10, . . . , 20}. Unless otherwise stated, the
network and device parameters are configured according to
Table II. It is worth highlighting that the simulation results
are independent of the analytical framework presented in
the previous section. On the other hand, to investigate the
performance of MURIST when multiple clusters are involved
is beyond the scope of this paper as it requires designing a

Fig. 4: MURIST: Successful transmission probability when the num-
ber of devices, N , varies in the network.

Fig. 5: MURIST: Successful transmission probability as the maxi-
mum number of transmission attempts, M , varies.

device clustering algorithm [17] and UAV flying trajectory
planning.

Let us first compare the analytical and simulation results
presented jointly in Table III with three parameters. They are,
successful transmission probability Ps, average total number
of BO slots before a successful transmission, and average
number of transmission attempts which is equal to the number
of BO cycles required by a device to achieve a successful
transmission. For the results shown in Table III, the maximum
number of transmission attempts is configured as M = 7.
Moreover, the curves in Figs. 4 and 8 include the values
obtained from both the analytical framework and simulations.
From the values shown in the table and the curves depicted
in these two figures, it is evident that the analytical and
simulation results match precisely with each other. Therefore,
the accuracy of the developed Markov model is validated.
For the sake of illustration clarity, we do not plot the curves
obtained from both methods in subsequent figures.

B. Performance of MURIST

1) Successful transmission probability: The obtained prob-
ability of successful transmissions for MURIST, Ps, as the
number of devices varies in the network is illustrated in Fig. 4
with M = 7. As can be observed, the network experiences
a lower Ps with a larger number of devices, i.e., when N
increases. This is because more collisions occur when the
device population becomes larger in the network. On the other
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Figure 1: option 1
Fig. 6: MURIST: Average access delay E[D] for achieving Ps ≥
0.95 with proper CW sizes and M values, for four different cluster
sizes.

hand, a higher Ps is achieved with a larger CW size. This is
because a larger CW size would give devices a wider range of
values for their BO slot selections, leading to a lower collision
probability in each BO cycle.

Furthermore, let us explore how reliable transmission could
be improved via appropriate parameter configurations while
keeping the performance of access delay in mind. To inves-
tigate this behavior, we reconfigure M to larger values for
another set of numerical evaluation. Fig. 5 illustrates the trend
of Ps for different maximum number of attempts for packet
transmissions. It is clear from the figure that Ps increases
significantly with M , and it can reach almost 100% successful
transmission probability when M is sufficiently large. In
general, to achieve Ps ≥ 80%, M should be configured to
a value that is greater than N , as observed in Fig. 5. On the
other hand, a larger M leads to a longer access delay since
more transmission attempts are allowed. As such, there is a
tradeoff between reliable transmissions and delay.

2) Further discussions on proper parameter configuration:
Configuring network parameters to proper values is scenario
or service dependent. For delay-tolerant services where high-
reliable transmissions are vital, larger values for the maximum
number of transmission attempts M and contention window
size CW with respect to network cluster size should be
configured. On the other hand, services with low-latency
requirements could be provided by adopting smaller values
for M or/and CW . As a rule of thumb, proper configuration
of M and CW values should be jointly considered based on
the service requirement.

As an example, let us consider a high level of
reliable transmission targeted at Ps = 95%. We first
determine an optimal value for CW and M from a set
of values that yield the target Ps ≥ 0.95. To do so,
we identify the minimum value of CW for a given M
that leads to a Ps equal to or greater than 0.95, i.e.,
CW (M) = min{CW |Ps(CW,M) ≥ 0.95}, for a given
cluster population N . Then, we assess the expected access
delay that meets the target reliable transmission requirement
for different network cluster sizes. Fig. 6 illustrates the
expected access delay in terms of number of slots for
Ps ≥ 0.95, given four cluster sizes as N = {4, 8, 12, 16}. For
N = 8, for instance, M and CW should be configured

(a)

(b)

Fig. 7: MURIST: Delay CDF for two sets of device population and
different re-transmission limits; CW = 16; and L = 11 slots. (a)
N = 10, M ∈ {7, 29}. (b) N = 20, M ∈ {7, 29}.

as (M,CW ) = (10, 13), (11, 10), (12, 9), or (13, 8),
achieving a reliable transmission level of Ps =
95.288%, 95.395%, 96.659%, or 97.174%, respectively.

Accordingly, the achieved average access delay for these
four cluster sizes is approximately 52, 63, 75, 87 slots × 320
µs/slot = 16.6, 20.2, 24.0, 51.8 ms, respectively. In general,
access delay will increase monotonically as the number of
devices in a cluster increases. Therefore, for a large-scale
network consisting of potentially many clusters, how to parti-
tion the network into clusters with proper sizes appears as an
interesting task. However, it is beyond the scope of this paper.

3) Access delay distributions: In Fig. 7, we illustrate the
delay performance represented by the cumulative distribution
function (CDF) of the access delay with two different con-
figurations: (a) N = 10 and (b) N = 20, respectively, both
with M = {7, 29}. The reason we set M = 29 is that this
value leads to 100% successful transmission probabilities for
all configured device populations, as shown in Fig. 5. However,
this high reliability is achieved at the cost of longer delays
when comparing the delay distribution with that of M = 7.
This is due to the fact that devices in the network obtain more
transmission opportunities when M is larger and that induces
longer delay, i.e., a packet remains longer in the buffer before
it is successfully transmitted. As observed, this behavior is in
accordance with the tradeoff mentioned above.

To further explore the delay performance, let us observe
the CDF curves depicted in Figs. 7(a) and 7(b). For a lower
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N

CW=16, analytical
CW=16, simulation
CW=32, analytical
CW=32, simulation

Fig. 8: MURIST: Energy Consumption when the number of devices,
N , varies in the network.

value of M (i.e., M = 7), a higher percentage of devices
will perform successful transmissions requiring fewer slots
when the network is larger (i.e., N = 20), compared with
a small network when N = 10. This is because a larger
network with a lower M experiences higher packet loss as
devices obtain fewer transmission opportunities. The packets
in network configurations where M < N experience shorter
delays for successful transmissions (i.e., fewer BO slots are
required for higher values of N when M = 7 as evident in
Table III).

4) Energy consumption: With respect to energy consump-
tion per device, we can observe in Fig. 8 that it increases as
the number of devices in the cluster grows when M = 29.
That means, for a higher M , a packet stays longer in the
buffer before it gets transmitted. Thus, it consumes more
energy. On the other hand, for lower values of M , energy
consumption decreases slightly as the number of devices in
the cluster grows. This is due to the fact mentioned above, i.e.,
a larger network with a lower M experiences higher packet
loss. That means, the average number of BO slots required
per successful transmission decreases as the device population
becomes larger (evident from Table III) when M is smaller.
This decrement is caused by the fact that the value of M
is configured to be relatively low for a given population N .
With less retransmission opportunities, higher packet loss is
expected. However, for those ‘lucky’ devices which transmit
their packets successfully, this result implies that they have
selected a lower value of BO slots.

Furthermore, the larger the value of the CW, the higher
the energy consumption. This is because a larger CW implies
that, on average, more BO slots are selected for a successful
transmission. As a device needs to assess the transmission
status of other devices by checking channel occupancy in
each BO counting-down step, more energy is consumed with
a larger CW.

C. Performance Comparison with CSMA-WuR and BoWuR

CSMA-WuR and BoWuR are two MAC protocols for WuR
enabled IoT networks proposed in [12] and [18], respectively.
A common feature of these two protocols and MURIST is
that a BO procedure is needed in all these three protocols.
However, distinctions exist. While BoWuR performs CCA
and BO prior to data transmission, CSMA-WuR follows BO

Fig. 9: MURIST vs. BoWuR vs. CSMA-WuR: Access delay com-
parison when the number of devices, N , varies in the network.

Fig. 10: MURIST vs. BoWuR vs. CSMA-WuR: Energy Consumption
comparison when the number of devices, N , varies in the network.

first and then CCA before data transmission. On the other
hand, MURIST also performs BO before data transmission
but checks channel status via energy detection.

Fig. 9 illustrates the average access delay obtained from
these three protocols, where the analytical values are obtained
from (35). As CSMA-WuR and BoWuR perform the same
procedure except CCA at the beginning of a data transmission,
the access delay curves from them overlap (with a minor
difference of 128 µs which is the CCA duration and it is not
visible in Fig. 9). On the other hand, the data transmission
delay for MURIST has been reduced by 18.35% on aver-
age compared with that of CSMA-WuR and BoWuR when
CW = 16. A similar trend is observed for CW = 32. The
reason for this behavior is that the devised MURIST protocol
requires a lower number of attempts for each successful packet
transmission. More specifically, all devices in MURIST wake
up at the same time and a device goes back to the light
sleep mode once it observes the transmission of another device
during each BO slot. On the other hand, a device in CSMA-
WuR has to wait until its BO counter reaches zero before it
performs CCA and goes back to sleep. From Fig. 9, it is
also clear that configuring a higher value for CW leads to a
longer data transmission delay. The observed longer delay is
due to the increment of the number of BO slots with a larger
CW size. Moreover, for a given CW size, a larger N means
more competitors for each transmission attempt. This implies
that these ‘lucky’ devices have selected smaller BO duration,
leading to a slightly lower Dst on average as shown in Fig. 9.
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Fig. 11: MURIST vs. unicast: Data collection delay when the number
of devices, N , varies.

Furthermore, we illustrate the average energy consumption
for the studied three protocols in Fig. 10. For both CW =
{16, 32}, the energy consumption by MURIST is slightly
lower than that of CSMA-WuR, whereas much higher energy
is consumed by BoWuR. This significant improvement is
achieved thanks to the feature of MURIST that allows devices
go back to sleep immediately when observing the transmission
of another device. Moreover, it is observed that the average
energy consumption increases with the network size for all the
studied protocols.

D. Performance Comparison: Multicast vs. Unicast

Finally, we compare the performance of MURIST versus
unicast based data collection. For unicast based operation, the
data collector sends a unicast WuC to each specific device,
identified by its unique WuC address. When a unicast WuC is
emitted by the data collector, all devices start to decode and
validate the WuC address following the bit-by-bit decoding
principle [19]. The unintended devices will then go back to
sleep once a mismatch of any bit is detected. When the address
of the received WuC matches its own address, the target
device wakes up its MR for data transmission. Since only
one device is waked up by each WuC, there is no collision
for data transmission. Still, an ACK is kept as it indicates
the time instant when either the MR can go back to sleep
again or a retransmission is needed if no ACK is received after
ACKTimeout. For one round of unicast based data collection,
the required number of WuC (downlink) and packet (uplink)
transmissions follows the unicast data collection principle
presented in Subsection IV-A.

However, the merit of collision-free transmission is achieved
at a cost of both longer data collection delay and higher energy
consumption of the network, as illustrated in Figs. 11 and 12.
By data collection delay, it is meant the total amount of time
used for one round of data collection, i.e., the accumulated
access delay for a cluster of devices. The reason that a unicast
based data collection round takes a longer time for a cluster of
devices is obvious. While each transmission round in unicast
consists of the transmission of one WuC, one Data, and
one ACK for each packet, a MURIST based data collection
round consists of the transmission of multiple Data (including
BO and ACK) transmissions plus only one common WuC
transmission for the whole cluster of devices. When comparing

MURIST
Unicast

Fig. 12: MURIST vs. unicast: Energy Consumption of the network
when the number of devices, N , varies.

the trend of access delay (shown in Fig. 9) and of data
collection delay (shown in Fig. 11) as cluster size varies,
one may notice that Dst decreases while data collection delay
increases with a larger N . This is because a longer time is
needed to collect data from a larger cluster although it takes
a slightly shorter time on average to collect data from each
individual device.

With respect to the average energy consumption of a net-
work cluster with various device populations, the advantage
of adopting MURIST is convincing, as illustrated in Fig. 12.
Again, this benefit is brought by the procedure of eliminating
N − 1 WuCs in a network. The larger the cluster size, the
higher the benefit.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a multicast based data collection
protocol for WuR enabled IoT networks with a procedure
triggered by a common WuC to wake up a cluster of devices to
initiate contention-based synchronous packet transmissions in
a distributed manner. The devised analytical framework based
on an absorbing Markov chain captures the behavior of the
cluster of devices operated in the synchronous mode. Through
extensive simulations and quantitatively comparison with two
other existing WuR protocols as well as with unicast based
transmissions, we demonstrate the accuracy of the developed
model and the superiority of the proposed protocol over
its counterparts in terms of both data transmission latency
and energy consumption. To achieve ideal performance for
a network with expected service requirements, the tunable
parameters of the protocol need to be properly configured.
As our future work, we plan to integrate error-prone channel
conditions into our analytical framework and to implement the
devised protocol in a prototype testbed.
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Politècnica de València (UPV), Spain, in 2013 and
2018, respectively. In 2011, he was a Lecturer with
the Facultad de Ingenierı́a Electrónica, ESPOCH.
From 2013 to 2018, he was a Graduate Research

Assistant with the Broadband Internetworking Research Group, UPV. From
2016 to 2017, he was a Research Scholar with the Broadband Wireless
Networking Laboratory, Georgia Institute of Technology, Atlanta, GA, USA.
He is currently an Associate Professor at the College of Engineering, National
University of Chimborazo, Ecuador. His research interests include wireless
communication, software-defined networks, 5G and beyond cellular systems,
Internet of things, and machine learning. He is a member of the ACM. He
received the Best Academic Record Award from the Escuela Técnica Superior
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