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Abstract
In recent years, interest in the development of efficient and clean avia-

tion powerplants has increased due to the detrimental impact on health and
the environment caused by conventional combustion systems. In this con-
text, the research community has increasingly focused its efforts on the study
of turbulent combustion and the generation of pollutant emissions such as
soot particulates. With recent advances in computational power, high-fidelity
simulations emerge as a valuable alternative to reproduce and analyze these
phenomena. Specifically, Large Eddy Simulations (LES) are considered as one
of the most promising numerical tools to provide further insight into the com-
plex dynamic processes that characterize reactive turbulent flows and predict
soot emissions in aeronautical applications.

In the present work, turbulent combustion and soot production is studied
and analyzed in gas turbine engine applications by means of high-fidelity LES.
Combustion modelling is addressed by a flexible tabulated chemistry method
based on the flamelet concept, which is able to represent complex chemical
phenomena with an affordable computational cost. In addition, an Eulerian-
Lagrangian description is employed for the gas phase and droplets in order to
correctly represent the multiphase flow in spray flames. A recently developed
approach based on the sectional method and coupled to the tabulated chem-
istry framework is considered for soot prediction in computationally efficient
simulations.

This numerical modelling framework is used in this work to analyze the
combustion process and evaluate its capabilities to predict soot and flame
characteristics in representative gas turbine burners. First, an atmospheric
non-swirled spray flame is studied in terms of two-phase flow combustion. This
burner shows a double reaction front structure and local extinction occurs in
the inner layer due to both droplet-flame and turbulence-flame interactions,
which is properly characterized by LES. Subsequently, combustion and soot
production is investigated in a pressurized swirled model combustor which
includes secondary dilution jets inside the combustion chamber. The assess-
ment of the reacting flow field and soot is addressed for burner configurations
with and without secondary air, showing excellent predictive capabilities in
both cases. The present modelling approach accurately reproduce the complex
swirled flow field, flame structure and soot dynamics and is able to provide
different particle size distributions depending on the variations of the soot
formation and oxidation processes.

In summary, the different practical cases studied allow to consolidate and
validate the computational methodology followed in the present thesis. The



proposed tabulated modelling strategy is sufficiently valid and suitable for
reproducing complex combustion and soot formation phenomena, in view of
the consistency of the analysis, the accurate predictions and the satisfactory
agreement with the experimental measurements.



Resumen
En los últimos años, el interés por el desarrollo de motores de aviación

limpios y eficientes se ha incrementado debido al impacto perjudicial sobre la
salud y el medio ambiente ocasionado por los sistemas de combustión conven-
cionales. En este contexto, la comunidad científica ha ido centrando cada vez
más sus esfuerzos en el estudio de la combustión turbulenta y la generación
de emisiones contaminantes como las partículas de hollín. Con los recientes
avances en lo que respecta a potencia de cálculo, las simulaciones de alta fi-
delidad emergen como una valiosa alternativa para reproducir y analizar estos
fenómenos. En concreto, las simulaciones basadas en el modelado de la tur-
bulencia LES son consideradas como una de las herramientas numéricas más
prometedoras a la hora de profundizar en la comprensión sobre los comple-
jos procesos dinámicos que caracterizan el flujo reactivo turbulento y predecir
emisiones de hollín en aplicaciones aeronáuticas.

En el presente trabajo, se estudia y analiza la combustión turbulenta y
producción de hollín en aplicaciones de turbina de gas mediante LES de alta
fidelidad. El modelado de la combustión se aborda a través de un método
flexible de química tabulada basado en el concepto flamelet, el cual es capaz
de representar fenómenos químicos complejos con un coste computacional ase-
quible. Además, se emplea una aproximación Euleriana-Lagrangiana para la
descripción de la fase gaseosa y las gotas, de forma que se represente correcta-
mente el flujo reactivo multifásico. Para la predicción de hollín en simulaciones
computacionalmente eficientes, se emplea un novedoso enfoque de modelado
basada en el método seccional y acoplada al modelo de combustión de química
tabulada.

Esta estrategia de modelado numérica es utilizada en este trabajo para
analizar el proceso de combustión y evaluar sus capacidades para predecir
hollín y las características de la llama en quemadores de turbina de gas rep-
resentativos. En primer lugar, se estudia la combustión de flujo bifásico en
una llama atmosférica sin torbellinador con inyección líquida de combustible.
Este quemador presenta una estructura doble del frente reactivo y las simu-
laciones numéricas son capaces de capturar adecuadamente los fenómenos de
extinción local que tienen lugar en la zona interna de la llama debido a la in-
teracción de las gotas y la turbulencia con el frente reactivo. Posteriormente,
se investiga la combustión y producción de hollín en un quemador presurizado
con torbellinador que incluye aire secundario de dilución en el interior de la
cámara de combustión. La validación del flujo reactivo y hollín se lleva a
cabo tanto en la configuración del quemador con aire secundario como sin el
mismo, mostrando unas excelentes capacidades predictivas en ambos casos.



La presente estrategia de modelado reproduce de forma precisa el complejo
patrón de flujo, la estructura de la llama y la dinámica de generación de hollín,
además de que es capaz de proporcionar diferentes distribuciones de tamaño
de partícula dependiendo de las variaciones en los procesos de formación y
oxidación del hollín.

En resumen, los diferentes casos prácticos estudiados permiten consolidar
y validar la metodología computacional seguida en la presente tesis. La es-
trategia de modelado basada en química tabulada propuesta demuestra ser lo
suficientemente válida y adecuada para reproducir los complejos fenómenos de
la combustión y la formación de hollín, en vista de la consistencia del análi-
sis, las precisas predicciones y la concordancia satisfactoria con las medidas
experimentales.



Resum
En els últims anys, l’interés pel desenvolupament de motors d’aviació nets

i eficients s’ha incrementat a causa de l’impacte perjudicial sobre la salut
i el medi ambient ocasionat pels sistemes de combustió convencionals. En
aquest context, la comunitat científica ha anat centrant cada vegada més els
seus esforços en l’estudi de la combustió turbulenta i la generació d’emissions
contaminants com les partícules de sutge. Amb els recents avanços pel que
fa a potència de càlcul, les simulacions d’alta fidelitat emergeixen com una
valuosa alternativa per a reproduir i analitzar aquests fenòmens. En concret,
les simulacions basades en el modelatge de la turbulència LES són considerades
com una de les eines numèriques més prometedores a l’hora d’aprofundir en la
comprensió sobre els complexos processos dinàmics que caracteritzen el flux
reactiu turbulent i predir emissions de sutge en aplicacions aeronàutiques.

En el present treball, s’estudia i analitza la combustió turbulenta i la pro-
ducció de sutge en aplicacions de turbina de gas mitjançant LES d’alta fideli-
tat. El modelatge de la combustió s’aborda a través d’un mètode flexible de
química tabulada basat en el concepte flamelet, el qual és capaç de represen-
tar fenòmens químics complexos amb un cost computacional assequible. A
més, s’empra una aproximació Euleriana-Lagrangiana per a la descripció de
la fase gasosa i les gotes, de manera que es represente correctament el flux
reactiu multifàsic. Per a la predicció de sutge en simulacions computacional-
ment eficients, s’empra un nou plantejament de modelatge basat en el mètode
seccional i acoblat al model de combustió de química tabulada.

Aquesta estratègia de modelatge numèrica és utilitzada en aquest treball
per a analitzar el procés de combustió en cremadors de turbina de gas represen-
tatius, i avaluar les seues capacitats per a predir sutge i les característiques de
la flama. En primer lloc, s’estudia la combustió de flux bifàsic en una flama
atmosfèrica sense remolinador amb injecció líquida de combustible. Aquest
cremador presenta una estructura doble del front reactiu i les simulacions
numèriques són capaces de capturar adequadament els fenòmens d’extinció
local que tenen lloc en la zona interna de la flama a causa de la interacció de
les gotes i la turbulència amb el front reactiu. Posteriorment, s’investiga la
combustió i producció de sutge en un cremador pressuritzat amb remolinador
que inclou aire secundari de dilució a l’interior de la cambra de combustió.
La validació del flux reactiu i sutge es duu a terme tant en la configuració
del cremador amb aire secundari com sense aquest, mostrant unes estupendes
capacitats predictives en tots dos casos. La present estratègia de modelatge
reprodueix de manera precisa el complex patró de flux, l’estructura de la flama
i la dinàmica de generació de sutge, a més de que és capaç de proporcionar



diferents distribucions de grandària de partícula depenent de les variacions en
els processos de formació i oxidació del sutge.

En resum, els diferents casos pràctics estudiats permeten consolidar i val-
idar la metodologia computacional seguida en la present tesi. L’estratègia de
modelatge basada en química tabulada proposada demostra ser prou vàlida i
adequada per a reproduir els complexos fenòmens de la combustió i la forma-
ció de sutge, en vista de la consistència de l’anàlisi, les precises prediccions i
la concordança satisfactòria amb les mesures experimentals.
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�̇� Rate of soot volume fraction.
ℋ Scaled enthalpy factor.
𝒮𝐶 Segregation factor of scaled progress variable.
𝒮𝑍 Segregation factor of mixture fraction.
𝒰 Pseudo-random numbers.
𝑎 Global strain rate.
𝑎𝑘 Coefficient of species 𝑘 in the progress variable definition.
𝑏𝑖 NASA 𝑐𝑝 coefficients.
𝐵𝑀 Spalding number.
𝐶 Scaled progress variable.
𝑐 Constant of Vreman model.
𝐶𝐷 Drag coefficient.
𝐶𝑙 Modelling constant for the subgrid turbulent kinetic en-

ergy.
𝑐𝑝 Specific heat capacity at constant pressure.
𝐶𝑠 Constant of Smagorinsky model.
𝐶𝑣 Scaled progress variable variance.
𝐶𝑤 Constant of WALE model.
𝐶𝜒 Modelling constant for the subgrid part of the scalar dissi-

pation rate.
𝑑, 𝑑𝑝 In general, diameter. Refers to both droplet and soot par-

ticle diameters.
𝐷𝑘 Mass diffusion coefficient of species 𝑘.
𝐷𝑠 Diffusion coefficient of soot.
𝐷𝑡 Thermal diffusion coefficient.
𝐷10 Arithmetic mean of the droplet size distribution.
𝐷32 Sauter Mean Diameter.
𝐷𝑎, 𝐷𝑎𝑡, 𝐷𝑎𝜂 Damköhler numbers.
𝑓𝑟𝑎𝑑, 𝑄𝑟𝑎𝑑 Radiative factor used in non-adiabatic flamelets.
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𝐺 Depending on the context, filter function of LES, generic
scalar field or flame stretch in counterflow diffusion flames.

𝐺𝐼𝑍 Flame index.
ℎ Enthalpy.
ℎ𝑠 Sensible enthalpy.
𝑘, 𝑘𝑟𝑒𝑠, 𝑘𝑠𝑔𝑠 Turbulent kinetic energy (total, resolved and subgrid).
𝐾𝑅𝑅 Cumulative density function of the Rosin-Rammler distri-

bution.
𝐾𝑎 Karlovitz number.
𝑙, ℓ Characteristic length.
𝐿𝑣 Lower heating value.
𝐿𝑖𝑗 Leonard stress.
𝐿𝑒 Lewis number.
𝑚 Mass.
𝑁 Soot number density.
𝑛 Continuous particle size distribution.
𝑁𝐴 Avogadro number.
𝑛𝑐 In the context of the CDSM model, number of soot clusters.
𝑛𝑠𝑒𝑐 In the context of the DSM model, number of soot sections.
𝑁𝑢 Nusselt number.
𝑝 Pressure.
𝑃 , 𝑃𝑍 , 𝑃𝐶 , 𝑃ℋ Probability density functions.
𝑃𝑟, 𝑃𝑟𝑡 Prandtl numbers.
𝑄 Soot volume fraction.
𝑞 Soot volume fraction density.
𝑅 Radial coordinate.
𝑅𝑒, 𝑅𝑒𝑡 Reynolds numbers.
𝑆𝑐 Surface of the control volume.
𝑆𝐿 Laminar flame speed.
𝑆𝑇 Turbulent flame speed.
𝑆𝑍 Evaporation source term.
𝑠𝜒𝑌𝑐

Subgrid part of the scalar dissipation rate of progress vari-
able.

𝑠𝜒𝑍 Subgrid part of the scalar dissipation rate of mixture frac-
tion.
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𝑆𝑐, 𝑆𝑐𝑡 Schmidt numbers.
𝑆ℎ Sherwood number.
𝑇 Temperature.
𝑡 Time.
𝑣, 𝑉 Volume.
𝑉𝑐 Control volume.
𝑉𝑚𝑎𝑥, 𝑉𝑚𝑖𝑛 Maximum and minimum soot particle volume.
𝑊𝑘 Molecular weight of species 𝑘.
𝑥, 𝑦, 𝑧 In general, coordinates of the Cartesian system. Usually, 𝑧

refers to the burner axis.
𝑌𝑐 Progress variable.
𝑌𝑘 Mass fraction of species 𝑘.
𝑌𝑠 Soot mass fraction.
𝑌𝑐,𝑣 Progress variable variance.
𝑍 Mixture fraction.
𝑍𝑣 Mixture fraction variance.

Greek
𝛼𝑎𝑐𝑐 Accommodation coefficient for the thermophoretic velocity.
𝛼𝑖𝑗 Velocity gradient tensor.
𝛽𝑖𝑗 , 𝛽𝑖,𝑗 Depending on the context, tensor used in the Vreman

model or collision frequency factor in the DSM model.
𝜎 Total stress tensor.
𝜏 Viscous stress tensor.
𝜒 Scalar dissipation rate.
Δ𝑥 LES filter size.
𝛿𝑑𝑖𝑓𝑓 Diffusive flame thickness.
�̇�𝑘 Chemical source term of species 𝑘.
�̇�𝑠 Soot source term.
�̇�𝑌𝑐 Progress variable source term.
𝜂 Kolmogorov scale.
𝛾 Liquid volume fraction.
𝜅 Planck mean absorption coefficient.
𝜆 Thermal conductivity.
𝜇 Dynamic viscosity.
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𝜇𝑡 Turbulent dynamic viscosity.
𝜈 Cinematic viscosity.
𝜈𝑡 Turbulent cinematic viscosity.
𝜏 In general, unresolved momentum or scalar fluxes.
𝜑, 𝜓 Generic magnitude or scalar variable. 𝜑 also denotes the

equivalence ratio.
𝜌 Density.
𝜌𝑠 Soot density.
Σ Depending on the context, flame surface density or density

of interfacial area.
𝜎 Stefan-Boltzmann constant.
𝜏 In general, refers to any characteristic time.
𝜃 Spray half angle.
𝜀 Turbulent dissipation.
𝜁𝑍 Volume-weighted flame index.

Superscripts
+ Positive part of a given variable.
− Negative part of a given variable.
𝑐 Referred to clustered sections.
𝑑 Deviatoric part of a tensor.
𝑒𝑥𝑡 Referred to extinction conditions.
𝑡𝑎𝑏 Referred to tabulated variable.

Subscripts
𝜂 Referred to the Kolmogorov scale.
𝑎𝑣𝑔 Referred to the temporal average.
𝑓 Referred to the fuel conditions.
𝑖 Index generally used for soot sections.
𝑗 Index generally used for soot clusters.
𝑘 Index generally used for species.
𝑚 Referred to the mean state of the gas phase material prop-

erties.
𝑜𝑥 Referred to the oxidizer conditions.
𝑝 Referred to droplet or particle.
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𝑟𝑚𝑠 Referred to the Root Mean Square.
𝑠𝑡 Referred to stoichiometric conditions.
𝑠𝑡𝑑 Referred to the standard deviation.
𝑡 Related to a turbulent parameter.

Symbols, operators and functions
′ Fluctuating component.
′′ Fluctuating component for Favre filtering.
𝛿 Dirac function.
𝛿𝑖𝑗 Kronecker symbol.
⟨⟩ Temporal average.
∇ Nabla operator.

Reynolds average or filtering.
𝑇 Transpose of a matrix.

Tr(·) Trace operator.̃︀ Favre average or filtering.
𝐷/𝐷𝑡 Material derivative.



Chapter 1

Introduction

Nowadays, mankind is in a process of change in terms of energy production.
Going back to the 1960s, only 6% of primary energy consumption came from
low-carbon sources, while this percentage increased to around 16% in 2019,
according to the data based on BP Statistical Review of World Energy [1].
These new energy sources are the sum of nuclear energy and renewable en-
ergies such as hydropower, wind, solar and others, which are positioned as
an alternative to face the climate and energy crisis of recent years. Even so,
and according to information published by the International Energy Agency
(IEA), fossil fuels still account for more than 80% of the global energy supply,
as it is illustrated in Fig. 1.1 from the last IEA World Energy Statistics report
in 2021 [2]. Moreover, the specific case of the transportation sector presents
the highest reliance on this energy source, accounting for up to 65% of total
oil consumption, as can be observed in Fig 1.2 from the IEA report. There-
fore, combustion processes and the efficient burning of these fuels remain a
particularly important issue in the development of propulsion plants for this
sector.

Unfortunately, combustion systems in transportation are accompanied by
the generation of several products and pollutant emissions, whose effects on
health and the environment can be very harmful. In fact, the detrimental
health effects of air pollution are one of the main causes of disease and prema-
ture death, making it one of the most significant environmental health risks in
Europe [3]. According to the European Environment Agency (EEA) estima-
tion in 2019, up to 307,000 premature deaths were attributed to fine partic-
ulate matter (PM2.5) emissions while around 40,000 were due to the multiple

1
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Figure 1.1: Total energy supply by fuel type ("Other" refers to geothermal, solar, wind,
tide/wave/ocean, heat and other sources). [2]

Figure 1.2: Oil consumption by sector (comparison between 1973 and 2020). [2]

adverse health effects of nitrogen dioxide (NO2). For instance, the generation
of nitrogen oxides (NOx) is the cause of many problems such as irritation of
eyes, nose and throat, breathing problems, asthma, reduced lung function or
impacts on liver, spleen and blood. Similarly, fine particulate matter emissions
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can cause central nervous system disturbances, chronic obstructive pulmonary
disease, lung cancer or cardiovascular disorders [4]. Fig. 1.3 shows a summary
of how different pollutant emissions from combustion processes can affect a
multitude of organs and systems in the human body.

Figure 1.3: Potential impact on human health of the main sources of ambient air
pollution. [4]

On the other hand, some of the products of combustion systems are part of
the well-known greenhouse gases (GHG), which are responsible for the global
warming, the rise in sea level and, in general, climate change. According to
the most recent report published by the Intergovernmental Panel on Climate
Change (IPCC) [5], the Earth’s global temperature has increased on aver-
age by about 1.1oC since the pre-industrial age, largely due to the emission of
greenhouse gases such as carbon dioxide (CO2). Although there was a decrease
in 2020 due to the pandemic restrictions, CO2 emissions have rebounded in
2021 (see Fig. 1.4) and the target for the Net Zero Scenario proposed by the
IEA assumes a reduction of up to 20% in CO2 levels [6]. Consequently, the
interest in reducing greenhouse emissions in the transport sector and devel-
oping cleaner and more environmentally friendly engines has increased from
industry and regulators.

Concerning the particular situation of the aviation sector, air traffic gen-
erates between 2 and 3% of total CO2 emissions, representing around 14% of
the emissions of the entire transport sector and ranking as the second largest
source of GHG emissions from transportation [8, 9] On top of that, aircraft
engines are a major source of non-CO2 emissions, including water vapour,
SO2, nitrogen oxides and soot particles. Although the number of flights de-
creased during the 2020 COVID-19 situation, air traffic is recovering in the
years since, and forecasts for 2050 predict an increase of up to 5% over pre-
pandemic levels [10] In this context, the reduction in GHG emissions proposed
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Figure 1.4: CO2 emissions from transportation sector by major source (Million Metric
Tons of CO2). [7]

in the Paris Agreement [11], as well as the goals established by organisations
such as ICAO-CAEP or the Advisory Council for Aviation Research and Inno-
vation in Europe (ACARE), present a very challenging scenario for aviation.
Fig. 1.5 summarises the main goals proposed by ACARE for 2020 and 2050,
with a strong focus on CO2, NOx and noise reduction, but without neglecting
concerns about other pollutants such as CO, unburned hydrocarbons and soot
particles [12].

In general, the reduction of emissions in aero-engines can be achieved by
increasing the engine thermal efficiency and the propulsive efficiency [14]. The
historical increase in Overall Pressure Ratio (OPR) and Turbine Inlet Tem-
perature (TIT) have been in the direction of increasing thermal efficiency and
therefore reducing fuel consumption. However, for a given combustor technol-
ogy, this has led to an increase in NOx emissions [15], justifying the interest
in the development of new burner technologies and combustion strategies. On
the other hand, the increase in the Bypass Ratio (BPR) in order to benefit
propulsive efficiency also entails an increase in TIT to achieve the required
engine thrust. This combination of requirements results in high BPR engine
designs combined with lean burn combustors. In this scenario, the research of
efficient aeronautical combustion systems capable of meeting pollutant emis-
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Figure 1.5: Summary of the main goals proposed by ACARE for 2020 and 2050 in
terms of emission reduction. [13]

sion requirements has been and continues to be a topic of special relevance
for the aviation industry. The following subsection aims to give an overview
of the evolution of gas turbine burner concepts and combustion technologies
in recent years, in the direction of developing efficient and environmentally
friendly propulsion plants.

1.1 Current and future technologies of clean aero-
engines

The interest and concern for developing low-emission combustor concepts for
aircraft engines dates back to the mid-1970s, following the first regulations re-
garding pollutant emissions. Around this time, the Single Annular Combustor
(SAC) was the standard technology for aero-engines and the Low-Emissions
Combustor (LEC) concept [16–18] emerged as an alternative to conventional
burners, thanks to the improvements in fuel injection systems and the com-
bustion process in general. This combustor architecture was soon followed by
what is known as Double Annular Combustor (DAC), in order to satisfy the
following ICAO regulations on NOx emissions [19]. However, the single an-
nular technology was not abandoned and new versions of this type of burner
emerged introducing lean partially premixed combustion (with the Twin An-
nular Premixing Swirler combustor, or TAPS) and developing advanced rich
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burn technologies. In general, the whole period between the 1990s and around
2015 is marked by the coexistence of new burner designs based on the single
and double annular technologies, in order to comply with the increasingly
stringent CAEP regulations [20]. In the following years, the demand for en-
gines with higher OPR (for improved fuel efficiency) that are capable of main-
taining even lower NOx levels has put some of the existing burner concepts
at risk and has resulted in the development of newer technologies (such as
the Lean Direct Injection concept), which are currently at a lower Technology
Readiness Level (TRL).

Starting with one of the most defining technologies for aeronautical burn-
ers, the Rich-Burn Quick-Mix Lean-Burn (RQL) concept was employed in
many of the modern aero-engines. The RQL concept dates back to 1980 [21]
and has been the most representative combustion technology for advanced
rich burn combustors. In this system, the combustion process is divided into
three parts: the combustion of a rich fuel-air mixture in the primary zone,
a quick quench or quick mixing region with secondary injected air and a fi-
nal combustion under lean conditions due to the additional dilution air. A
schematic of this type of burner can be seen on the left side of Fig. 1.6. The
first region allows for improved combustion stability due to the generation of
high concentrations of energetic hydrogen and hydrocarbon radical species.
In addition, the reduced flame temperature and oxygen concentration due
to the rich conditions prevents NOx production. However, the products of
this first combustion zone contain high amounts of CO, UHC and soot [22],
so the quench section located downstream is necessary to oxidize CO and
other intermediate species. The transition to the lean region involves passing
through stoichiometric mixing conditions, where the temperature increases
and favorable conditions for the formation of NOx are satisfied. Therefore,
it is necessary a very quick mixture with the secondary air to minimise the
generation of thermal NOx. The graphic on the right side of Fig. 1.6 illus-
trates the described NOx formation path inside a RQL combustor. Finally,
the lean burn section is employed to completely consume CO, soot and un-
burned hydrocarbons. The RQL technology proved to be a very promising
alternative to conventional burners due to its advantages in terms of ignition,
combustion stability and emission reduction. In fact, in its early years, due to
its overall performance and safety considerations, the RQL was preferred over
lean premixed options in aero-engine applications [23]. Nevertheless, while the
concept has room for improvement, soot generated by RQL combustors can
be high if the airflow distribution is not well optimized and its capability to
reduce NOx is limited [24], especially taking into account the very high OPR
levels of recent years.
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Figure 1.6: Left: Schematic of the RQL concept [25], right: NOx path inside the RQL
burner [23]. 𝜑, equivalence ratio.

As an introduction to lean combustion in aircraft propulsion plants, burner
concepts with a fuel-staging strategy were conceived almost contemporane-
ously to the RQL technology. So that, the Double Annular Combustor (DAC)
[26] and the Axially Staged Combustor (ASC) [17] concepts emerged with a
combustion chamber operating at lower equivalence ratios (between 0.6 and
0.8) in order to further decrease NOx emissions. Overall, the working prin-
ciple of both systems is quite similar: the fuel-air mixture level, combustion
stoichiometry and the temperature reached in the combustion chamber are
controlled in a staged way, by injecting fuel in different locations. Therefore,
the injectors in the region usually named as pilot zone operate at low power
settings and the main zone is fueled and ignited at higher power requirements.
While the DAC system distributes the different fuel injection regions in two
concentric annuluses, the SAC system uses an axial distribution and the main
stage is placed downstream the combustor. The objective of achieving lean
operating conditions resulted in significant NOx and soot reductions in these
concepts, however, other problems related to design complexities, difficulties
in control systems and low combustion efficiency in the mid power range were
encountered [24].

One of the first concepts to incorporate a partially premixed combustion
system was the Twin Annular Premixing Swirler (TAPS). It is a system that
pretends to solve the difficulties posed by double annular and fuel-staged
burner concepts by investigating new approaches to the single annular com-
bustor [27]. In fact, the configuration of the TAPS technology is very similar at
first sight to conventional SAC concept and the main difference lies in the fuel
injection system. The key to TAPS concept is the incorporation of partially
premixed combustion with a internally staged injection technology. Ignition
and flame stability at low power is maintained by a pilot only mode com-
posed of a simplex atomiser which interacts with the surrounding swirled air
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streams and atomises the fuel spray. The main stage is mounted concentrically
to the pilot stage and the primary partially premixed flame is stabilised in the
mixing layer between pilot and main stages [24]. This technology has been
awarded ultra-low NOx status due to the capability of premixed combustion
to reduce these emissions over the long term. In addition, it features several
improvements over previous concepts, such as better temperature distribution
at the burner exit, which increases turbine life. In Fig. 1.7, it is possible to
observe an schematic of the concepts previously described, as well as a brief
comparison of their characteristics. From this combustor technology, GE Avi-
ation continued the line of research and developed the TAPS II concept, with
the aim of improving burner characteristics, further reducing emissions and
extending the system to smaller engine designs [28].

Figure 1.7: Schematics and comparison between SAC, DAC and TAPS systems from
GE combustors [27].

Within this ultra-low NOx category it is also possible to find the Lean
Direct Injection (LDI) [29] and Lean Premixed Prevaporised (LPP) [30] tech-
nologies (schematics in Fig. 1.8). Although they were conceived shortly after
the previous ones (in fact, the TAPS concept has occasionally been referred
to as LDI or LPP [31, 32]), their development is more modern and they have
remained at a slightly lower TRL. The LDI system is based on the injection
of fuel directly into the combustion chamber. A large fraction of air is swirled
upstream and a rapid fuel-air mixing in the near injection region is intended,
reaching a low equivalence ratio. Therefore, the LDI concept needs to achieve
an efficient mixing of air and fuel before completing combustion and to deal
with possible instabilities of the reaction process, since they operate close to
the extinction limit [33]. This strategy is expected to perform stably and to
generate very low NOx emissions over a wide range of operating conditions,
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especially at high temperature and pressure [15]. On the other hand, the LPP
concept is probably the most promising in terms of nitrogen oxide production.
In this case, fuel is evaporated and mixed with the air stream before entering
the combustion chamber, creating a homogeneous mixture at low equivalence
ratio which is close to the lean blowout limit. One of the key factors of this
system is to achieve a uniform lean mixture so that local hot rich-burn spots
are eliminated. Consequently, in addition to reducing NOx emissions, there
are no emissions of soot particles. As is generally the case with combustors
based on premixed combustion, the main design challenge is to prevent auto-
ignition, flashback and blowout risk, which poses very demanding limitations
on the application for modern aero-engines with high OPR.

Figure 1.8: LDI injection module [34] and schematic of LPP combustor concept [15].

In view of the many different concepts described above (and many other
more complex or specific ones that have been omitted) that marked the evo-
lution of combustors in gas turbine engines, the interest in developing cleaner
burner technologies and in understanding in depth the physic-chemical pro-
cesses that take place in combustion chambers seems justified. However, due
to the complexity of this kind of applications, it is not easy to find tools that
allow the analysis of combustion and emissions production at an affordable
cost.

1.2 Thesis objective

Based on the above mentioned context, the present thesis is focused on the
study and analysis of combustion and soot production in representative gas
turbine engine applications from a numerical modelling framework. Soot for-
mation appears to be important only in RQL technologies, however, it is also
relevant in lean burner concepts. Although no soot is expected in the main
operating condition, the switch from pilot to main operation mode may lead



10 Chapter 1 - Introduction

to smoke generation and, therefore, an accurate estimation of soot particulates
may be necessary. From the different technologies described in the previous
section, many researchers have developed combustors with simplified geome-
tries to experimentally study the physico-chemical phenomena that take place
in these applications [35–39]. However, even these academic rigs are very ex-
pensive to manufacture, test and measure, so other tools have appeared to
complement the experiments in the recent years.

This is the case of Computational Fluid Dynamics (CFD), which has re-
cently become a fundamental design tool [40, 41] and has made important
contributions to increasing efficiency, reducing pollutant emissions and using
alternative fuels in a wide range of practical applications [42]. In particular
for the study of turbulent flames, most numerical simulations in industrial
applications have been considering RANS (Reynolds-Average Navier-Stokes)
models, but during the last few years the increase in computational power has
allowed the transition to Large-Eddy Simulations (LES). The development
and evolution of High-Performance Computing (HPC) systems [43, 44] has
led to high-fidelity simulations on complex geometries where the uncertainty
of the models has been reduced and the reliability of the numerical predic-
tions has increased [45–49]. In this sense, the main objective of this thesis is
the study and analysis of the reactive flow in gas turbine applications, as well
as the validation of numerical models for combustion and soot predictions, by
means of high-fidelity CFD simulations.

In addition, in order to achieve the primary objective, a set of partial
or specific objectives are defined below, which will define the content of the
research work:

• Define a solid working methodology for the performance of high-fidelity
LES in representative aeronautical burner applications, from the numer-
ical model approach and pre-processing to the development of tools for
post-processing and analysis of the results.

– Set-up different study cases of aeronautical applications and solve
multiple simulations with a HPC research code, checking the nu-
merical stability and evaluating the computational cost to achieve
computationally efficient calculations.

– Develop post-processing tools and algorithms for the evaluation of
results. Validate the models employed by comparing the numer-
ical predictions with experimental measurements available in the
literature for the different cases.
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• Study of the liquid fuel injection and the combustion process in spray
flames. This is the first application case where a tabulated chemistry
approach and a Lagrangian spray model will be used to characterize the
reacting flow. For this purpose, an atmospheric reference flame, based
on a LDI aeronautical burner is selected for the analysis.

– Characterize the carrier and dispersed phase and evaluate the nu-
merical predictions in terms of gas and droplet velocities.

– Illustrate the flame structure and topology, distinguishing between
the different regions of the flame, analysing the distribution of
chemical species and evaluating the lift-off length.

– Analyze the results focusing on the interaction between droplets
and the flame front. Demonstrate the capability of the considered
modelling framework of reproducing the different extinction phe-
nomena that appear in this application.

• Analysis of the reacting flow and soot formation and oxidation phenom-
ena in a gas turbine model combustor. In this second application, the
previously mentioned combustion model based on tabulated chemistry
will be coupled to a computationally efficient detailed soot model for
emissions prediction. A sooting RQL-like pressurized burner is consid-
ered for this study.

– Characterize the flow pattern inside the combustor and identify the
different recirculation zones and turbulent structures.

– Analyze the soot formation and oxidation process and discuss the
capability of the soot modelling approach to reproduce soot distri-
bution and quantity, as well as particle size distributions.

– Evaluate the effect of including secondary dilution air in terms of
the reacting flow field characterization and soot production.

The present research has been carried out within the frame of the CMT-
Motores Térmicos institute at Universitat Politècnica de València (Spain),
which has acquired over the years a great deal of experience in thermal en-
gine research and the automotive sector, but has also recently entered the
aviation industry. Indeed, this thesis has been supported by the national
CHEST project funded by the Spanish Ministerio de Economía y Compet-
itividad and by the European project Emissions SooT ModEl (ESTiMatE),
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of which the CMT institute is a partner together with the Barcelona Su-
percomputing Center (BSC), Technischen Universität Berlin (TUB), Technis-
che Universiteit Eindhoven (TUE), Technische Universität Darmstadt (TUD),
Karlsruher Institut für Technologie (KIT) and the Institute of Combustion
Technology for Aerospace Engineering (IVLR) at Stuttgart University. The
ESTiMatE project aims to address the issue of soot formation for kerosene-
type fuels and to contribute to the characterization and prediction of the
combustion process and emissions by using advanced numerical simulation
validated with reference experiments.

1.3 Thesis outline

After introducing the present research work with the appropriate context
(Chapter 1), the structure and content of the thesis document, consisting
of a total of six chapters, is described below.

Chapter 2 contains a literature review on the fundamentals of numerical
modelling in gas turbine applications. Since this research has a numerical fo-
cus, the chapter aims to describe the most relevant physical processes present
in these systems and to review the modelling strategies that have been em-
ployed in recent years. Therefore, combustion and turbulence theory will be
briefly described, as well as the different models available to characterise tur-
bulent reactive flow, liquid fuel injection and predict soot emissions.

In Chapter 3, the methodology followed for performing the CFD simu-
lations and the numerical tools used are presented. This chapter is mainly
focused on the detailed description of the models used for the prediction of
reactive flow, liquid fuel injection and soot particle production. In addition,
some generalities of the multi-physics HPC code and numerical methods used
will be mentioned.

Chapter 4 includes the study carried out on the first application case
described in the thesis objectives. The combustion process will be studied
and the accuracy of the CFD models used will be evaluated in an atmospheric
reference flame with n-heptane injection. The idea of this chapter is to provide
insight on the reacting flow with liquid fuel injection and to assess the different
numerical models for combustion and spray characterization in an aero-burner
application. In addition, droplet-flame interaction phenomena are analyzed
and the capabilities of the modelling framework for reproducing flame local
extinction are evaluated.
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The structure of Chapter 5 is very similar to the previous one and is
intended to illustrate the study of the reactive flow and soot emissions on a
gas turbine combustor. In this case, a pressurized swirl-stabilized burner is
considered with a usual RQL-like architecture, due to the higher soot produc-
tion of the mentioned concept. The results for both gaseous and solid phases
are presented and compared with experimental measurements for the model
validation. Furthermore, the effect of the dilution air inside the combustion
chamber in terms of soot production is evaluated and discussed.

Finally, Chapter 6 summarizes the main conclusions of the thesis, con-
cerning general findings about numerical modelling on gas turbine applications
and more specific aspects of combustion and soot modelling. Moreover, some
indications are given about possible future works or investigations based on
the knowledge acquired during this thesis.
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Chapter 2

Fundamentals of numerical
modelling in gas turbine
burners

In most aeronautical burner applications (and, in general, in most engineer-
ing applications) combustion is turbulent in nature. On the one hand, most
naturally occurring flows are turbulent and, in addition, the combustion pro-
cess releases heat and generates certain instabilities in the flow by buoyancy
and gas expansion, which favours the transition to this flow regime. On the
other hand, turbulence accelerates mixing processes and thus improves com-
bustion. In other words, combustion and turbulent flow are two physical (or
physico-chemical) phenomena that are highly synergistic and benefit from each
other for most industrial applications. However, turbulent combustion is an
extremely complex phenomenon even today, as its study and understanding
involves a large number of disciplines. Generally speaking, just the study of
turbulence or combustion itself presents an obvious challenge, as these are
complex phenomena if treated independently. But the number of associated
and coupled physical and chemical processes makes the study of turbulent
combustion a great challenge for the research community even today.

In relation to the above, there are several fundamental aspects that are
worth understanding and studying with regard to the analysis of the reactive
flow in a general combustion system:
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• One of the fundamental elements of a combustion system is the fuel it-
self, which may be present in different states of matter depending on
the particular application (e.g. coal, gasoline, natural gas...). In many
cases, such as in aviation engines, the fuel is in a liquid state and its
injection into the combustion chamber and its atomisation are very rele-
vant processes, the study of which is already a considerable challenge. In
addition, combustion takes place at the molecular level, so it is necessary
to evaporate the liquid fuel droplets and to achieve a suitable air-fuel
mixture in a reasonable time and space.

• Achieving a fast mixing process between gaseous air and fuel requires
high velocities induced by turbulent flow, as mentioned above. Although
it is a discipline that has been extensively studied for several years, there
is still a significant lack of knowledge about the nature of turbulence. It
is a scientific field that has presented many difficulties due to its chaotic
nature and many of the conclusions drawn from particular cases are not
yet extensible to general flow or any other type of application.

• The combustion process in essence (from the point of view of the set
of reactions and chemical species that take place and that participate
in the oxidation of the fuel) is another great challenge as far as the
study of turbulent reactive flow is concerned. From a chemical point of
view, combustion can be described by a very large number of reactions
(in the order of thousands) and involves about several hundred chemical
species. Therefore, it is practically impossible to include all the chemical
steps describing the process in a numerical model and it is necessary
to develop and employ different strategies to discard the reactions and
chemical species that are less relevant or that affect the results to a lesser
extent.

• Related to the previous point, the generation of pollutants such as NOx,
CO or soot is another process that occurs at the molecular level and de-
pends on many chemical and physical factors. For instance, the soot for-
mation process from the nucleation of the first particles to their growth
into larger particles depends on several chemical species originated dur-
ing the fuel oxidation. In addition, and more specifically in turbulent
flames, soot production is strongly coupled to the flow and flame dynam-
ics and thus becomes a very complex problem due to the large number of
multi-physical interactions. To this day, there are some questions that
remain open, such as the pathways leading to the formation of the first
soot precursor molecules or the transition from these to the incipient
particles [1].
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• Since combustion releases a considerable amount of energy, heat trans-
fer, heat loss to the walls and radiation effects are other topics of in-
terest with regard to combustion systems. From a more technological
approach, it is necessary to have control of how much of the heat released
during combustion is transferred to the different elements of an engine
to ensure that they do not overheat. On the other hand, heat losses to
the walls, including radiation, are of great importance for NOx produc-
tion, as they greatly affect the flame temperature and thus influence the
formation mechanism of this pollutant.

The points listed here are only intended to summarise some of the most
important aspects of turbulent flames and to highlight the complexity of the
problem from a phenomenological point of view. From the point of view
of numerical modelling, this whole set of coupled phenomena with different
characteristic time and length scales is one of the major difficulties in predict-
ing the reactive flow in combustion systems [2]. Ultimately, most modelling
strategies involve establishing a balance between what part of the physical
process is solved directly and what part is modelled according to certain more
or less restrictive hypotheses. In the context of numerical models, there is a
trade-off between the degree of simplification of the physical phenomenon (in
terms of sub-processes solved, modelled or even not included in the model)
and the computational cost of the calculation. In many cases, using very
detailed models in terms of the physics solved does not compensate for the
disproportionate increase in computational resources, which can even become
impractical in realistic applications or practical devices.

This thesis document comprises a research work on numerical modelling
of turbulent combustion in gas turbine burners and, therefore, this chapter
aims to review the most relevant physical and chemical fundamentals in these
applications, as well as the most widely used modelling frameworks for the
prediction of each of the important processes in the field of turbulent reactive
flow. First, to start from the basis of the problem, the fundamental equations
of fluid mechanics are described. After this, the most important concepts of
turbulence theory, combustion, soot formation and oxidation and sprays are
briefly presented. In each section, the theoretical foundations of each of these
disciplines are described on the one hand and the most relevant ideas and
strategies concerning numerical modelling are presented on the other hand.
Emphasis is placed on aeronautical combustor applications as well as on the
concepts that contextualise the work to be presented in the following chapters.
It is important to mention that the content of this chapter is no more than a
condensed summary of the vast theoretical framework behind disciplines such
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as fluid mechanics or turbulent combustion and any interested reader can find
more detailed information on these topics in the multitude of books available
[3–6].

2.1 Equations of fluid mechanics

To introduce the fundamentals of turbulent combustion, it is important to
first review the governing equations of fluid mechanics. These equations are
usually presented in a variety of forms, however, they all arise from the appli-
cation of the fundamental laws of physics (i.e. conservation of mass, Newton’s
laws and thermodynamics) to a fluid volume. When these laws are applied
directly to a fluid volume that follows the trajectory of a fluid particle, what is
known as a Lagrangian formulation is obtained. Nevertheless, it is common to
consider this volume in a fixed position in space, thus an Eulerian formulation
is employed. In this way, the concept of control volume (𝑉𝑐) is first defined as
an open system that allows mass flow, together with the surface that delimits
it or control surface (𝑆𝑐). The set of conservation equations is complemented
by initial and boundary conditions, as well as constitutive relations that define
other processes at the molecular level such as reactions, molecular diffusion or
equations of state.

Before expressing the different equations, it is useful to define two concepts
that serve to understand and deduce the conservation equations. On the one
hand, the material derivative represents the rate of change of a certain physical
quantity 𝜑 due to it is subjected to a fluid field with a certain velocity:

𝐷𝜑

𝐷𝑡
= 𝜕𝜑

𝜕𝑡
+ 𝑢 · ∇𝜑. (2.1)

The first term on the right hand side (RHS) of Eq. 2.1 is the temporal
derivative of the physical magnitude and the second represents the convective
term, which is defined by the scalar product of the velocity vector 𝑢 and the
gradient (expressed by the operator ∇) of 𝜑.

On the other hand, the Reynolds transport theorem helps to drive the
fundamental conservation laws that will be described later. The general form
of the Reynolds theorem is as follows:

𝑑

𝑑𝑡

∫︁
𝑉𝑐

𝜑𝑑𝑉 =
∫︁

𝑉𝑐

𝜕𝜑

𝜕𝑡
𝑑𝑉 +

∫︁
𝑆𝑐

𝜑𝑢 𝑑𝑆. (2.2)
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Thus, the variation over time of an extensive quantity attached to a given
fluid volume (term on the left hand side of the equation 2.2) is equal to the
sum of the variation of the associated intensive quantity 𝜑 (specific property or
per unit mass) in the control volume and the convective flux of that quantity
across the surface of the control volume.

The first conservation equation is derived by applying this theorem to the
mass property. So that, the continuity equation in its conservative form (this
formulation is followed along this text) read as follows:

𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌𝑢) = 0. (2.3)

In this equation, 𝜌 is the density and 𝑢 is the velocity vector.
For a general combustion problem, multiple species are involved through

multiple chemical reactions. Therefore, it is convenient to formulate the trans-
port equation for species mass conservation (for 𝑁𝑠 species):

𝐷𝜌𝑌𝑘

𝐷𝑡
= 𝜕𝜌𝑌𝑘

𝜕𝑡
+ ∇ · (𝜌𝑢𝑌𝑘) = ∇ · (−𝜌𝑉𝑘𝑌𝑘) + �̇�𝑘, 𝑘 = 1, ..., 𝑁𝑠, (2.4)

where 𝑌𝑘 is the mass fraction, 𝑉𝑘 is the diffusive velocity and �̇�𝑘 is the chemical
source term of the 𝑘th species.

The diffusive mass flux 𝜌𝑉𝑘𝑌𝑘 represents the transport of species apart
from their transport due to the flow velocity 𝑢. The expression for species
diffusion may be obtained by solving a linear system of equations of size 𝑁2

𝑠 in
each direction at each point and at each instant for non-stationary flows [3],
which is computationally very expensive [7] and simplifications are commonly
used. Many approximations adopt Fick’s law, which allows the diffusive flux
to be expressed as follows:

𝜌𝑉𝑘𝑌𝑘 = −𝜌𝐷𝑘∇𝑌𝑘, 𝑘 = 1, ..., 𝑁𝑠. (2.5)

In Eq. 2.5, 𝐷𝑘 is the mass diffusion coefficient for species 𝑘. Several ap-
proaches are based on a mixture-averaged mass diffusion coefficient [8] while
other more complex strategies consider a multi-component formulation [9].

By the application of the theorem described by Eq.2.2 to the linear mo-
mentum, together with Newton’s second law, the conservation of momentum
may be expressed with the following equation:
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𝐷𝜌𝑢

𝐷𝑡
= 𝜕𝜌𝑢

𝜕𝑡
+ ∇ · (𝜌𝑢𝑢) = ∇ · 𝜎 + ℱ . (2.6)

In this expression, 𝜎 is the total stress tensor and ℱ is the vector of
external forces.

The total stress that affects and deforms a certain fluid volume is composed
of a part that depends on the hydrostatic pressure (and acts in the normal
direction) and by the viscous stresses, such that:

𝜎 = −𝑝𝐼 + 𝜏 , (2.7)

where 𝑝 is the pressure, 𝐼 is the identity matrix and 𝜏 is the viscous stress
tensor. For Newtonian fluids and gas-phase flows applications, the viscous
stress tensor may be described by the following expression:

𝜏 = 𝜇

[︂
(∇𝑢) + (∇𝑢)𝑇 − 2

3 (∇ · 𝑢) 𝐼

]︂
. (2.8)

In this relation, 𝜇 is the dynamic viscosity and the bulk viscosity is sup-
posed to be zero [10]. It is interesting to also define the kinematic viscosity 𝜈,
given by 𝜈 = 𝜇/𝜌.

Regarding the energy equation, special attention is required as it can take
different forms depending on whether it is formulated for the internal energy,
enthalpy (and/or its different chemical and sensible contributions) or even
temperature. More details on this distinction can be found in the book by
Poinsot and Veynante [3]. For this text, enthalpy (chemical and sensible) has
been considered when formulating the energy equation, which read as follows:

𝐷𝜌ℎ

𝐷𝑡
= 𝜕𝜌ℎ

𝜕𝑡
+ ∇ (𝜌𝑢ℎ) = 𝐷𝑝

𝐷𝑡
− ∇ · 𝑞 + 𝜏 · ∇𝑢 + 𝒬 + 𝜌

𝑁𝑠∑︁
𝑘=1

𝑌𝑘𝑓𝑘 · 𝑉𝑘,

(2.9)

where 𝒬 is the heat source term and 𝜌∑︀𝑁𝑠
𝑘=1 𝑌𝑘𝑓𝑘 · 𝑉𝑘 is the power produced

by volume forces 𝑓𝑘 on species k.
It is worth to highlight that the expression is written for the enthalpy

considering the sensible and chemical contribution. Thus, ℎ takes the form:



2.1. Equations of fluid mechanics 25

ℎ = ℎ𝑠 +
𝑁𝑠∑︁

𝑘=1
Δℎ𝑜

𝑓,𝑘𝑌𝑘 =
∫︁ 𝑇

𝑇0
𝑐𝑝 𝑑𝑇 +

𝑁𝑠∑︁
𝑘=1

Δℎ𝑜
𝑓,𝑘𝑌𝑘, (2.10)

with ℎ𝑠 being the sensible enthalpy, Δℎ𝑜
𝑓,𝑘 the enthalpy of formation of species

𝑘 at standard temperature, 𝑇0 a reference temperature and 𝑐𝑝 the mass heat
capacity at constant pressure.

The heat flux vector 𝑞 includes contributions from different types of heat
transfer. A general form including the heat flux given by Fourier’s law and a
second term due to species diffusion with different enthalpies may be expressed
as follows:

𝑞 = −𝜆∇𝑇 + 𝜌
𝑁𝑠∑︁

𝑘=1
ℎ𝑘𝑌𝑘𝑉𝑘, (2.11)

where 𝜆 is the mixture thermal conductivity and ℎ𝑘 the enthalpy of species
𝑘. It is useful to define the thermal diffusion coefficient 𝐷𝑡 with the relation
𝐷𝑡 = 𝜆/ (𝜌𝑐𝑝).

The term Φ = 𝜏 · ∇𝑢 in Eq. 2.9 takes special relevance when it comes
to characterize dissipation in turbulent flows. It is the viscous heating source
term and describes the energy transfer from the kinetic energy of the flow and
the thermal energy due to viscous friction.

Finally, it is important to define several dimensionless numbers in order
to measure the diffusion contribution of different phenomena:

𝑃𝑟 = 𝜈

𝐷𝑡
, (2.12)

𝑆𝑐𝑘 = 𝜈

𝐷𝑘
, (2.13)

𝐿𝑒𝑘 = 𝛼

𝐷𝑘
. (2.14)

In the above relations, 𝑃𝑟 is Prandtl number and 𝑆𝑐𝑘 and 𝐿𝑒𝑘 are Schmidt
and Lewis numbers of species 𝑘, respectively. They describe the relation
between viscous, molecular mass and thermal diffusion rates and have an
important role in analyzing the behavior of fluids.
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2.2 Turbulence theory

Most flows in nature are turbulent and, although the problem of turbulence
has been studied for more than a century, there is still no general solution to
this type of flow. In essence, turbulence is three-dimensional, non-stationary,
rotational and intermittent. In fact, its randomness makes it impossible to
study it from deterministic approximations and statistical methods have to
be used for this purpose. However, from the point of view of many industrial
applications, turbulent flow has a great advantage: its diffusivity causes an
increase in momentum, mass and energy transfer rates. From a reactive flow
point of view, this characteristic is very beneficial for accelerating the mixing
process and obtaining optimal air-fuel ratio conditions for efficient combustion.

In many textbooks, turbulence is described as a phenomenon with fractal
structure. In fact, turbulent flows are composed of a repetition of vortexes
or eddies at different scales, i.e. with different characteristic lengths. The
term eddy is intended to identify a region of the flow of size ℓ that is at least
moderately coherent. It is important to define at this point the local Reynolds
number for a certain eddy of size ℓ:

𝑅𝑒(ℓ) = ℓ 𝑈(ℓ)
𝜈

. (2.15)

This size introduces the concept of the energy cascade, first described by
Richardson in 1922 [11]. Fig. 2.1 shows a schematic of this concept, represent-
ing the energy content as a function of length scale.

The energy cascade aims to characterise the production, distribution and
transfer of energy between the different scales of the turbulent flow, as well
as to determine which scales are the most relevant of the flow. The main idea
behind this concept is that there are three broad ranges of length scales.

• The largest eddies are characterised by a length ℓ0, which is comparable
to the flow scale, and their characteristic velocity is comparable to the
mean flow velocity. In this case, the Reynolds number 𝑅𝑒(ℓ0) = ℓ𝑈(ℓ)/𝜈
is therefore very high and the direct effects of viscosity are negligible.
This is the scale range where the turbulent kinetic energy is produced
and contains most of energetic contribution. These large eddies are very
unstable and break up, transferring this energy to smaller eddies.
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Figure 2.1: Schematic of the energy cascade. Represents the energy content as func-
tion of the wave number.

• The intermediate scale range known as the inertial range is characterised
by the transfer of energy from larger to smaller eddies by non-viscous
mechanisms.

• Eventually, the energy transfer continues until the Reynolds number is
small enough that the motion of the eddies is stable and the viscosity is
able to dissipate the kinetic energy in the form of heat. This is known
as the dissipation range.

It is important to note that, throughout the energy transfer process, dis-
sipation is at the end of the cascade. However, the dissipation rate 𝜀 is de-
termined in the first step of the process, from the energy transferred from the
larger eddies.

Although the concept of the energy cascade allows a qualitative character-
isation of the length scale ranges of turbulence, several questions remain to be
answered, such as what is the length of the smallest eddies responsible for the
energy dissipation or how to quantify the limits of each of the above-mentioned
ranges. All these questions were answered by Kolmogorov in 1941 [12, 13], as
well as more fundamental aspects about the nature of turbulence. Basically,
the set of hypotheses determine the anisotropic behavior of the smallest eddies
and their exclusive dependence on viscosity 𝜈 and dissipation 𝜀, establishing
what is known as the universal equilibrium range (containing the inertial and
dissipation ranges described above). From this, the length of the smallest
eddies 𝜂, which is called the Kolmogorov scale, is determined by:
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𝜂 =
(︃
𝜈3

𝜀

)︃1/4

. (2.16)

For more details on these hypotheses, their implications and the charac-
terisation of the different scale ranges, any interested reader may consult the
wide range of textbooks on the subject [5, 14]. It is worth mentioning that
the implications derived from the universal character of eddies with smaller
size (universal equilibrium range) are the basis for some of the models that
try to describe turbulent flow.

With this brief introduction, necessary to define the fundamentals and
characteristics of turbulence, the following subsection aims to introduce the
different frameworks regarding the simulation of turbulent flows. Special em-
phasis will be placed on Large-Eddy Simulations, since it is the approach de-
fined for this thesis, as well as on the most commonly used turbulence models
in gas turbine applications.

2.2.1 Overview of turbulence modelling frameworks

Over the years, different frameworks for modelling turbulent flows have been
developed and studied. Broadly speaking, these strategies address the turbu-
lence problem by modifying the governing equations and solving them using
different numerical methods. The idea of overcoming the limitations of solv-
ing all time and length scales has led to the development of different types
of modelling strategies, although one of the most widespread classifications is
associated with model adaptivity [15]. This class of models modifies the dif-
ferent magnitudes to be solved, and therefore the equations themselves, to a
reduced order or dimension, or to a statistical formulation, so as to simplify the
multiscale problem. Within this type of models, three main frameworks can
be distinguished for the modelling of turbulent flows: Direct Numerical Sim-
ulation (DNS), Reynolds-Averaged Navier-Stokes (RANS) and Large-Eddy
Simulation (LES).

Before describing each of these frameworks, some generalities are given
to understand the most relevant differences and their applicability. Fig. 2.2
illustrates the results for a certain turbulent flow problem using the three men-
tioned strategies, as well as the relation to the energy cascade and turbulence
scales described in the previous section. In essence, one of the main differences
between these different frameworks lies in the amount of length scales that are
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Figure 2.2: Left: turbulent flow solved by means of DNS, LES and RANS approaches.
Right: plot of the energy cascade with the differences between frameworks in terms of
resolved and modelled turbulence scales. Image from [16].

modelled or solved. Thus, the DNS approach resolves all scales of turbulence,
from the largest eddies in the energy production range to the Kolmogorov
scale eddies responsible for dissipation. In contrast, RANS simulations do not
resolve any of the scales and all of them are modelled by solving the equa-
tions for the mean flow. The LES framework falls somewhere in between.
LES perform a spatial filtering of the Navier-Stokes equations so that only
the larger scales are solved, while small-scale turbulence is modelled by means
of subgrid-scale (SGS) models. In view of the contours of Fig. 2.2, RANS
allow to obtain time-averaged fields or quantities of interest, LES give access
to the temporal and spatial evolution of the quantities representative of the
spatial filtering of the governing equations and DNS provides the exact spatial
and temporal evolution from the direct solution of the equations. Obviously,
there is a trade-off between the number of scales solved and the complexity
and computational cost of the simulations, with DNS being extremely com-
putationally expensive and RANS being the most affordable approach in that
respect. In gas turbine applications, the RANS framework has been exten-
sively used due to the relatively low computational cost and applicability to
complex and larger geometries. However, advancements in computing tech-
nologies and massively parallel architectures have made it possible to extend
the study of turbulent reacting flow in aeronautical burners to the LES and
even DNS approaches. This work is focused on LES, therefore, the following
paragraphs are intended to briefly describe the fundamentals and mathemati-
cal aspects of this turbulence modelling approach. For additional information
on the RANS and DNS approaches, the reader is referred to any of the usual
turbulent combustion books [3, 5, 15].
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2.2.2 Large-Eddy Simulation

As mentioned before, one of the main issues of turbulent flow modelling is the
multi-scale nature of turbulence. In particular, the resolution of the small-
est scales (Kolmogorov eddies) demands really fine discretizations in order to
correctly capture them, which is unfeasible in realistic applications. Large-
Eddy Simulations (LES) arise as an alternative turbulence modelling frame-
work based on the resolution of the larger flow scales and the modelling of
the smaller ones. In order to distinguish between the resolved and modelled
scales, a filtering operation is performed in LES which basically implies that
the scales smaller than the filter size are modelled, while the rest are resolved.
The mathematical implications of this operation derive in a system of filtered
governing equations, based on the general fluid mechanics equations described
in Section 2.1. The unresolved contribution of flow magnitudes (which corre-
sponds to the unresolved or sub-grid scales) appears in the form of unclosed
terms in the transport equations, and appropriate sub-grid scale models are
required for their closure. All of these particularities of the LES approach are
addressed in this subsection.

LES filtering

The LES filtering operation aims for the distinction between resolved and
unresolved scales. The application of spatial filters to the set of governing
equations implies that only the resolved part of the different magnitudes will
be treated as the unknown of the problem and additional terms will appear
representing the interaction between resolved and unresolved scales.

Several filtering strategies may be considered, usually classified in explicit
and implicit approaches. The explicit approach introduces the filter explicitly,
applying it to the transport equations and discretizing the problem. In the
implicit approach, it is presumed that a filtering operation exists, correspond-
ing to the discretization, but the exact filter effect is unknown [17]. In general,
the spatial filter is assumed to be characterized by a length proportional to
the computational grid size Δ𝑥. Therefore, the filtered quantity 𝜑 of any
variable is mathematically described by the convolution product between its
instantaneous value 𝜑(𝑥′, 𝑡) and the normalized filter 𝐺 with a characteristic
length Δ𝑥:

𝜑(𝑥, 𝑡) =
∫︁
𝜑(𝑥′, 𝑡)𝐺(𝑥 − 𝑥′)𝑑𝑥′. (2.17)
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Therefore, in the LES decomposition, the instantaneous field of any vari-
able 𝜑 is obtained as the sum of the filtered field and the unresolved part:

𝜑 = 𝜑+ 𝜑′, (2.18)

where 𝜑′ is the sub-grid component of 𝜑. In variable density flows where
the density shows a fluctuating behaviour, issues regarding the mathematical
description are often avoided by using Favre or density-weighted filters. The
Favre-filtering of a certain field read as:

̃︀𝜑 = 𝜌𝜑

𝜌
, (2.19)

where 𝜌 is the unfiltered density. Considering the Favre-filtering of a given
field, the LES decomposition may be rewritten as:

𝜑 = ̃︀𝜑+ 𝜑′′. (2.20)

where 𝜑′′ is the Favre-filtered sub-grid fluctuation of 𝜑. The described filtering
operation can then be applied to the general governing equations and it results
in the filtered LES equations, which are presented in the following lines.

Filtered governing equations

In the LES formalism, the filtering operation is applied directly to the govern-
ing equations. A new set of equations is then obtained, where the unknowns
are the filtered quantities, and can be solved numerically in the computa-
tional grid. The full system of filtered governing equations (derived from the
generic equations of continuity, species, momentum and energy conservation:
Eqs. 2.3, 2.4, 2.6 and 2.9, respectively) in the LES context read as:
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𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌̃︀𝑢) = 0, (2.21)

𝜕𝜌̃︁𝑌𝑘

𝜕𝑡
+ ∇ ·

(︁
𝜌̃︀𝑢̃︁𝑌𝑘

)︁
= −∇ ·

[︁
𝜌𝑉𝑘𝑌𝑘 + 𝜌

(︁̃︂𝑢𝑌𝑘 − ̃︀𝑢̃︁𝑌𝑘

)︁]︁
+ �̇�𝑘, 𝑘 = 1, ..., 𝑁𝑠,

(2.22)
𝜕𝜌̃︀𝑢
𝜕𝑡

+ ∇ · (𝜌̃︀𝑢̃︀𝑢) = −∇𝑝+ ∇ · [𝜏 − 𝜌 (̃︂𝑢𝑢 − ̃︀𝑢̃︀𝑢)] + ℱ , (2.23)

𝜕𝜌̃︀ℎ
𝜕𝑡

+ ∇ ·
(︁
𝜌̃︀𝑢̃︀ℎ)︁ = 𝐷𝑝

𝐷𝑡
− ∇ ·

[︁
𝑞 + 𝜌

(︁̃︁𝑢ℎ− ̃︀𝑢̃︀ℎ)︁]︁+ ∇ · (𝜏𝑢) + 𝒬 (2.24)

+ 𝜌
𝑁𝑠∑︁

𝑘=1

(︁
𝑌𝑘𝑓𝑘𝑢 + 𝑌𝑘𝑓𝑘𝑉𝑘

)︁
,

where all magnitudes are defined by the same symbols as in Section 2.1, but
using filtered quantities. The total derivative of pressure 𝐷𝑝/𝐷𝑡 is usually
neglected under the low Mach number approximation. In addition, the viscous
heating effects ∇ · (𝜏𝑢) are considered to be small and are typically neglected
in the enthalpy equation. The filtered laminar viscous stress tensor 𝜏 in the
momentum equation is modelled using the Stoke’s assumption:

𝜏 = ̃︀𝜇 [︂(∇̃︀𝑢) + (∇̃︀𝑢)𝑇 − 2
3 (∇ · ̃︀𝑢) 𝐼

]︂
, (2.25)

while the filtered heat flux is given by:

𝑞 = − 𝜆

𝑐𝑝
∇̃︀ℎ = −𝜌 ̃︀𝐷∇̃︀ℎ. (2.26)

As observed, additional unclosed terms appear in the governing equations,
given by: 𝜌

(︁̃︂𝑢𝑌𝑘 − ̃︀𝑢̃︁𝑌𝑘

)︁
, 𝜌 (̃︂𝑢𝑢 − ̃︀𝑢̃︀𝑢) and 𝜌

(︁̃︁𝑢ℎ− ̃︀𝑢̃︀ℎ)︁. They appear when
rewritting the convective terms of the filtered equations and correspond to
the sub-grid scale (SGS) Reynolds stresses (term in the momentum equation)
and SGS scalar fluxes (terms in the species and enthalpy equations). The
modelling of these terms is addressed below.

Sub-grid scale models

The first closure problem corresponds to the modelling of the sub-grid scale
Reynolds stresses, i.e., the term 𝜌 (̃︂𝑢𝑢 − ̃︀𝑢̃︀𝑢) in the previously presented gov-
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erning equations. The most popular models for this purpose are the well-
known eddy-viscosity models. They are based on the Boussinesq assumption
[3], in which the momentum fluxes are linearly dependent to the velocity gra-
dients (or the strain rate tensor) of the large scales:

𝜌 (̃︂𝑢𝑢 − ̃︀𝑢̃︀𝑢) = −𝜇𝑡

[︂
(∇̃︀𝑢) + (∇̃︀𝑢)𝑇 − 2

3 (∇ · ̃︀𝑢) 𝐼

]︂
. (2.27)

In the expression above, 𝜇𝑡 is known as eddy viscosity or turbulent viscosity
and the different eddy-viscosity approaches aim to provide a model for this
variable.

The first and simplest eddy-viscosity model was proposed by Smagorinsky
in 1963 [18]. In this approach, the turbulent viscosity is estimated using a char-
acteristic length scale Δ𝑥 and the filtered strain rate 𝑆(̃︀𝑢) = 1

2

(︁
∇̃︀𝑢 + ∇𝑇 ̃︀𝑢)︁:

𝜇𝑡 = 𝜌 (𝐶𝑆Δ𝑥)2 |𝑆(̃︀𝑢)|, (2.28)

where 𝐶𝑆 is a modelling constant which ranges from 0 (in laminar flows)
to 0.2. The advantages and weaknesses of the Smagorinsky SGS model are
well known. Although it is a simple and robust approach, it is not suitable
for transitioning flows or to treat wall turbulence. In addition, it tends to
overpredict the turbulent diffusivity and to cause artificial re-laminarization
in low-turbulence regions.

In view of the limitations of the classical Smagorinsky model, several ap-
proaches have been proposed in order to improve the model behaviour. In-
cluded in the same family of eddy-viscosity models, the Wall-Adapting Local
Eddy-viscosity (WALE) model [19] estimates the turbulent viscosity using a
combined expression of the filtered strain rate tensor and its deviatoric com-
ponent, 𝑆𝑑(̃︀𝑢) = 1

2

(︁
∇̃︀𝑢 + ∇𝑇 ̃︀𝑢)︁− 1

3 (∇ · ̃︀𝑢) 𝐼, as follows:

𝜇𝑡 = 𝜌 (𝐶𝑤Δ𝑥)2

(︁
𝑆𝑑(̃︀𝑢)𝑆𝑑(̃︀𝑢)

)︁3/2

(𝑆(̃︀𝑢)𝑆(̃︀𝑢))5/2 + (𝑆𝑑(̃︀𝑢)𝑆𝑑(̃︀𝑢))5/4 . (2.29)

The WALE model has the property of eddy-viscosity vanishing near solid
surfaces in plane shear and the damping for 𝜇𝑡 is not required in the near-
wall region. Following a similar approach, Vreman proposed a sub-grid scale
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model [20] which also deals with the usual limitations of the Smagorinsky
model, leading to a better prediction of the kinetic energy dissipation and to
the vanishing of the turbulent viscosity in laminar flow conditions and wall
bounded flows. The Vreman SGS model is used in the applications studied
in this thesis and is further detailed in Chapter 3. A more recent approach
concerning the eddy-viscosity models is given by the Sigma model [21]. In
this case, the turbulent viscosity is related to the singular values of the re-
solved velocity gradient tensor. The Sigma model leads to the vanishing of the
eddy-viscosity in two-dimensional and two-component flows as well as in ax-
isymmetric or isotropic contraction/expansion cases. In addition, 𝜇𝑡 damping
is also not necessary due to its behaviour near solid walls.

Eddy-viscosity models have demonstrate to provide realistic results and
are characterized by their robustness, ease of implementation and reduced
computational cost. However, they present limitations and the values of the
model constants are expected to vary depending on the flow conditions and
geometry. From another perspective, dynamic closures are developed in order
to deal with these limitations of the conventional eddy-viscosity approaches.
Dynamic closures are based on the Germano identity [22], which introduces
the concept of a test-filter scale (usually denoted as 𝛼Δ𝑥) for the dynamic
formulation, and have been developed for multiple SGS models. For instance,
the dynamic procedure was applied to the original Smagorinsky approach
resulting in the well-known Dynamic Smagorinsky SGS model [23]. In this
regard, the coefficients of the SGS model are adjusted actively based on the
instantaneous filtered solutions:

𝐶𝑆Δ𝑥2 = 1
2

⟨𝐿𝑖𝑗𝑀𝑖𝑗⟩
⟨𝑀𝑖𝑗𝑀𝑖𝑗⟩

, (2.30)

where 𝐿𝑖𝑗 is called the resolved stress or Leonard stress, 𝑀𝑖𝑗 is expressed by
the test-filter scale and the strain rate tensor and ⟨·⟩ denotes the spatial aver-
age over the homogeneous flow direction. Dynamic approaches have been also
applied to the WALE eddy-viscosity model (resulting in a Dynamic WALE)
[24] and to determine the constant of the Vreman proposal [25]. Moreover,
dynamic models have also been developed for scalar fluxes [23], sub-grid scalar
variance [26] and one-equation models where the sub-grid stress tensor is re-
lated to the sub-grid turbulent kinetic energy and an additional transport
equation is solved (Dynamic Structure model [27]).

Bardina et al. [28] introduced an alternative SGS Reynolds stress model
that relies on the similarity hypothesis between the resolved field and a test



2.3. Combustion theory 35

scale. It is based on the fact that the exchange between the large and small
scales takes place between the smallest resolved scales and the largest unre-
solved scales. Therefore, the SGS stresses are determined by the scale of the
test-filter (as introduced previously with the dynamic models). Derived from
the similarity based closure, the so-called non-linear, Clark or tensor diffu-
sivity model [29] emerged from evaluating the test-filtering analytically. In
addition, mixed models, such as the Smagorinsky-Bardina approach [30, 31],
combined the eddy-viscosity term from the original Smagorinsky formulation
with the similarity expressions.

Other SGS velocity models have been proposed, such as de-convolution
methods [32], models which solve one or multiple additional transport equa-
tions for the full SGS stress tensor [33] or the probability density function
[34], or approaches that explicitly construct the sub-grid velocity field based
on small-scale vortices [35], fractals [36] or one-dimensional turbulence models
[37]. They have been successfully employed in different cases, however, the
simplicity, reliability and low computational cost of the eddy-viscosity model
family has extended their use in most practical applications.

On the other hand, the modelling of unresolved scalar fluxes,
𝜌
(︁̃︂𝑢𝑌𝑘 − ̃︀𝑢̃︁𝑌𝑘

)︁
and 𝜌

(︁̃︁𝑢ℎ− ̃︀𝑢̃︀ℎ)︁, is usually addressed following the classi-
cal gradient diffusion assumption. This approach is closely related to the
eddy viscosity models for the SGS Reynolds stress modelling since it is also
based on the Boussinesq hypothesis and uses the turbulent Schmidt or Prandtl
numbers. Alternatives to this approach have been proposed for species and
temperature turbulent mixing and they are mainly reduced to the Linear Eddy
Mixing (LEM) model [38] or transported FDF approaches [39, 40], but their
detailed description and applicability is out of the scope of this work.

2.3 Combustion theory

This section is dedicated to the introduction of combustion fundamentals
and modelling approaches. In general, combustion comprises all the physico-
chemical processes that take place during the ignition of a fuel in a fluid
medium. Despite the simple definition of the concept, the combustion process
could be considerably complex and it is not only governed by turbulence or
the flow motion, but it also depends on the fuel and oxidizer mixing. Different
combustion modes or regimes are possible depending on the flow configura-
tion, type of fuel and injection system present in the combustion system [41].
Laminar flames is usually the starting point to understand the process and the
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different combustion regimes and a brief theoretical review is addressed first in
this section. Subsequently, turbulent combustion is the next step to approach
real applications and the interaction between turbulence and the chemical pro-
cess is commonly described by turbulent combustion diagrams. In the end,
understanding the combustion regime and the degree of turbulence-chemistry
interaction is the key to choose the appropriate turbulent combustion model
for a particular application. An overview of the most commonly used com-
bustion modelling frameworks in the context of numerical simulations of aero-
nautical burners is given at the end of this section.

2.3.1 Laminar combustion

Laminar flames are the keystone to understand the basics of the combustion
process and combustion regimes. In this subsection, a brief description of the
fundamentals of premixed and non-premixed combustion is presented. It is
worth to mention that the modelling approach used in the present work is
focused on non-premixed flames, however, premixed combustion is also in-
troduced for completeness and its relevance in partially premixed combustion
regimes.

Premixed combustion

In premixed flames, fuel and oxidizer are completely mixed before reacting.
Therefore, two regions are perfectly distinguished: the unburnt premixed gases
and the fully burnt reactants, separated by the flame or reacting front.

Due to the fact that reactants are already mixed before combustion, chem-
istry is the controlling process in laminar premixed flames. In the context of
combustion, it is important to introduce the Damköhler number, which re-
lates a characteristic physical time 𝜏𝑝ℎ𝑦𝑠𝑖𝑐𝑎𝑙 and a characteristic chemical time
𝜏𝑐ℎ𝑒𝑚𝑖𝑐𝑎𝑙:

𝐷𝑎 = 𝜏𝑝ℎ𝑦𝑠𝑖𝑐𝑎𝑙

𝜏𝑐ℎ𝑒𝑚𝑖𝑐𝑎𝑙
. (2.31)

This dimensionless number is useful for general combustion cases in order
to determine the relevance of physical (e.g. mixing) and chemical processes.
In the case of premixed flames where mixing is not important, this number is
close to 0.

The presence of a flame front that clearly separates two zones of the flow
with different species concentration and energy content implies a diffusive
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flow of species and heat from the fully burnt to unburnt gases in the premixed
flames. This results in a propagation or advance of the flame front through the
unburnt reactant mixture and introduces the concept of laminar flame speed
𝑆𝐿. This laminar flame speed is the relative velocity at which the flame front
propagates normal to itself with respect to the mean flow.

In view of this concept, laminar premixed flames may be understood as a
transient process where a reacting front is initiated and advances through a
homogeneous mixture of fuel and oxidizer until it is completely consumed. A
representative application of this case is the combustion process in a classical
spark-ignition engine, where a spark initiates a flame front which propagates
through a given fuel-air mixture inside the combustion chamber. The alter-
native to this process is the premixed flame produced in a Bunsen burner
type application. In this case, a steady flame front is stabilized at some point,
separating the region of burning gases from a zone characterized by the contin-
uous supply of a fuel-oxidizer mixture at a certain velocity 𝑣𝑢. Therefore, this
combustion system reaches the equilibrium when the velocity of the reactants
supply equals the laminar flame speed (or the velocity at which the reactants
are being consumed due to the chemical process). The stability of the flame
front is then controlled by the relation between 𝑣𝑢 and 𝑆𝐿. On the one hand,
if 𝑆𝐿 ≪ 𝑣𝑢 the reacting front starts to be lifted and it could eventually lead
to flame blow-off. On the other hand, flashback conditions may be achieved
if 𝑆𝐿 ≫ 𝑣𝑢, where the flame front propagates through the reactants mixture
supply line.

In essence, the laminar flame speed is a key parameter in premixed flames,
it is required for the solution of a given premixed combustion problem and its
estimation is therefore crucial. The concept was first introduced by Mallard
and Le Chatelier [42] finding a proportional relationship between the lami-
nar flame speed and the thermal diffusivity and a characteristic reaction rate.
Further investigations [43] led to theories based on the asymptotic behaviour
of the flame front to identify different regions of the premixed flame and so-
lutions and analytical expressions for temperature and laminar flame speed
were found.

Non-premixed combustion

Non-premixed flames are characterized by the separation of the fuel and ox-
idizer streams. In this case, combustion occurs in the diffusive region where
transport phenomena allow mixing of the two reactants prior to the com-
bustion process. In non-premixed combustion systems, there is no danger of
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flashback due to the fact that no homogeneous reactive mixture is provided
by the fuel supply line. Mixing is the controlling process in this type of flames
and its characteristic time is usually slower than the chemical reaction, which
evidences higher characteristic Damköhler numbers for non-premixed combus-
tion. Since diffusive fluxes govern the mixing process, non-premixed flames
are commonly called diffusion flames.

A wide variety of non-premixed flame configurations are available. If fuel
and oxidizer streams move in the same direction, it is possible to found reactive
mixing layers or gaseous reacting sprays. On the contrary, counterflow flame
configurations are characterized by opposite streams, where fuel and oxidizer
are advected towards the reaction zone situated in the middle of the domain.
In contrast to premixed flames, a characteristic velocity is not present in
diffusion flames. However, they can be strained and characterized by a certain
strain level, which controls the diffusion effects and the thickness of diffusion
and reaction layers.

In the context of the non-premixed combustion, it is important to define
the mixture fraction concept. The mixture fraction 𝑍 is a quantity which
describes the mixing process. It can be defined for each element and represents
the total mass of that element in a given mixture. If a combination of the
elements composing the fuel is used, the fuel mixture fraction is obtained,
representing the mass coming from the fuel for any mixture. A generalized
definition for arbitrary hydrocarbon fuel and oxidizer was provided by Bilger,
defining a factor for the characterization of a given gas mixture:

𝑏 = 2 𝑌𝐶

𝑊𝐶
+ 0.5 𝑌𝐻

𝑊𝐻
− 𝑌𝑂

𝑊𝑂
, (2.32)

where 𝑌𝑘 and 𝑊𝑘 are the elemental mass fraction and molecular weights of
carbon, hydrogen and oxygen. The mixture fraction 𝑍 is defined after a
scaling, in order to obtain a bounded value between 0 and 1:

𝑍 = 𝑏− 𝑏𝑜

𝑏𝑓 − 𝑏𝑜
, (2.33)

where 𝑏𝑜 and 𝑏𝑓 are evaluated at conditions of pure oxidizer and fuel, respec-
tively. This definition leads to 𝑍 = 1 in the fuel stream and 𝑍 = 0 in the
oxidizer one.

With the introduction of this concept and assuming that any reactive
scalar only depends on time and the 𝑍 coordinate [3], it is usual to rewrite
the transport equations in the mixture fraction space for non-premixed flame
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configurations. For instance, the transport equation for species mass fraction
(assuming unity Lewis) read as:

𝜌
𝜕𝑌𝑘

𝜕𝑡
= 1

2𝜌𝜒
𝜕2𝑌𝑘

𝜕2𝑍
+ �̇�𝑘, (2.34)

where 𝜒 is introduced as the scalar dissipation rate, defined by:

𝜒 = 2𝐷𝜕𝑍
𝜕𝑥

𝜕𝑍

𝜕𝑥
. (2.35)

The scalar dissipation rate and Eq. 2.35 establish the relation between
the mixture fraction space and physical space. It represents the strength
of convection and diffusion and it is directly linked to the strain rate 𝑎 to
which the flame is subjected. Once a closed expression for 𝜒 is determined,
Eq. 2.34 (and the analogous equation for temperature) can be entirely solved
in the mixture fraction space, providing the flame structure. These equations
(transport equations for temperature and species mass fraction in the 𝑍 space)
are usually called the flamelet equations. They introduce the flamelet concept
and are the key element in many diffusion flame theories and combustion
modelling approaches.

If several diffusion flames at different strain rates are considered, it is pos-
sible to found a relationship between temperature and the scalar dissipation
rate at the stoichiometric conditions 𝜒𝑠𝑡. This dependency is also illustrated in
terms of the strain rate 𝑎 itself (due to the linear dependency with 𝜒𝑠𝑡), or even
the Damköhler number (due to its proportionality to 𝜒−1

𝑠𝑡 ). The mentioned
relation leads to a characteristic curve known as the S-curve. An illustration
of this curve is shown in Fig. 2.3.

Different branches are identified in the S-curve. At low strain, it is de-
fined a region where the flame evolves from the inert conditions to the stable
burning branch. This is the auto-ignition range and is limited by the ignition
point at 𝐷𝑎𝑖𝑔𝑛. The increase of the strain rate (or decrease of the Damköhler
number) at a given point of the stable burning branch implies higher diffu-
sion and the eventual flame quenching at the extinction point (for a given
strain 𝑎𝑒𝑥𝑡 or Damköhler numer 𝐷𝑎𝑒𝑥𝑡). A region characterized by re-ignition
and flame extinction is comprised then between the ignition and extinction
points. The intermediate unstable burning branch is found in this range which
is characterized by high sensitivity to small strain perturbations. Small strain
variations may lead to the re-ignition to the stable burning branch or the ex-
tinction to the weakly reacting branch (also known as lower branch). For even
higher strain rates, the flame does not present chemical activity. The S-curve
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Figure 2.3: Example of the S-curve illustrating the temperature as a function of the
Damköhler number (or the inverse of the strain rate or stoichiometric scalar dissipa-
tion rate). Image from [44].

can be generally used to characterize the evolution of a diffusion flame subject
to varying flow conditions, such as ignition, extinction or flame instability.

2.3.2 Turbulent combustion

Previous to the introduction of the usual combustion modelling approaches,
it is necessary to give some notions of turbulent combustion. One of the most
important ideas that a turbulent combustion model must describe is how tur-
bulence and chemistry affect each other in the context of a turbulent flame. An
overview of this interaction is usually given by the typical turbulent combus-
tion diagrams, which are briefly introduced in this subsection. A summary of
the combustion and turbulence-chemistry interaction scales is given in the fol-
lowing paragraphs, which define the basis of the turbulent combustion models
used for the most studied combustion applications.
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Premixed combustion

Diagrams for the definition of turbulent premixed combustion regimes were
introduced by Borghi [45], Peters [4], Abdel-Gayed and Bradley [46], and other
authors. The usual diagrams are based on the comparison of characteristic
length scales (ratio between the characteristic turbulence integral scale 𝑙𝑡 and
the characteristic diffusive flame thickness 𝛿𝑑𝑖𝑓𝑓 ) and the comparison of char-
acteristic velocities (ratio between the characteristic velocity of the turbulence
integral scale 𝑢′ and the laminar flame speed 𝑆𝐿). Therefore, it is important
to first define some estimations of the combustion scales and some additional
dimensionless numbers. Assuming unity Lewis and Schmidt numbers, charac-
teristic flame thickness and time based on the thermal diffusivity 𝐷𝑡 can be
defined according to Peters [4]:

𝛿𝑑𝑖𝑓𝑓 = 𝐷𝑡

𝑆𝐿
, (2.36)

𝜏𝑑𝑖𝑓𝑓 = 𝐷𝑡

𝑆2
𝐿

. (2.37)

With these assumptions, the turbulence Reynolds and Damköhler numbers
can be expressed as:

𝑅𝑒𝑡 = 𝑢′𝑙𝑡
𝑆𝐿𝛿𝑑𝑖𝑓𝑓

, (2.38)

𝐷𝑎 = 𝑙𝑡𝑆𝐿

𝑢′𝛿𝑑𝑖𝑓𝑓
. (2.39)

Additionally, the Karlovitz number relates the flame scales with the Kol-
mogorov scales, as follows:

𝐾𝑎 = 𝜏𝑑𝑖𝑓𝑓

𝜏𝜂
=
𝛿2

𝑑𝑖𝑓𝑓

𝜂2 . (2.40)

The different turbulent premixed combustion regimes can be classified in
a diagram similar to that shown in Fig. 2.4.
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Figure 2.4: Regimes of turbulent premixed combustion assuming unity Schmidt num-
ber.

Four regions or regimes of turbulent premixed combustion are identified
in this diagram, apart from the laminar regime situated at 𝑅𝑒𝑡 < 1:

• The wrinkled flamelets regime is not of much interest due to the low tur-
bulence level. In this region, 𝑢′ < 𝑆𝐿 and the laminar flame propagation
dominates over the flame front corrugations due to turbulence.

• The corrugated flamelets regime is characterized by 𝑅𝑒 > 1, 𝐾𝑎 < 1
and, therefore, 𝛿𝑑𝑖𝑓𝑓 < 𝜂. The reacting front is not affected by turbulence
perturbations and the flame structure remains laminar and quasi-steady.

• Thin reaction zones are defined by 1 < 𝐾𝑎 < 100. Eddies of the size of
the Kolmogorov scale can enter and perturb the preheat region but the
reaction zone is not disturbed by turbulence.

• Broken reaction zones, delimited by 𝐾𝑎 > 100, are characterized by the
perturbation of the reaction layer due to turbulence. In this case, eddies
can penetrate the reaction zone and even extinguish the flame.

Non-premixed combustion

In contrast to turbulent premixed combustion, there is no clear consensus
on the regime diagrams and characteristic scales of turbulent non-premixed
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flames due to the absence of a well defined characteristic velocity. For the
estimation of the characteristic flame thickness, Peters [4] provided some def-
initions based on the diffusivity, analogously to the estimation of the diffusive
flame thickness in premixed flames. It is possible to evaluate the expression us-
ing the thermal diffusivity in the oxidizer or alternatively in the stoichiometric
mixture:

𝛿𝑑𝑖𝑓𝑓 =
√︃

2𝐷𝑡,𝑜𝑥

𝑎
, (2.41)

𝛿𝑑𝑖𝑓𝑓,𝑠𝑡 =
√︃

2𝐷𝑡,𝑠𝑡

𝑎
. (2.42)

Alternative estimations were provided by other authors, such as the def-
inition based on the definition of the scalar dissipation rate introduced by
Poinsot and Veynante [3], but they are not included here for simplicity.

Regarding time scales, different definitions and estimations are also avail-
able in the literature. On the one hand, the rate of mixing may be character-
ized by a mixing time scale according to [47]:

𝜏𝑚 = 𝑍2
𝑠𝑡

𝜒𝑠𝑡
. (2.43)

In this case, only mixing is considered and no information about chemistry
is considered. On the other hand, Peters provided a definition for the chemical
time scale using the conditions at the extinction point, expressed as:

𝜏 𝑒𝑥𝑡,𝜒
𝑐 = 𝑍2

𝑠𝑡

(︀
1 − 𝑍2

𝑠𝑡

)︀
𝜒𝑒𝑥𝑡

𝑠𝑡

. (2.44)

This time scale at the extinction point becomes similar to the mixing time
scale 𝜏𝑚 if 𝑍𝑠𝑡 is low, denoting the limit where the dissipation of radicals due to
diffusive mixing overcomes the production due to chemistry. An alternative
estimation of the time scale was given by Ihme and Pitsch [47] using the
concept of progress variable. The expression of the chemical time scale follows:

𝜏 �̇�
𝑐 =

𝜌𝑚𝑎𝑥
𝑠𝑡 𝑌 𝑚𝑎𝑥

𝑐,𝑠𝑡 − 𝜌𝑚𝑖𝑛
𝑠𝑡 𝑌 𝑚𝑖𝑛

𝑐,𝑠𝑡

max(�̇�𝑌𝑐,𝑠𝑡)
, (2.45)
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where 𝑌𝑐 and �̇�𝑌𝑐 are the progress variable and its source term and the time
scale is computed using their unsteady evolution at the stoichiometric point.

Among the variety of alternatives for the regime diagram of non-premixed
combustion, the proposal of Williams [6] is presented in Fig. 2.5. The di-
agram is characterized by the turbulence Reynolds number 𝑅𝑒𝑡 and turbu-
lence Damköhler numbers based on the turbulence integral scale and the Kol-
mogorov scale:

𝐷𝑎𝑡 = 𝜏𝑡

𝜏𝑐
, (2.46)

𝐷𝑎𝜂 = 𝜏𝜂

𝜏𝑐
= 1
𝐾𝑎

. (2.47)
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Figure 2.5: Regimes of turbulent non-premixed combustion assuming unity Schmidt
number.

Three main regions are present in this turbulent non-premixed diagram:

• The flamelet regime is defined by the condition of 𝐷𝑎𝜂 > 1. In this case,
the Kolmogorov time scale is larger than the combustion characteristic
time. Therefore, even the smallest eddies do not affect the reaction zone
and it behaves like a thin sheet deformed by the turbulent flow, but
maintaining a laminar flame structure.
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• The broken flamelets region, delimited by𝐷𝑎𝜂 < 1 and𝐷𝑎𝑡 > 1, features
a flame front partially affected by turbulence. The turbulence integral
scales do not penetrate and disturb the reaction zone, but it is perturbed
by the smallest eddies, causing local extinctions in the flame.

• In the distributed reactions regime (𝐷𝑎𝑡 < 1) the reacting front is totally
affected by all the turbulence scales. The reaction zone widens due to the
high turbulent mixing and it is possible to achieve the complete flame
extinction if turbulence is able to quickly deplete the radical production.

Partially premixed combustion

After reviewing the main combustion modes and regimes, it is worth to high-
light some details about partially premixed combustion. Partial premixing
is the name given to all regimes that are neither fully premixed nor purely
non-premixed. It is a combustion regime characteristic of gas turbines appli-
cations and is indeed the least understood. In these cases, fuel and air are
typically injected separately but a rapid mixing is achieved (often due to the
usual swirled injection systems) before ignition and the combustion process
occurs in a stratified mixture. Partially premixed regimes govern auto-ignition
problems, the characterization of the lift-off length and flame stabilization in
the near nozzle region of burners, local extinction events or re-ignition mecha-
nisms. The usual turbulent combustion models developed for purely premixed
or diffusion flames can still perform well in these applications (sometimes one
better than the other, depending on the premixing level) [48], however, they
should be used with caution. In general, combustion models that are valid for
both premixed and non-premixed modes or that consider multi-regime con-
ditions are more adequate for partially premixed combustion systems. Other
classical models may be revisited or extended in order to properly reproduce
the flame structure in these cases.

2.3.3 Combustion modelling

The combustion regimes previously introduced serve as a starting point when
selecting an appropriate turbulent combustion model depending on the phys-
ical processes that dominate the flame [15, 41]. Most of the turbulent com-
bustion models present in the literature are based on the scale separation
concept, which states that one of the scales is much greater than the others
and, therefore, the reacting flow is governed by certain phenomena and may
be characterized by one of the described combustion regimes. In the general
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LES framework, turbulent combustion models usually derive naturally to fil-
tered laminar flames in low-turbulence regions and they assume that a large
part of the flame structure is preserved [49].

In this subsection, an overview of the different approaches for combustion
modelling in the LES context is provided. It is not intended to give an ex-
tensive understanding or mathematical description of each of the approaches,
instead, only some notions and characteristics of the models are described in
order to remark their advantages and applicability. The classification is based
on the reviews by [15, 41, 49] and the reader is referred to these works for
further information.

Chemical description

Chemistry in the combustion process addresses the phenomena that occur
at atomic level. The complex group of chemical reactions that take place
during the process is characterised by very different time scales, depending
on how fast or slow the reactions are. Therefore, a strategy is needed for
solving this complex system and for integrating it together with the rest of
transport phenomena. Different methods have been developed for addressing
the chemistry problem and a summary is given in the following lines. Note
that some of these approaches are applied to the chemical scheme, prior to
the calculation of the reacting flow.

• Constitutive relations. It consists on the description of the chemical and
atomic processes as a continuum by means of Arrhenius laws.

• Chemical mechanism reduction. The number of species and reactions
required is decreased by the identification of the most relevant chemi-
cal processes for an adequate representation of the original mechanism.
Some of the different methods for chemistry reduction are the Quasi-
steady state (QSS), Partial Equilibrium (PE), Computational Singu-
lar Perturbation (CSP) [50] and Intrinsic Low-dimensional Manifold
(ILDM) [51, 52].

• Stiff chemistry integrators. The stiffness in the system of ordinary or
partial differential equations needed for the chemistry description in the
presence of transport is removed with different techniques [53, 54].

• Storage chemistry approaches. Pre-computed laminar or turbulent
flames are tabulated in a given database. During the CFD computation,
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the chemical integration is accelerated and the thermochemical state is
determined by the pre-tabulated simplified flames. Most of these ap-
proaches are based on the previously mentioned flamelet concept, i.e.,
the flame front is composed of one-dimensional steady/unsteady pre-
mixed or non-premixed flames and the chemical description is provided
by the pre-computation and tabulation of these flames. The Flamelet
Generated Manifold (FGM) [55, 56], the Flamelet Progress Variable
(FPV) [57] or Flamelet Prolongation of ILDM (FPI) [58] are some of the
usual methods following this strategy. Additional approaches have been
developed considering the on-the-fly adaptation of the thermochemical
tables, such as the In Situ Adaptative Tabulation (ISAT) [59], the Pice-
wise Reusable Implementation of Solution Mapping (PRISM) [60] or
Artificial Neural Networks [61].

All of these strategies for chemistry reduction and simplification are not
considered combustion models themselves and serve as a methodology to re-
duce the computational cost of computing complex chemistry. However, most
of these methods are directly linked to turbulent combustion models and often
share their assumptions and limitations, reducing the range of applicability
[49].

Turbulent combustion models

Turbulent combustion models in the LES framework are usually extensions of
models developed in RANS, which is justified by the fact that the combustion
process usually takes place at unresolved scales below the LES filter. This
poses a complicated situation from a modelling point of view. For example,
in gas turbine applications, a correct description of both rapidly evolving
species in a thin flame front highly affected by turbulence and slow chemical
reactions taking place in low-turbulence regions is needed. In these cases,
highly energetic fast-consuming species such as kerosene coexist with the slow
chemical processes of species such as NO or CO.

In this context, a variety of LES turbulent combustion models arise based
on the fundamental combustion regimes described during this section. For
premixed flames, it is usual to apply the progress variable concept, which
characterizes the state of reaction. The progress variable 𝑐 is commonly scaled
(it becomes equal to one in fully burnt gases and equal to zero in the fresh
mixture) and subjected to a transport equation which describes the propa-
gation of the flame front. In non-premixed cases, the previously introduced
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mixture fraction is also transported in order to represent the local mixing
state within the flame. Following these main ideas, many turbulent combus-
tion have been developed during the last years and they are briefly described
in the subsequent paragraphs following the classification of [41, 49].

In geometrical approaches, the flame front is described as a geometrical
entity. These models rely on the assumption of a sufficiently thin flame front,
representing an interface between fresh and burnt gases in premixed flames or
between fuel and oxidizer in non-premixed cases. Different models have been
proposed following this description:

• G-field equation. This method is based on the reformulation of the
transport equation of progress variable in its propagating form, where
the laminar flame speed 𝑆𝐿 appears explicitly and characterizes the prop-
agation of premixed flame elements. It is applicable to premixed flames.
A scalar field variable 𝐺 is used with an arbitrary definition and an
iso-surface of 𝐺 is fixed using a chosen value 𝐺0. The level set of the
scalar at 𝐺0 is considered to represent the spatial location of the flame
[62]. This model may be extended to turbulent flames considering the
filtered scalar field ̃︀𝐺 and the unresolved flux, which leads to a turbu-
lent flame speed 𝑆𝑇 . This approach becomes a good option for numerical
simulation of large systems where it is not required to know the internal
structure of the flame [63] but it is necessary to provide an adequate
model for 𝑆𝑇 .

• Flame surface density. The flame is identified as a surface and the con-
cept of flame surface density Σ is introduced, which represents the avail-
able flame area per unit volume. In this approach, the mean burning
rate of species 𝑖 is modelled following �̇�𝑖 = Ω̇𝑖Σ and the local burning
rate per unit of flame area Ω̇𝑖 is estimated from a more or less complex
laminar flame. This formulation allows for the decoupling of the chemi-
cal description (Ω̇𝑖) and the flame-turbulence interaction (Σ). The flame
surface density can be estimated using algebraic relations or as a solu-
tion of a balance equation. Different formulations of balance equations
for Σ have been proposed both for non-premixed turbulent combustion
[64] and premixed flames [65], but in the end, the usual modelling issues
emerge and appropriate closures are required for the unresolved terms
of the Σ equation.

• Flame wrinkling [66, 67]. It is an extension of the previously described
method. In this case, a flame wrinkling factor Ξ is introduced which is
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related to the ratio of the flame surface end its projection in the direction
of flame propagation. More complex transport equations may be also
derived and closed for Ξ, compared to the equations for Σ, but this
approach is more convenient for initial and boundary conditions [41].

• Thickened flame. The thickened flame method was originally conceived
as an interesting solution to propagate a premixed flame on coarse grids
[68]. It is based on the scaling of the thermal diffusivity and the charac-
teristic reaction rate following the fundamental definitions of the laminar
flame speed and flame thickness [6, 10]. If the thermal diffusivity is in-
creased by a certain factor and the reaction rate is decreased by the
same value, the flame thickness is multiplied and an artificially thick-
ened flame is created, maintaining the combustion velocity. Depending
on the scaling value, it could be possible to resolve the thickened flame
front on LES computational grids. Due to this flame front thickening,
the interaction between turbulence and chemistry is modified and fur-
ther investigation is required in order to account for this effect. For this
purpose, the use of efficiency functions has been extended [69, 70]. This
approach seems to be promising especially in combustion instabilities,
where the flow scales are larger than the laminar flame thickness [3].

Although the G-field and flame surface density approaches require some
statistical treatments, they are initially conceived as a purely geometrical de-
scription of the flame. In the statistical approaches, this assumption is relaxed
and special attention is given to the statistical properties of the intermediate
states of the flame front. The sub-grid terms of the LES description are typi-
cally derived using Probability Density Functions (PDF) or Filtered Density
Functions (FDF) [71]. Several numerical models have emerged based on this
strategy and some of them are summarized below:

• Presumed probability density functions. The probability density func-
tion of a given quantity 𝜉, ̃︀𝑃 (𝜉, 𝑥, 𝑡), measures the probability to find, for
a given location 𝑥 and instant 𝑡, the variable 𝜉 within a certain range.
It can be used to provide a sub-grid closure to any quantity 𝜑 (which
could be species mass fraction, chemical source terms, etc.). Given a
set of space variables 𝜉𝑁 , the filtered quantity ̃︀𝜑 can be obtained by the
integration of the joint PDF:

̃︀𝜑 =
∫︁

𝜉1
. . .

∫︁
𝜉𝑁

𝜑(𝜉1, . . . , 𝜉𝑁 ) ̃︀𝑃 (𝜉1, . . . , 𝜉𝑁 )𝑑𝜉1 . . . 𝜉𝑁 . (2.48)
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The simplest way to address this problem is to presume a function for
the PDF. The PDF shape has been usually described by delta, beta,
Gaussian or Log-Normal mathematical functions. In this approach, the
filtered quantities and the PDF is parametrized as function of the mean ̃︀𝜉
and variance ̃︂𝜉′′2 of the space variables and additional balance equations
for solving them are required in order to close the problem.

• Transported probability density functions. Instead of presuming a shape
for the PDF, the alternative strategy involves the resolution of trans-
port equations of joint PDFs for velocity and reactive scalars [5, 72,
73]. The main advantage of this approach is the availability to deal
with chemistry: all the chemical source terms appear in a closed form
and modelling is not required. However, additional diffusive terms (usu-
ally named as micromixing) are present and remain unclosed [41]. In
addition, the resolution of transport equations for the PDFs implies a
prohibitive computational cost in industrial applications.

• Conditional moment closure [74–76]. The Conditional Moment Closure
(CMC) approach was conceived as a model for non-premixed combus-
tion. However, it is currently applicable also to premixed flames and
even for multi-regime conditions. In this approach, transport equations
for conditional filtered terms are solved and then they can be integrated
using presumed PDFs to estimate the sub-grid unknowns. Therefore, in
the case of non-premixed combustion, reactive scalars conditioned to a
specific value of mixture fraction 𝑍 are solved: 𝑌𝑘|𝑍. It is extended to
premixed flames by conditioning to the progress variable 𝑐: ̃︂𝑌𝑘|𝑐, or even
for both combustion modes using the combined conditioning: 𝑌𝑘|𝑍, 𝑐.
Since transport equations for each combination of species and mixture
fraction and/or progress variable values are solved, the computational
cost of this model is quite expensive.

• Linear Eddy Model [15, 38]. The Linear Eddy Model (LEM) is usu-
ally classified as a pseudo-statistical approach. It can be applied to
both premixed and non-premixed flames. This model solves a first set
of one-dimensional equations accounting for molecular mixing at scales
not solved in the simulations. Subsequently, this first solution is mapped
onto a triple-map structure which represents the outcome of an individ-
ual eddy motion. This method allows for an efficient parallel implemen-
tation [15] but it is still computationally expensive. However, it has
been succesfully applied in some diverse appliactions [77, 78].
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There are many other strategies for turbulent combustion modelling, but
they have not been included here for simplicity. This section aims to provide
an overview of combustion modelling and the different major groups of ap-
proaches that exist and have been applied for modelling combustion systems
(in gas turbines and many other applications) in the LES context. For fur-
ther information on turbulent combustion modelling, any interested reader is
referred to the classical numerical combustion books or any other extensive
review on combustion modelling [3, 4, 15, 41].

2.4 Soot modelling

Due to the harmful effects of particulate matter on health and environment, a
thorough understanding of the soot formation processes in combustion systems
is crucial. Soot is a solid carbonaceous substance which results from fuel
pyrolysis at rich conditions and high temperature. However, some details
about the physical and chemical processes that lead to soot formation are still
unknown. This is why the development of predictive tools remains a challenge
and new discoveries are continuously emerging that lead to the implementation
of increasingly accurate and computationally efficient soot models.

In this section, an overview of the current understanding of the different
processes involved in soot production is presented. In addition, a brief de-
scription of the numerical modelling approaches for describing these processes
is provided below.

2.4.1 Fundamentals of soot production

A description of the different processes leading to soot production is presented
here. The complete set of phenomena may be classified in soot precursor
formation, physical processes (which involve nucleation and collisional phe-
nomena) and chemical processes (such as growth and oxidation due to surface
chemical reactions).

Gas precursors formation

Unsaturated hydrocarbons (such as acetylene) are produced as a result of the
pyrolysis process, which involves the substantial decomposition and rearrange-
ment of fuel molecules and takes place in high-temperature fuel-rich environ-
ments. The creation of polycyclic aromatic hydrocarbons (PAHs), which are
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well-known as precursors to soot formation [79], depends heavily on the prod-
ucts generated during fuel pyrolysis. The formation of the first aromatic ring
and its growth to larger PAHs is still an unknown topic today. According to
Wang and Chung [80], the main pathway to the formation of the first benzene
ring may be related to a variety of processes including acetylene addition to
butatrienyl radical (n-C4H3), propargyl (C3H3) recombination, reaction be-
tween cyclopentadienyl (c-C5H5) and methyl radical (CH3), among others.
Similar to the formation of the first ring, several paths have been proposed
during the last years to describe the growth of PAHs from a single aromatic
ring. However, the best-known pathway for PAH growth is described by the
two-step Hydrogen-Abstraction-C2H2-Addition (HACA) mechanism [81]. The
HACA mechanism consists of a set of alternating reactions combining the rad-
ical formation through the loss of hydrogen atoms from stable molecules and
the acetylene addition, leading to the growth of aromatic molecules. Although
there are some other proposals, they all end up converging to an acetylene-
addition pathway [79].

Physical phenomena

The physical phenomena involved in soot formation consist of, on the one
hand, the transition from gaseous soot precursors to the first solid particles
(known as soot nucleation) and, on the other hand, the associated collisional
processes. A schematic of the different processes can be observed in Fig. 2.6.

Figure 2.6: Physical phenomena in soot formation. Image from [82].

Nucleation remains one of the least understood processes in soot forma-
tion. This process involves the formation of the first soot particles (nuclei)
from the gaseous precursors and, even today, a unique soot precursor has not
been identified and no mechanism defining the nucleation process has been
established. Nevertheless, it is widely accepted that soot nuclei is generated
by the collision and physical coalescence of large PAH molecules [83]. In
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particular, pyrene dimerization has been extensively used to characterize the
nucleation process [84–87].

Once the first soot particles are formed, collisional processes may take
place. The collisional phenomena include PAH-soot interactions and soot-
soot interactions. The interaction between gaseous precursors (mostly PAHs)
and solid soot particles is referred as condensation, and contribute to the
increase of the soot mass [88]. On the other hand, coagulation corresponds
to the collision and combination of soot particles which leads to a larger solid
particle. If the coagulation takes place between two small particles, it results
in coalescence and a bigger particle with a nearly spherical shape is obtained.
However, the continuous soot-soot interactions eventually form more complex
structures of aggregated particles [79]. The latter process is commonly called
agglomeration. Coagulation and agglomeration affect significantly the soot
number density and may influence the morphology of soot particles.

Chemical phenomena

The total soot mass produced is strongly affected by chemical processes that
occur in the surface of soot particles. These chemical phenomena include
surface growth and soot oxidation processes. They do not influence essentially
the soot number density, i.e., they are related to the increase or decrease of
soot particle size without affecting the particle number. Fig. 2.7 illustrates
the chemical processes in soot formation.

Figure 2.7: Chemical phenomena in soot formation. Image from [82].

Particle surface growth is the process of mass addition through heteroge-
neous surface reactions with gas phase species. In this regard, acetylene is
widely accepted as the main contributor in these chemical process [89–91].
Soot surface growth is usually described using the HACA mechanism [81, 83],
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in a similar way to the formation of gaseous PAHs. The chemical 𝐶−𝐻 bonds
present in the surface of soot particles are subjected to the abstraction of hy-
drogen atoms, which leads to the formation of radicals that end up reacting
with acetylene and increasing the particle size. Despite the wide use of this
mechanism, particle surface growth is not fully understood. Some extensions
of the HACA mechanism have been proposed in the literature [92–95] and
several experimental studies on sooting flames have been carried out [89, 96]
in order to accurately describe and provide further insight on this process.

Finally, soot oxidation is a chemical reaction process that starts as soon
as the first soot particles appear, although it is usually placed at the end
of the soot formation chain. It is the only process that reduces the total
amount of soot generated through surface reactions with oxidizing species.
There is a general consensus that the soot oxidation is mainly caused by
chemical reactions with molecules such as O2, radicals like OH and, with
less contribution, O atoms. H2O, CO2, NO, N2O and NO2 have been also
reported as important oxidants in lean environments [97, 98]. Furthermore,
oxidation-induced fragmentation is a minor derived process that may affect
the soot particle size and number density through the physical division of soot
aggregates [99].

2.4.2 Numerical prediction

In a context characterised by a number of not completely understood pro-
cesses, the development of numerical prediction tools for soot formation faces
a challenging scenario. Furthermore, the development of predictive models not
only provides a tool to contribute to the design of cleaner propulsion systems,
but also allows a deeper understanding of the previously mentioned phenom-
ena. This situation evidences the growing interest during the last years in
the study and implementation of accurate and computationally efficient tech-
niques to describe the processes governing soot formation. Depending on the
capability of the modelling approach to describe the number density and parti-
cle size distribution (PSD) of soot particles, the different strategies are usually
classified in empirical or semi-empirical models and detailed models.

The empirical models are based on the use of experimental correlations to
describe the soot formation processes [100, 101]. These approaches are very
easy to implement and lead to calculations characterized by a considerably low
computational cost. However, the empirical parameters are usually not suffi-
cient to describe in detail all the physical and chemical processes taking place
and are often conditional on specific operating conditions. As an extension to
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these models, the semi-empirical approaches try to include additional subpro-
cesses beyond the simplified formulation of the usual empirical methods. It
is possible to find in this group the well-known two-equation models, which
describe the evolution of soot mass fraction and number density assuming a
mono-disperse soot population [102, 103]. They are easily integrated into tur-
bulent models and are able to maintain a reasonable computational cost for
complex applications. Although it is possible to obtain good predictions of
soot volume fraction magnitude and number density with semi-empirical mod-
els, they still rely on fitting empirical correlations and do not provide informa-
tion on the PSD. In an intermediate step between semi-empirical and detailed
models, some proposals emerge, such as the three-equation model developed
by Franzelli et al. [104], which aims to recover the PSD while maintaining the
computational cost. Nevertheless, it does not explicitly provide information
about the particle distribution, and its reconstruction method requires further
validation.

Detailed soot models consider aerosol dynamics in order to predict the
particle size distribution. The dynamics of a polydisperse particulate system
is represented by the Population Balance Equation (PBE), which is directly
or indirectly solved in the detailed approaches. Monte Carlo methods are the
basis of most of the stochastic models that accurately predict the evolution
of soot particle dynamics [105, 106]. In these models, soot is represented
by discrete particles and the PSD shape or soot morphology is not assumed.
Therefore, in order to obtain converged statistics for the particle size distri-
bution, a large amount of soot particles needs to be transported, leading to
a high computational cost. Although new methods are emerging to apply
these models to 3D cases, their use is still limited to 0D configurations and
one-dimensional laminar flames.

An alternative approach is provided by the Method of Moments (MOM)
based models, which arise as a computationally efficient option for describing
the PBE [107, 108]. In this case, the statistical moments of the particle
size distribution or number density function are transported and used for the
reconstruction of the PSD. In addition, soot main magnitudes, such as volume
fraction or number density, are represented by a finite number of moments
and it is possible to obtain information on soot morphology through volume-
surface descriptions. MOM-based models have been successfully applied in
laminar [81, 83] and turbulent [109, 110] flame simulations for the prediction
of soot particle dynamics with an affordable computational cost. The main
limitation of this approach is related to the reconstruction of the PSD. It does
not provide directly the PSD and complex mathematical methods are required
for the closure of high unknown moments needed for the reconstruction.
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From another perspective, other detailed models are based on the dis-
cretization of the PBE in a finite number of groups. The Discrete Sectional
Method (DSM) [111, 112] is one of the most representative models in this fam-
ily. In this approach, the continuous soot particle size distribution is divided
into a finite number of sections. Transport equations are solved for the soot
mass fraction of each section and the particle size distribution is recovered
from the sectional soot mass. A good accuracy on the representation of the
PSD requires a large number of soot sections (up to 100), which usually leads
to an increased computational cost. Additional extensions of DSM models
have been proposed in order to provide information on soot morphology [113],
but they are even more computationally expensive since require an additional
transport equation per section for the particle number density. These methods
were mainly applied in RANS frameworks, but have recently been extended
to LES for the study of turbulent flames thanks to the development of more
efficient approaches [114, 115].

The aforementioned models constitute the most usual strategies for soot
modelling, however, a wide variety of alternatives has been proposed. For
example, kinetic models [1, 116] are based on the same principle as the discrete
sectional method (discretization of the PBE in bins) and facilitate the coupling
between gas and soot phases, but remain computationally expensive due to the
requirement of detailed mechanism and a large number of bins. On the other
hand, Lagrangian approaches have demonstrated good capabilities for soot
prediction [117–119], however, are limited due to the CPU cost. In general,
the different options for soot modelling are based on the trade-off between
the level of detail in the description of the processes (which conditions the
accuracy of the predictions) and the associated computational cost for more
or less complex applications.

Furthermore, it is important to highlight that the modelling approach
employed for the chemistry description of the combustion process has a sig-
nificant impact on soot prediction. For instance, a reliable prediction of the
PAH chemistry may lead to an accurate prediction of soot. Nonetheless, the
correct chemical description of large PAHs involves very complex chemical
kinetic schemes which include hundreds of species and thousands of reactions
[120]. Detailed chemical mechanisms are usually employed in 1D calculations
of canonical configurations but its computational cost is prohibitive in 3D
flames. Kinetic reduction techniques such as those described in Section 2.3.3
have also been employed in the context of soot prediction in flames, but even
with reduced mechanisms the computational cost is unfeasible, especially if de-
tailed models are used in realistic applications. The tabulated flamelet-based
combustion models are more commonly used for sooting flame calculations
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[110, 114, 121, 122], due to their reduced computational requirements. How-
ever, particular attention must be paid to the validity of the fast chemistry
assumption when predicting the slow soot evolution and the gas-solid phase
coupling in flamelet-based methods require further investigation [123].
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2.5 Spray modelling

During the last few years, multiphase flows and sprays have been extensively
studied from a theoretical point of view, by means of numerical simulations
and in a multitude of experimental tests [124]. A large part of the combustion
systems used in vehicle propulsion, such as gas turbines, internal combustion
engines or liquid-fueled rockets, use liquid fuel for their operation, which is
usually injected inside the combustion chamber as a turbulent spray. There-
fore, understanding the phenomena that control fuel injection, droplet evap-
oration and combustion, and the interaction of the spray with the flame is of
particular relevance in terms of developing efficient propulsion systems.

Compared to the gas-phase combustion, turbulent spray combustion adds
a further degree of complexity to the problem. Fig. 2.8 illustrates an scheme
with the main interactions that occur in spray combustion, which were de-
scribed in detail by Jenny et al. [125]. The processes characterizing gas-phase
combustion may be observed on the left side, with arrows 1-5. In this case,
flow turbulence lead to gas dispersion or macro-mixing (arrow 1) and molec-
ular diffusion or micro-mixing determines the local structure of the flow field
(2), which indeed depends on the length scales of turbulence and the local
scalar gradients (3). A two-way interaction then occurs, where combustion
is controlled by the resulting distribution of species and temperature and the
chemical reactions enhance micro-mixing (4). Finally, flow field statistics are
also affected by the heat release and expansion due to the combustion process
(5). When considering two-phase flow, dispersed and continuous phases are
strongly coupled, starting by the momentum exchange at the droplet bound-
aries (9). Droplets are dispersed due to droplet turbulence (6) and evapora-
tion controls the gaseous fuel supply in the domain (7). Droplet evaporation
greatly depends on the other processes and is influenced by gas dispersion
(11), micro-mixing (13) and on the vapor boundary layer thickness, which is
related to the local velocity difference (8 and 10). Furthermore, evaporation is
enhanced by radiative heat transfer from the reaction layers (14) and micro-
mixing is also influenced by the scalar gradients in the vapor layers around
evaporating droplets (12 and 13). Note that the set of phenomena mentioned
above constitutes a very complex and challenging scenario, even without con-
sidering other very important processes related to the spray dynamics such as
atomization or droplet collisions.
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Figure 2.8: Scheme illustrating different phenomena and interactions in spray com-
bustion. Image from [125].

In view of all the coupled processes described above, it can be deduced
that spray combustion modelling presents a huge challenge. In the first in-
stance, the modelling of the atomization process could be considered as a
separate subject of study, and historically the decomposition of a liquid jet
into ligaments and droplets in order to obtain an accurate description of the
droplet size distribution has been addressed using different approaches such as
the Linearized Instability Sheet Atomization (LISA) [126], the Taylor Anal-
ogy Breakup (TAB) [127], Kelvin-Helmholtz (KH) [128] and Rayleigh-Taylor
(RT) [129] instability breakup models for the primary and/or secondary at-
omization. In addition, some phenomena which take place at droplet level
(such as the dynamic interaction between the droplet and the surrounding
gas or droplet evaporation) are usually very expensive to solve directly with
the basic equations. The general modelling frameworks for spray combustion
typically consider point droplet approximations and make use of the so-called
small scale models [125]. Since this thesis is not exclusively dedicated to spray
combustion, the details about these models are not specified here. Any in-
terested reader may found additional information about droplet dispersion,
momentum transfer and drag models in [130–132]. Moreover, the modelling
of droplet evaporation, mass and heat transfer have been extensively studied
by some authors and detailed analysis are addressed in [133, 134].

In this section, a brief description and summary of the modelling frame-
works employed for spray combustion is provided. The reader is referred to the
usual spray combustion modelling books and reviews for further information
about the topic [125, 135–137].



60
Chapter 2 - Fundamentals of numerical modelling in gas turbine

burners

2.5.1 Modelling frameworks for sprays

There are two main modelling frameworks that are employed for the repre-
sentation of two-phase spray flows in CFD: the Eulerian approach and the
Lagrangian approach. The spray models are typically characterized by the
flow regime based on the volume fraction occupied by the liquid phase. On
the one hand, in Eulerian methods the liquid and gas are treated as a sin-
gle continuum with variable properties which can be discontinuous across the
phase interface. These models have been usually applied to dense sprays,
i.e., the flow regime dominated by the atomization phenomena. On the other
hand, Lagrangian approaches are based on the individual particle tracking
of droplet trajectories through the domain and are considered in the diluted
or very diluted regimes, where the primary atomization is completed, droplet
collisions are commonly neglected and the liquid volume fraction is lower than
1𝑒−3.

In the following paragraphs, the Eulerian and Lagrangian approaches for
spray combustion are briefly reviewed, focusing on the general characteristics
and the different methods employed in each formulation.

Eulerian approach

Normally, the complete spray flow is composed of a dense spray core sur-
rounded by a dispersed flow region, which eventually becomes a dilute spray
[138, 139]. In order to properly describe the dense regime, Euler-Euler models
have been historically used [137], where both phases are represented in an Eu-
lerian reference system. The Eulerian formulation is used uniquely for both
gas and liquid phases and the interface is also considered, where variations of
density and viscosity are present. The formulation of the governing equations
using the single-fluid Eulerian approach within the LES framework leads to
a system of filtered transport equations very similar to the one presented in
Section 2.2.2 (see Eqs. 2.21 and 2.23 for the filtered governing mass and mo-
mentum equations). These equations do not distinguish between both phases,
there are no interphase exchange terms and the main difference lies in the
presence of an additional term in the momentum equation, which represents
the source of momentum due to surface tension and acts only at the gas-liquid
interface. Therefore, the location of the surface interface between gas and liq-
uid is usually reconstructed by means of either the Volume-of-Fluid (VOF)
[140] or level-set [141] methods.

In the VOF method, the gas-liquid interface is recovered using the liquid
volume fraction 𝛾, ranging from zero to unity depending on the volume covered
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by the liquid (𝛾 = 1 indicates the liquid and 𝛾 = 0 the gaseous phase). A
transport equation is then solved for the volume fraction, that reads:

𝜕𝛾

𝜕𝑡
+ ∇ · (𝛾𝑢) = 0. (2.49)

Although this methodology requires fewer assumptions on primary
breakup, it is important to properly resolve the interface and approximate
the momentum source term in order to avoid numerical issues at the interface
[135].

Another approach to track the interface between gas and liquid is the
level-set method [141]. It is based on the definition of a scalar field 𝐺(𝑥, 𝑡)|Γ
where Γ represents the interface between two inviscid fluids. The location and
dynamics of the interface is solved by the level set equation:

𝜕𝐺(𝑥, 𝑡)
𝜕𝑡

+ 𝑢∇𝐺(𝑥, 𝑡) = 0. (2.50)

This modelling approach has demonstrated to present several numerical
issues in regions of high curvature of 𝐺, which have been attempted to be
solved using numerical methods proposed by different authors [142, 143].

The previously described methods are based on the reconstruction of the
gas-liquid interface, however, other approaches based on the diffuse-interface
concept have been developed and applied in the recent years. For instance,
the Σ − 𝑌 approach [144] employs two modelling concepts to address the
two-phase flow description: the density of interfacial area (Σ) and the liquid
fraction (𝑌 ), and the unresolved interface features are modeled instead of
being tracked. This approach has been successfully employed for reacting
sprays under high Reynolds and Weber number conditions [145].

Even though the Eulerian treatment is suitable for the dense spray regime,
the necessity to reproduce the behaviour of the interface makes high resolu-
tion simulations very demanding compared to other modelling approaches.
Furthermore, the single-fluid Eulerian models are generally not feasible for
the dilute (or very dilute) regime unless sub-grid models are included for the
correct prediction of the secondary breakup, wider mesh spacing and droplet
evaporation. In this regard, the Mesoscopic Eulerian Formalism (MEF) [146,
147] and multi-fluid Eulerian formulations are a viable alternative under these
conditions, where multiple sets of Navier-Stokes equations are solved for the
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gas phase and the different droplet size groups [148] or even different liquid
components [149, 150]. Nevertheless, as far as the dilute regime is concerned,
Lagrangian approaches are still the state of the art to date.

Lagrangian approach

The Eulerian-Lagrangian method is the most widely used modelling frame-
work in the combustion of dilute sprays [125]. In the Euler-Lagrange formula-
tion, the dispersed phase is described by Lagrangian equations while the gas
phase is represented in an Eulerian reference system. Although it is possible
to consider resolved droplets within the Eulerian-Lagrangian framework (spe-
cially in extremely expensive DNS of very simplified cases [151–153]), the point
droplet approximation is broadly extended, where droplets are represented by
point particles, evolve following Lagrangian equations and the evaporation
rate, change of enthalpy and coupling forces are modelled. Using the generic
formulation of the governing equations for the gas phase (see Section 2.1), the
mass, species, momentum and energy conservation equations in the Eulerian-
Lagrangian approach may be written as:

𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌𝑢) = 𝑆𝐶 , (2.51)

𝜕𝜌𝑌𝑘

𝜕𝑡
+ ∇ · (𝜌𝑢𝑌𝑘) = ∇ · (−𝜌𝑉𝑘𝑌𝑘) + �̇�𝑘 + 𝛿𝑘,𝐹𝑆𝐶 , 𝑘 = 1, ..., 𝑁𝑠, (2.52)

𝜕𝜌𝑢

𝜕𝑡
+ ∇ · (𝜌𝑢𝑢) = −∇𝑝+ ∇ · 𝜏 + ℱ + 𝑆𝑀 , (2.53)

𝜕𝜌ℎ

𝜕𝑡
+ ∇ (𝜌𝑢ℎ) = 𝐷𝑝

𝐷𝑡
− ∇ · 𝑞 + 𝜏 · ∇𝑢 + 𝒬 + 𝜌

𝑁𝑠∑︁
𝑘=1

𝑌𝑘𝑓𝑘 · 𝑉𝑘 + 𝑆𝐻 ,

(2.54)

where 𝑆𝐶 , 𝑆𝑀 and 𝑆𝐻 are the mass, momentum and enthalpy source terms
corresponding to the interaction with the liquid spray. These phase exchange
terms are usually computed using the droplet heating, evaporation and motion
models, resulting in a strongly coupled equation system for the description of
the two-phase flow. In addition, the computation of the source terms requires
a proper specification of the distribution of droplets in the spray, which may
be achieved through several approaches.

One of the most established strategies for determining droplet distributions
is the use of discrete droplet models [154], in which several discrete droplet size
classes are specified. This approach is specially useful to account for droplet
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size distribution coming from experimental measurements [155, 156], since
experimental techniques such as Particle Image Velocimetry (PIV) or Phase
Doppler Particle Analyzer (PDPA) provide discrete droplet distributions. On
the other hand, it is not easy to determine the appropriate number of size
classes to sufficiently represent the spray in discrete models. Ultimately, there
is a trade-off between the correct description of the polydispersity of sprays and
the associated computational cost [137]. Besides the usual discrete models,
sectional approaches [157] have been also developed, which also assume a
discrete droplet size distribution and have been extended to Eulerian multi-
fluid models [158, 159].

From another perspective, probability density function (PDF) methods
[6] constitute another group of strategies for describing the spray within the
Eulerian-Lagrangian formulation. They assume a continuous droplet size dis-
tribution given by a distribution function which is a function of the different
droplet parameters (such as droplet position, velocity, radius, temperature...)
and time. The temporal evolution of this function is obtained from the so-
called spray equation, providing the probable number of droplets per unit
volume at a given position and time. The numerical solution of the spray
equation is particularly challenging in dense spray computations and more
novel strategies have emerged in order to address this issue. The Discrete
Quadrature Method of Moments (DQMOM) [160, 161], for instance, does not
evaluate the PDF of the spray distribution itself and only a few moments of
the PDF are considered.

To sum up, the Eulerian-Lagrangian approach (in particular, Euler-
Lagrange models using the point droplet approximation and discrete methods
for droplet distribution) has been the reference framework for spray mod-
elling for the last few years. They have demonstrate to reproduce well the
spray characteristics from the secondary breakup to the very dilute regime,
however, their predictive capabilities for spray breakup (specially for the pri-
mary atomization) are questionable and not all physics are captured accu-
rately [135]. Moreover, although Eulerian-Lagrangian models provide reason-
ably good predictions of droplet distributions in the domain, they require an
unrealistic amount of droplets in order to correctly capture the distribution of
droplet number densities [162], which may be solved by means of alternative
modelling descriptions such as fully Lagrangian approaches [163].
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Chapter 3

Computational methodology

This chapter is focused on the description of the general modelling framework
employed in this work. As derived from the fundamentals review addressed
in Chapter 2, the combustion process in gas turbine applications features a
complex physico-chemical behaviour and the pathway leading to the produc-
tion of soot or, in general, any other pollutant is characterised by a large
set of multi-phase and multi-scale phenomena. Therefore, the strategy used
for modelling the relevant processes studied in this work is described here
in terms of turbulent reacting flows, sprays for liquid fuel injection and soot
production.

The simulation code employed in the present thesis is Alya [1], devel-
oped by the Barcelona Supercomputing Center. It is a computational code
prepared to solve very complex multi-physics, multi-scale and multi-domain
coupled problems. Alya is designed for high-performance computing (HPC)
and provides an infrastructure for solving massively parallel calculations. The
code has been extensively used for many different applications [2–6] and is un-
der continuous development and optimization [7–12]. For turbulent combus-
tion simulations in Alya, a flexible tabulated chemistry model is implemented
within the LES framework. As mentioned in Chapter 2, tabulated chemistry
methods have been extensively investigated and Alya provides a state of the
art tabulated combustion model which allows for the use of different refer-
ence flamelets, complex table structures and even the consideration of heat
loss effects. The present tabulated modelling framework has been successfully
applied in several combustion problems [13–18]. An Eulerian-Lagrangian two-
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way coupling is developed in order to account for dispersion and evaporation
of liquid fuel sprays. Lagrangian particle transport is addressed in Alya to
model evaporating droplets and semi-empirical models for droplet dynamics,
heat and mass transfer and evaporation are adapted for the proper coupling
with the Eulerian tabulated chemistry methods. The full implementation of
the tabulated combustion model and the Eulerian-Lagrangian coupling within
the LES framework in Alya has been performed by Ambrus Both [19] and any
interested reader is referred to his work for further details. Recently, an effi-
cient integration of the discrete sectional method for soot prediction has been
implemented in the Alya code by Abhijit Kalbhor and Daniel Mira [20, 21].
For the application of the detailed sectional soot model in LES, additional
transport equations for the mass fraction of clustered sections are solved and
the source terms accounting for soot formation and oxidation processes can be
tabulated in the manifold. The described strategy allows for a computationally
efficient implementation and has been evaluated and proved its consistency in
laminar flames [20] and has been applied to turbulent combustion cases [21,
22].

In this work, Alya is employed for turbulent reacting flow simulations in
aero-engine combustors, accounting for multi-phase flows and soot production.
Therefore, the above mentioned modelling framework is used and evaluated
here and requires an adequate description, which is addressed in this chapter.
The general LES framework is introduced first followed by the turbulent com-
bustion modelling approach. In Section 3.3, the modelling strategy for soot
prediction is explained while Section 3.4 presents the Lagrangian spray model.
Finally, a summary of the methodology and modelling approach is given in
Section 3.5.

3.1 Large-eddy simulation framework

As previously introduced in Chapter 2, large-eddy simulations address the
multi-scale problem of turbulent flows by separating the turbulence large scales
(large eddies) to be resolved and the small scales (small eddies) to be mod-
elled, using a filtering cut-off length. The idea behind this approach is the
universality of small scales, which can be modelled using universal models.
Therefore, any field 𝜑 is decomposed in a resolved part and a sub-grid com-
ponent, where the resolved field represents an instantaneous spatial average
in a control volume defined by the filter size.

This section is focused on the description of the turbulence modelling
framework. First, the LES governing equations are presented with the dif-
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ferent assumptions considered. After that, the sub-grid scale model employed
in this work for the LES closure is described. Finally, a summary of the nu-
merical methods employed is outlined. For further information and details
about the LES framework implemented in Alya, the dissertation of Both [19]
is recommended.

3.1.1 Governing equations

The equations describing the gas phase correspond to the low-Mach number
approximation of the Navier-Stokes equations with the energy equation rep-
resented by the total enthalpy. A Favre-filtered description of the governing
equations is followed to avoid the modelling of terms including density fluctu-
ations. The Favre-filtering of any quantity 𝜑 is given by:

̃︀𝜑 = 𝜌𝜑

𝜌
, (3.1)

where 𝜌 is the unfiltered density field. Therefore, in the mathematical ex-
pressions of the following lines, the tilde (̃︀𝜑) denotes the Favre-filtering, while
Reynolds-filtering is given by the overline (𝜑).

The filtered governing equations for LES correspond to the continuity,
momentum and enthalpy and read as:

𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌�̃�) = 𝑆𝐶 , (3.2)

𝜕𝜌�̃�

𝜕𝑡
+ ∇ · (𝜌�̃��̃�) = −∇ · 𝜏𝑀 − ∇𝑝+ ∇ · (�̄�∇�̃�) + 𝑆𝑀 , (3.3)

𝜕𝜌ℎ̃

𝜕𝑡
+ ∇ ·

(︁
𝜌�̃�ℎ̃

)︁
= −∇ · 𝜏ℎ + ∇ ·

(︁
𝜌�̄�∇ℎ̃

)︁
+ 𝑆𝐻 , (3.4)

where standard notation is used for all the quantities with 𝜌, �̃�, ℎ̃, �̃�, 𝑝 and �̄�
represent the density, velocity vector, total enthalpy (sensible and chemical),
diffusivity, pressure and dynamic viscosity using filtered quantities. The bulk
viscosity effects are neglected following the Stokes assumption. To simplify the
scalar transport in the governing equations, a unity Lewis number assumption
is considered. Therefore, the thermal diffusivity is used in the transport of all
scalar fields, described by 𝐷 = 𝜆

𝜌𝑐𝑝
.

The 𝜏 term stands for the unresolved or sub-grid terms related to the
filtering operation. It applies to the unresolved momentum flux 𝜏𝑀 and the
unresolved enthalpy flux 𝜏ℎ, which can be expressed as follows:
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𝜏𝑀 = (𝜌̃︂𝑢𝑢 − 𝜌̃︀𝑢̃︀𝑢) , (3.5)

𝜏ℎ =
(︁
𝜌̃︁ℎ𝑢 − 𝜌̃︀ℎ̃︀𝑢)︁ . (3.6)

These are the unclosed terms of the filtered LES equations and need to be
modelled accordingly. The closure of the unresolved fluxes is addressed in the
following subsection.

The generic form of the LES equations contain additional terms related to
the coupling between the disperse phase and the gas phase. They correspond
to the source terms associated to the mass, momentum and energy exchange
(𝑆𝐶 , 𝑆𝑀 , and 𝑆𝐻) between the droplets and the gas. The closure for these
terms is obtained by the integration of Eqs. (3.62), (3.65) and (3.66) [23],
which will be described in Section 3.4.

3.1.2 LES sub-grid closure

The aforementioned unresolved fluxes 𝜏𝑀 and 𝜏ℎ of the filtered LES equations
require an adequate closure and this subsection aims to describe the models
used for this purpose.

Eddy-viscosity model

In this work, the sub-grid scale stress tensor 𝜏𝑀 is determined by an eddy-
viscosity model. As introduced in the previous chapter, in eddy-viscosity mod-
els the unresolved momentum fluxes are modeled according to the Boussinesq
approximation [24]:

𝜏𝑀 − 1
3 Tr(𝜏𝑀 ) = −2𝜌𝜈𝑡

(︂
𝑆(̃︀𝑢) − 1

3 Tr(𝑆(̃︀𝑢))
)︂
, (3.7)

where Tr(·) is the trace operator, 𝑆(̃︀𝑢) the resolved strain rate tensor and
𝜈𝑡 the turbulent or sub-grid viscosity. Note that Eq. 3.7 corresponds to the
adapted equation for variable density flows, using Favre-filtered quantities
and the deviatoric part of the strain rate tensor. The isotropic contribution of
the sub-grid stress tensor 1

3 Tr(𝜏𝑀 ) is not directly included in the governing
equations and it is absorbed into the filtered pressure.

In order to determine 𝜈𝑡, the Vreman sub-grid model [25] is used in the
present work. It is a derivation of the well-known Smagorinsky sub-grid model
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[26] which deals with the overprediction of the kinetic energy dissipation es-
timated by the Smagorinsky model in low-turbulence regions. The sub-grid
viscosity in the Vreman model is expressed as:

𝜈𝑡 = 𝑐

(︃
𝛽11𝛽22 − 𝛽2

12 + 𝛽11𝛽33 − 𝛽2
13 + 𝛽22𝛽33 − 𝛽2

23
𝛼𝑖𝑗𝛼𝑖𝑗

)︃
, (3.8)

where 𝑐 is a modelling constant and 𝛼𝑖𝑗 and 𝛽𝑖𝑗 are defined using the Einstein
summation convention by:

𝛼𝑖𝑗 = 𝜕̃︀𝑢𝑗

𝜕𝑥𝑖
, (3.9)

𝛽𝑖𝑗 = Δ2
𝑚𝛼𝑚𝑖𝛼𝑚𝑗 , (3.10)

where Δ𝑚 is the filter size in the 𝑚 dimension. In this work, an isotropic filter
is assumed, equal to the mean element size and given by Δ𝑚 = Δ𝑥 = 3√𝑉𝑒𝑙𝑒𝑚,
where 𝑉𝑒𝑙𝑒𝑚 is the element volume.

The modelling constant 𝑐 is related to the Smagorinsky constant 𝐶𝑆 by
𝑐 ≈ 2.5𝐶2

𝑆 . Using the theoretical value for homogeneous isotropic turbulence
𝐶𝑆 = 0.17 [27] leads to 𝑐 = 0.07. However, higher values of 𝐶𝑆 are useful
to obtain robust simulations in complex cases and Vreman’s recommendation
of 𝑐 = 0.1 (which corresponds to 𝐶𝑆 = 0.2) is used here. The same single-
value constant has been used in previous studies where satisfactory results
were obtained [15, 28]. Like the Smagorinsky model, Vreman’s proposal only
requires the local filter size and the derivatives of the resolved velocity field
thus it is quite simple and easy to compute in actual LES. In addition, it
correctly reproduces the vanishing of the sub-grid viscosity in laminar flow
configurations, as demonstrated by the author [25].

Unresolved scalar fluxes

The sub-grid fluxes of scalar quantities are commonly closed using the gradient
diffusion approach [29]. In this regard, the unresolved scalar flux 𝜏 𝜁 of a given
scalar 𝜁 is modelled as:

𝜏 𝜁 =
(︁
𝜌̃︁𝜁𝑢 − 𝜌̃︀𝜁 ̃︀𝑢)︁ = − 𝜌𝜈𝑡

𝑆𝑐𝑡
∇̃︀𝜁, (3.11)

where 𝑆𝑐𝑡 is the turbulent or sub-grid Schmidt number and 𝜈𝑡 is estimated
from the previously described eddy-viscosity model. It is worth mentioning
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that Eq. 3.11 corresponds to the model for any generic scalar, which will be
useful for the transport equations of the scalars involved in the combustion
model. In the particular case of thermal transport, the unresolved enthalpy
flux 𝜏ℎ introduced with Eq. 3.6 is modelled analogously with the expression:

𝜏ℎ = − 𝜌𝜈𝑡

𝑃𝑟𝑡
∇̃︀ℎ. (3.12)

In this case, 𝑃𝑟𝑡 is the turbulent or sub-grid Prandtl number. Both the
turbulent Schmidt and Prandtl numbers are model parameters and a constant
value of 0.7 is commonly used in several reacting flow calculations [30–33]. In
this work, the same value for both dimensionless numbers, 𝑆𝑐𝑡 = 𝑃𝑟𝑡 = 0.7,
is retained in order to avoid preferential sub-grid transport between different
scalars [19].

3.1.3 Numerical methods

A brief description of the numerical methods used for solving the aforemen-
tioned equations is given in this subsection. For more details the reader is
referred to [19]. The discretization strategy is based on a conservative fi-
nite element scheme, where stabilisation is only introduced for the continuity
equation by means of a non-incremental fractional-step method, modified in
order to account for variable density flows [28]. The final scheme preserves
momentum and angular momentum for variable density flows. The error of
kinetic energy conservation is of order 𝑂

(︁
𝑑𝑡 · ℎ𝑘+1

)︁
(with ℎ and 𝑘 being the

element size and order, respectively), thus dissipation is limited. Standard
stabilized finite elements are used for the scalars, while the time integration
is carried out by means of an explicit third order Runge-Kutta scheme for
momentum and scalars. The chosen low dissipation FE scheme presents good
accuracy compared to other low dissipation finite volume and finite difference
methods with the advantage of being able to increase the order of accuracy
at will without breaking the fundamental symmetry properties of the discrete
operators.

3.2 Turbulent combustion model

The flamelet-based tabulated chemistry framework implemented in the Alya
code is used in this work for combustion modelling. Flamelet methods were
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already presented in Chapter 2 as one of the extensively used options for tur-
bulent flame simulations. The tabulated methods present in the literature
offer different strategies in terms of the flamelet configuration used, the com-
bination of steady and unsteady flames or the parametrization of the flamelet
database, among other features. In this work, an approach based on the
Flamelet Generated Manifold (FGM) method [34] is employed and the char-
acteristics of the combustion model are described in this section.

First, the flamelet method is presented, focusing on the flamelet config-
urations and combinations employed and the different controlling variables
considered for tabulation. Subsequently, the strategy used for the integra-
tion of tabulated properties to account for turbulence-chemistry interactions
is described. Finally, the tabulation process and the final table structure is
summarized. Again, the reader is referred to [19] for a more detailed descrip-
tion of the turbulent combustion model.

3.2.1 Flamelet method

The thermo-chemical state of the flame in this configuration is described by the
flamelet method [35]. A scale separation between the flow and the chemistry is
assumed, so that the flame structure can be defined by a composition of one-
dimensional (1D) flames. Among the many canonical flame configurations,
counterflow diffusion flamelets are used for all the applications studied in this
work. This case is characterized by the inlet conditions of two opposed streams
(temperature and composition of fuel and oxidizer) and the global strain rate
𝑎, defined in the far field of the oxidizer flow. A schematic of the counterflow
flame configuration can be observed in Fig. 3.1. The equations system of
the one-dimensional problem for this configuration [36] is presented here for
completeness:
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Figure 3.1: Scheme of a generic counterflow diffusion flame configuration. Adapted
from [37].

𝜕𝜌

𝜕𝑡
+ 𝜕𝜌𝑢

𝜕𝑥
= −𝜌𝐺, (3.13)

𝜕𝜌𝑌𝑘

𝜕𝑡
+ 𝜕𝜌𝑢𝑌𝑘

𝜕𝑥
= 𝜕

𝜕𝑥

(︃
𝜆

𝐿𝑒𝑘𝑐𝑝

𝜕𝑌𝑘

𝜕𝑥

)︃
+ �̇�𝑘 − 𝜌𝑌𝑘𝐺, (3.14)

𝜕𝜌ℎ

𝜕𝑡
+ 𝜕𝜌𝑢ℎ

𝜕𝑥
= 𝜕

𝜕𝑥

[︃
𝜆

𝑐𝑝

𝜕ℎ

𝜕𝑥
+ 𝜆

𝑐𝑝

𝑁𝑠∑︁
𝑘=1

(︂ 1
𝐿𝑒𝑘

− 1
)︂
ℎ𝑘
𝜕𝑌𝑘

𝜕𝑥

]︃
− 𝜌ℎ𝐺+ 𝑆𝑟𝑎𝑑

ℎ ,

(3.15)

𝜌
𝜕𝐺

𝜕𝑡
+ 𝜌𝑢

𝜕𝐺

𝜕𝑥
= 𝜕

𝜕𝑥

(︂
𝜇
𝜕𝐺

𝜕𝑥

)︂
+ 𝜌𝑜𝑥𝑎

2 − 𝜌𝐺2, (3.16)

Basically, the equations are derived from the generic conservation equa-
tions (see Eqs. 2.3, 2.4, 2.6, 2.9). 𝐺 is the local flame stretch defined as
𝐺 = 𝜕𝑣

𝜕𝑦 where 𝑣 is the velocity component in 𝑦. The stretch transport equa-
tion is derived from the momentum equation, together with the assumption
of potential flow conditions on the far field. In the present work, these equa-
tions are solved using detailed chemistry with Chem1D [38], assuming a unity
Lewis number approach. The chemical mechanism used is specified for each
particular application in the corresponding chapter.
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In order to include heat loss effects in counterflow diffusion flamelets, the
enthalpy level in this configuration is decreased using an additional source term
in Eq. 3.15, 𝑆𝑟𝑎𝑑

ℎ . In Chem1D, this term is calculated following an optically
thin radiative model. Therefore, the radiative source term is computed using
the following expression:

𝑆𝑟𝑎𝑑
ℎ = −4𝑄𝑟𝑎𝑑𝜅𝜎

(︁
𝑇 4 − 𝑇 4

𝑓𝑓

)︁
, (3.17)

where 𝜅 is the Planck mean absorption coefficient of the gas mixture, 𝜎
is the Stefan-Boltzmann constant and 𝑇 and 𝑇𝑓𝑓 are the local and far field
temperatures, respectively. 𝑄𝑟𝑎𝑑 is a modelling constant which is equal to
1 for cases with physically meaningful radiation. Higher 𝑄𝑟𝑎𝑑 values induce
artificial radiation and are used here to reach lower enthalpy states.

For the generation of the flamelet database, laminar diffusion flamelets at
different strain rates are tabulated in order to account for strain effects on the
thermodiffusive behaviour of the reacting layer. Therefore, the entire stable
branch is recovered with the steady-state solutions until the extinction point.
An extinguishing flamelet initiated from the last stable instance (extinction
point) is used as a natural continuation of this two-dimensional manifold [39],
conducting an unsteady calculation to account for the transient development
to the mixing state. Fig. 3.2 shows a representation of the manifold considering
the mentioned approach. Note that only the solution for one enthalpy level
(𝑄𝑟𝑎𝑑 = 0) is represented.
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Figure 3.2: Illustration of the flamelet composition of the manifold represented by
the stoichiometric temperature 𝑇𝑠𝑡 in function of the strain rate 𝑎. It corresponds to
ethylene-air counterflow flames at ambient conditions and with 𝑄𝑟𝑎𝑑 = 0.

Controlling variables

Three controlling variables are used to characterize the thermochemical state
of the flamelets composing the manifold: mixture fraction 𝑍, progress variable
𝑌𝑐, and scaled enthalpy ℋ. The mixture fraction is determined by Bilger’s
formula, while the progress variable 𝑌𝑐 in this study is defined as:

𝑌𝑐 =
𝑁∑︁

𝑘=1

𝑎𝑘

𝑊𝑘
𝑌𝑘. (3.18)

In view of the wide variety of progress variable definitions used in the
literature, the selection of an appropriate progress variable which provides an
adequate parametrization of the flamelet states is not evident. For instance,
the use of both adiabatic and non-adiabatic flamelets makes it difficult to
find a single definition that ensures the monotonic behaviour of the progress
variable for all conditions. In this work, different definitions are used for the
different studied cases, which are described in the corresponding sections. To
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facilitate the flamelet manifold tabulation, retrieval and integration, a scaled
progress variable 𝐶 is defined as:

𝐶 = 𝑌𝑐 − 𝑌𝑐,𝑚𝑖𝑛(𝑍)
𝑌𝑐,𝑚𝑎𝑥(𝑍) − 𝑌𝑐,𝑚𝑖𝑛(𝑍) , (3.19)

where 𝑌𝑐,𝑚𝑎𝑥(𝑍) and 𝑌𝑐,𝑚𝑖𝑛(𝑍) are the maximum and minimum progress vari-
able profiles which correspond to 𝐶 = 0 in the mixing line and 𝐶 = 1 in
the stable solution of the lowest strain flamelet. Note that, in this way, the
dependency of the strain rate is accounted in the manifold by the use of the
normalized progress variable, which varies between 0 and 1 depending on the
strain level.

The different enthalpy levels reached with the previously described method
are accounted in the manifold by means of a scaled enthalpy factor ℋ. It is
calculated using the following expression:

ℋ = ℎ− ℎ𝑚𝑖𝑛(𝑍,𝐶)
ℎ𝑚𝑎𝑥(𝑍,𝐶) − ℎ𝑚𝑖𝑛(𝑍,𝐶) . (3.20)

For a particular value of the total enthalpy ℎ, the scaled enthalpy ℋ
is defined by the maximum and minimum enthalpy levels, ℎ𝑚𝑎𝑥(𝑍,𝐶) and
ℎ𝑚𝑖𝑛(𝑍,𝐶), given in the low-dimensional manifold for every mixture fraction
and progress variable. Therefore, ℋ = 1 corresponds to the maximum en-
thalpy level (or adiabatic conditions) and the minimum level is defined by
ℋ = 0 (given by the maximum radiation factor considered during the flamelet
calculations).

Flamelet calculations are the first stage of this turbulent combustion mod-
elling approach and a three-dimensional database is obtained when considering
the procedure and controlling variables presented here. Any magnitude 𝜓 that
describes the thermo-chemical state can be tabulated in this three-dimensional
table as function of the mixture fraction, scaled progress variable and enthalpy
factor: 𝜓(𝑍,𝐶,ℋ).

Tabulated chemistry in the LES framework

In order to describe the chemical evolution of the reacting flow, additional
transport equations for the filtered controlling variables within the LES frame-
work are needed. The normalized enthalpy is obtained directly from the fil-
tered enthalpy solved in Eq. 3.4. However, additional transport equations are
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required for the filtered mixture fraction and progress variable, which follow
the generic form of a scalar transport equation:

𝜕𝜌 ̃︀𝑍
𝜕𝑡

+ ∇ ·
(︁
𝜌̃︀𝑢 ̃︀𝑍)︁ = −∇ · 𝜏𝑍 + ∇ ·

(︁
𝜌�̄�∇ ̃︀𝑍)︁+ 𝑆𝑍 , (3.21)

𝜕𝜌̃︁𝑌𝑐

𝜕𝑡
+ ∇ ·

(︁
𝜌̃︀𝑢̃︁𝑌𝑐

)︁
= −∇ · 𝜏𝑌𝑐 + ∇ ·

(︁
𝜌�̄�∇̃︁𝑌𝑐

)︁
+ �̇�𝑌𝑐 . (3.22)

Note that all magnitudes are analogous to those described in Section 3.1.1
(see Eqs. 3.2 to 3.4). The source term 𝑆𝑍 in the ̃︀𝑍 equation refers to the mass
generated by droplet evaporation, while �̇�𝑌𝑐 is the filtered progress variable
source term. The unresolved terms appearing after the LES filtering 𝜏𝑍 and
𝜏𝑌𝑐 are closed using the gradient diffusion approach for sub-grid scalar fluxes
(see Eq. 3.11):

𝜏𝑍 = − 𝜌𝜈𝑡

𝑆𝑐𝑡
∇ ̃︀𝑍, (3.23)

𝜏𝑌𝑐 = − 𝜌𝜈𝑡

𝑆𝑐𝑡
∇̃︀𝑌𝑐. (3.24)

3.2.2 Turbulence-chemistry interaction

In this work, the presumed probability density function approach is used to
account for turbulence/chemistry interactions at the sub-grid scale. The tab-
ulated properties 𝜓 from the manifold are integrated with a presumed-shape
probability density function (PDF) that describes the statistical effect of tur-
bulence on the flame structure [29]. Therefore, for any tabulated variable 𝜓
this three-dimensional manifold 𝜓 = 𝜓(𝑍,𝐶,ℋ) must be integrated with a fil-
tered joint-PDF ̃︀𝑃 (𝑍,𝐶,ℋ). Any Favre-filtered tabulated quantity ̃︀𝜓 is given
by:

̃︀𝜓 =
∫︁ 1

0

∫︁ 1

0

∫︁ 1

0
𝜓(𝑍,𝐶,ℋ) ̃︀𝑃 (𝑍,𝐶,ℋ)𝑑𝑍𝑑𝐶𝑑ℋ, (3.25)

while the non-density-weighted filtered magnitudes are obtained from:

𝜓 = 𝜌

∫︁ 1

0

∫︁ 1

0

∫︁ 1

0

𝜓(𝑍,𝐶,ℋ)
𝜌(𝑍,𝐶,ℋ)

̃︀𝑃 (𝑍,𝐶,ℋ)𝑑𝑍𝑑𝐶𝑑ℋ. (3.26)
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The filtered density 𝜌 is obtained from the Favre-filtered specific volumẽ︂1/𝜌 by:

𝜌 = 1̃︂1/𝜌 = 1∫︀ 1
0
∫︀ 1

0
∫︀ 1

0
1

𝜌(𝑍,𝐶,ℋ)
̃︀𝑃 (𝑍,𝐶,ℋ)𝑑𝑍𝑑𝐶𝑑ℋ

. (3.27)

The joint-PDF ̃︀𝑃 (𝑍,𝐶,ℋ) of three independent variables is prohibitively
complex for most modelling strategies, thus the joint-PDF is treated as a
product of statistically independent PDFs of each degree of freedom [40]:

̃︀𝑃 (𝑍,𝐶,ℋ) ≈ ̃︀𝑃𝑍(𝑍) ̃︀𝑃𝐶(𝐶) ̃︀𝑃ℋ(ℋ). (3.28)

In general, 𝛽 or 𝛿 functions are commonly used for the presumed-shape
PDF of each control variable. Usually, a 𝛿 function is used in the modelling of
scaled enthalpy in non-adiabatic cases due to the fact that sub-grid enthalpy
variations are not linked to different sub-grid levels of ℋ [19]. Mixture frac-
tion is normally modelled using a 𝛽-PDF but the sub-grid contribution of the
scaled progress variable depends on the particular case. In the applications
studied in the present thesis, different approaches are used regarding the pre-
sumed shape PDFs for each control variable and the description is given in
the dedicated chapters. However, the most general approach is described here,
which corresponds to 𝛽 functions for both mixture fraction and progress vari-
able and a 𝛿 function for the scaled enthalpy. In this case, the distributions
of mixture fraction and progress variable are defined by the filtered values ̃︀𝑍,̃︁𝑌𝑐 and sub-grid variances 𝑍𝑣 = ̃︂𝑍𝑍 − ̃︀𝑍 ̃︀𝑍, 𝑌𝑐,𝑣 = ̃︂𝑌𝑐𝑌𝑐 − ̃︁𝑌𝑐

̃︁𝑌𝑐 of 𝑍 and 𝑌𝑐,
respectively.

A closure for the sub-grid scale variances 𝑍𝑣, 𝑌𝑐,𝑣 is then required to recover
the tabulated quantities, so transport equations for 𝑍𝑣 and 𝑌𝑐,𝑣 are solved [41]
on top of Eqs. 3.21 and 3.22. The transport equations for the mixture fraction
and progress variable sub-grid variances are given by:

𝜕𝜌𝑍𝑣

𝜕𝑡
+ ∇ · (𝜌�̃�𝑍𝑣) = −∇ · 𝜏𝑍𝑣 + ∇ ·

(︁
𝜌�̄�∇𝑍𝑣

)︁
− 2𝜏𝑍 · ∇𝑍 − 𝑠𝜒𝑍 ,

(3.29)
𝜕𝜌𝑌𝑐,𝑣

𝜕𝑡
+ ∇ · (𝜌�̃�𝑌𝑐,𝑣) = −∇ · 𝜏𝑌𝑐,𝑣 + ∇ ·

(︁
𝜌�̄�∇𝑌𝑐,𝑣

)︁
− 2𝜏𝑌𝑐 · ∇𝑌𝑐 − 𝑠𝜒𝑌𝑐

(3.30)

+ 2
(︁
𝑌𝑐�̇�𝑌𝑐

− 𝑌𝑐�̇�𝑌𝑐

)︁
.
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The unresolved fluxes of mixture fraction and progress variable variances,
𝜏𝑍𝑣 and 𝜏𝑌𝑐,𝑣 , are closed using the gradient diffusion approach (see Eq. 3.11):

𝜏𝑍𝑣 = − 𝜌𝜈𝑡

𝑆𝑐𝑡
∇𝑍𝑣, (3.31)

𝜏𝑌𝑐,𝑣 = − 𝜌𝜈𝑡

𝑆𝑐𝑡
∇𝑌𝑐,𝑣, (3.32)

The terms 𝑠𝜒𝑍 and 𝑠𝜒𝑌𝑐
correspond to the unresolved part of the scalar

dissipation rate of mixture fraction and progress variable, respectively. They
are modelled assuming a linear relaxation of the variance within the sub-grid
[29] and are given by:

𝑠𝜒𝑍 = 𝜌𝐶𝜒
𝑍𝑣

𝜏𝑆𝐺𝑆
, (3.33)

𝑠𝜒𝑌𝑐
= 𝜌𝐶𝜒

𝑌𝑐,𝑣

𝜏𝑆𝐺𝑆
. (3.34)

where 𝐶𝜒 = 2 is a modelling constant [42] and 𝜏𝑆𝐺𝑆 is a sub-grid time scale
[28]. The chemical state of the turbulent flame in the LES framework is
ultimately described by the five control variables: ̃︀𝑍, 𝑍𝑣, ̃︁𝑌𝑐, 𝑌𝑐,𝑣 and ̃︀ℎ.

3.2.3 Tabulation strategy

The present tabulated chemistry model is intended to provide the
required magnitudes for the closure of the governing equations:
Eqs. 3.2, 3.3, 3.4, 3.21, 3.22, 3.29 and 3.30. In view of the equations
system, the filtered mixture properties 𝜌, 𝜇 and 𝐷 are required. Therefore,
the final manifold contains the following tabulated properties: the thermal
conductivity 𝜆, dynamic viscosity 𝜇, molecular weight 𝑊 and the mean
NASA 𝑐𝑝 coefficients ̃︀𝑏𝑖 of the mixture. During the CFD calculation, the
enthalpy equation is solved and the temperature is recalculated using the
NASA polynomials: ̃︀𝑇 = 𝑇 (̃︀ℎ,̃︀𝑏𝑖). After that, the filtered density 𝜌 is com-
puted with the ideal gas law using the calculated temperature, the tabulated
molecular weight 𝑊 and the specified thermodynamic pressure. During the
evaluation of ̃︀𝑇 , the specific heat is also obtained as ̃︀𝑐𝑝 = 𝑐𝑝(̃︀ℎ,̃︀𝑏𝑖) and it is
used together with the density and the tabulated thermal conductivity 𝜆 to
compute 𝐷. Finally, the progress variable source term �̇�𝑌𝑐 and the first term
in the progress variable variance source 𝑌𝑐�̇�𝑌𝑐

are also tabulated in order to
solve Eqs. 3.22 and 3.30.
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3.3 Soot modelling

In the present dissertation, soot modelling is addressed by means of an effi-
cient implementation of the sectional method within the LES framework and
it is integrated with the tabulated chemistry model for combustion in Alya.
The soot aerosol dynamics are described by the Population Balance Equation
(PBE) of the particle Number Density Function (NDF). Solving the PBE is
not feasible in turbulent flows, and the method of moments (MoM) [43] and
the discrete sectional method (DSM) [44] have been proposed to model the
NDF. The particle distribution is approximated in MoM by solving transport
equations for the low-order moments, while the continuous distribution is dis-
cretized by a finite amount of sections for the DSM. The sectional method
is selected in this work due to its capability to predict different distribution
shapes. However, it could be computationally demanding when the number
of sections is increased to improve accuracy. In this regard, the efficient im-
plementation employed here aims to take advantage of these qualities of the
sectional modelling approach while maintaining an affordable computational
cost for use in a practical application.

The following subsections are focused on the description of the soot mod-
elling approach. In the first subsection, the basis and fundamental principles
of the discrete soot sectional method are described. Subsequently, the efficient
implementation of the sectional model within the LES-FGM framework is in-
troduced. The soot sectional approach used in this work is based on the work
of Hoerle and Pereira [45] and the efficient coupling with the FGM model has
been carried out by Kalbhor and Mira [20, 21]. Any reader is referred to these
works for further information and details of the modelling approach.

3.3.1 Sectional soot method

The soot modeling approach is based on the discrete sectional method
(DSM) [44, 46]. In the DSM-based models, the problem of solving the Gen-
eral Population Balance Equation (GPBE) that characterizes the continuous
Particle Size Distribution (PSD) is addressed by dividing the PSD into a fi-
nite number of sections 𝑛𝑠𝑒𝑐. Particle sizes within a range between a minimum
𝑉𝑚𝑖𝑛 and maximum 𝑉𝑚𝑎𝑥 volume can be resolved, depending on the number of
sections considered. Fig. 3.3 shows an illustration of the section discretization
principle.
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Figure 3.3: Schematic of the PSD discretization into a finite number of sections in
the DSM. Image from [21].

Transport equation for soot sections

For each representative soot size (section 𝑖), the governing equation for the
soot mass fraction 𝑌𝑠,𝑖 is solved by considering flow convection, diffusion, ther-
mophoresis, and soot sources. The sectional soot transport equation can be
formulated as:

𝜕 (𝜌𝑌𝑠,𝑖)
𝜕𝑡

+∇·(𝜌 [𝑢 + 𝑣𝑇 ]𝑌𝑠,𝑖) = ∇·(𝜌𝐷𝑠,𝑖∇𝑌𝑠,𝑖)+�̇�𝑠,𝑖 ∀ 𝑖 ∈ [1, 𝑛𝑠𝑒𝑐] (3.35)

Assuming the soot volume negligible compared to the total gas volume,
the soot volume fraction of section 𝑖 can be calculated from the soot mass
fraction 𝑌𝑠,𝑖 as:

𝑄𝑖 = 𝜌

𝜌𝑠
𝑌𝑠,𝑖, (3.36)

where 𝜌𝑠 is the density of soot particles. In Eq. 3.35, �̇�𝑠,𝑖 is the sectional
source term, which can be expressed as function of the rate of soot volume
fraction as �̇�𝑠,𝑖 = 𝜌𝑠�̇�𝑖. The thermophoretic velocity 𝑣𝑇 is calculated with
Frienlander’s expression [47] as:
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𝑣𝑇 = −3
4

(︂
1 + 𝜋𝛼𝑎𝑐𝑐

8

)︂−1 𝜈

𝑇
∇𝑇, (3.37)

where 𝜈 is the kinematic viscosity, 𝑇 is the local temperature and 𝛼𝑎𝑐𝑐 is
the accommodation coefficient taken as 0.9. 𝐷𝑠,𝑖 in Eq. 3.35 is the diffusion
coefficient of soot section 𝑖 and it is assumed to be ∼ 1% of the average gas
diffusivity to ensure the numerical stability.

Sectional discretization

The discretization of soot particles with respect to their volume into different
sections is performed in this work assuming a linear growth of particle size in
logarithmic scale [46]. Therefore, the limit in terms of particle volume of a
given section 𝑖 is determined by:

𝑉𝑖 = 𝑉𝑚𝑖𝑛

(︂
𝑉𝑚𝑎𝑥

𝑉𝑚𝑖𝑛

)︂𝑖/𝑛𝑠𝑒𝑐

, 𝑖 = 1, 2, ..., 𝑛𝑠𝑒𝑐 (3.38)

Assuming this discretization, the lower boundary of section 𝑖 is 𝑉𝑖−1, the
upper boundary corresponds to 𝑉𝑖 and the biggest particle of section 𝑖 − 1
is the same as the smallest particle of section 𝑖, as illustrated in Fig. 3.3.
The volume of the smallest particle 𝑉𝑚𝑖𝑛 is defined by the carbon-equivalent
volume of the number of carbon atoms of two soot precursor molecules. In
this work, pyrene (C16H10) is selected as the aromatic precursor [48], thus,
𝑉𝑚𝑖𝑛 = 3.428 · 10−28 m3. The biggest particle size 𝑉𝑚𝑎𝑥 defines the limit of
the PSD and the range of the largest modelled particle. It is chosen as an
unattainable soot particle volume such that the particles no longer accumulate
in the last section. In the present model, 𝑉𝑚𝑎𝑥 = 5.236 · 10−16 m3.

The soot distribution inside a section is characterized by the soot volume
fraction density 𝑞𝑖, which is assumed to be a constant distribution within each
section:

𝑞𝑖 = 𝑄𝑖

𝑉𝑖 − 𝑉𝑖−1
, (3.39)

where 𝑄𝑖 is the soot volume fraction of section 𝑖. The particle size distribution
within each section 𝑛𝑖 is defined from the soot volume fraction density as
follows:

𝑛𝑖(𝑣) = 𝑞𝑖

𝑣
, (3.40)
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where 𝑣 is the volume between section boundaries. This formulation leads to
the calculation of soot number density in section 𝑖, 𝑁𝑖, by the integration of
the continuous particle size distribution:

𝑁𝑖 =
∫︁ 𝑉𝑖

𝑉𝑖−1
𝑛𝑖(𝑣)𝑑𝑣. (3.41)

Assuming the constant profile of the section size distribution (Eq. 3.39),
the number density becomes:

𝑁𝑖 = 𝑄𝑖

𝑉𝑖 − 𝑉𝑖−1
ln
(︂
𝑉𝑖

𝑉𝑖−1

)︂
. (3.42)

Finally, the total soot volume fraction (𝑆𝑉 𝐹 ) and total soot number den-
sity (𝑁𝑇 ) are calculated with the following expressions:

𝑆𝑉 𝐹 =
𝑛𝑠𝑒𝑐∑︁
𝑖=1

𝑄𝑖, (3.43)

𝑁𝑇 =
𝑛𝑠𝑒𝑐∑︁
𝑖=1

𝑁𝑖. (3.44)

Soot source terms

The source terms for soot chemistry are evaluated by including the contribu-
tions of soot kinetics (nucleation, PAH condensation, surface growth, oxida-
tion) and soot particle dynamics (coagulation) sub-processes. An schematic
of the different processes involved in soot formation is illustrated in Fig. 3.4.
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Figure 3.4: Subprocesses controlling soot formation and oxidation and respective in-
volved gaseous species. Image from [21].

Considering these processes, the total soot mass fraction source term in
Eq. 3.35 can be written as:

�̇�𝑠,𝑖 = 𝜌𝑠�̇�𝑖 = 𝜌𝑠

(︁
�̇�𝑛𝑢𝑐,𝑖 + �̇�𝑐𝑜𝑛𝑑,𝑖 + �̇�𝑐𝑜𝑎𝑔,𝑖 + �̇�𝑠𝑔,𝑖 + �̇�𝑜𝑥,𝑖

)︁
, (3.45)

where �̇�𝑛𝑢𝑐,𝑖, �̇�𝑐𝑜𝑛𝑑,𝑖, �̇�𝑐𝑜𝑎𝑔,𝑖, �̇�𝑠𝑔,𝑖 and �̇�𝑜𝑥,𝑖 are the rates of soot volume
fraction for section 𝑖 due to nucleation, condensation, coagulation, surface
growth and oxidation.

Soot is assumed to nucleate through the dimerization of PAH, taken as
pyrene (A4) in the current model. This step contributes only to the first
section and it is modelled using an expression analogous to the Smoluchowski’s
equation [49]. Therefore, the rate of change in soot volume fraction due to
nucleation is given by:

�̇�𝑛𝑢𝑐,1 = 2𝑣𝑃 𝐴𝐻𝛽𝑃 𝐴𝐻,𝑃 𝐴𝐻𝑁
2
𝑃 𝐴𝐻 , (3.46)

where 𝑣𝑃 𝐴𝐻 is the volume, 𝛽𝑃 𝐴𝐻,𝑃 𝐴𝐻 is the collision frequency factor (es-
timated for the free molecular regime using an amplification factor due to
van der Waals interactions [48]) and 𝑁𝑃 𝐴𝐻 is the number density of PAH
molecules (in this case, 𝑁𝑃 𝐴𝐻 = 𝑁𝐴4 = [𝐴4]𝑁𝐴).

The condensation process is modelled as the coalescence of a PAH molecule
on the surface of soot particles and the source term is computed according to
[48]. Assuming a unity condensation probability and considering Eq. 3.39, the
total volume growth rate due to condensation is:
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Δ�̇�𝑐𝑜𝑛𝑑,𝑖 = 𝑣𝑃 𝐴𝐻𝛽𝑖,𝑃 𝐴𝐻𝑁𝑃 𝐴𝐻
𝑄𝑖

𝑉𝑖 − 𝑉𝑖−1
ln
(︂
𝑉𝑖

𝑉𝑖−1

)︂
. (3.47)

The coagulation process of soot particles is described by following the
model proposed by Kumar and Ramkrishna [50]. The morphological descrip-
tion of soot particles is not considered for simplicity. By using Eq. 3.41, the
source term for coagulation read as:

�̇�𝑐𝑜𝑎𝑔,𝑖 = 𝑑𝑁𝑖

𝑑𝑡

(𝑉𝑖 − 𝑉𝑖−1)
ln
(︁

𝑉𝑖
𝑉𝑖−1

)︁ , (3.48)

where 𝑑𝑁𝑖
𝑑𝑡 is the soot coagulation source term for section 𝑖 derived by [50].

The growth and oxidation of soot particles by surface reactions are modeled
through the standard hydrogen-abstraction-C2H2-addition (HACA) mecha-
nism [51, 52]. The strategy introduced by Hoerlle and Pereira [45] is used to
account for the conservation of surface radicals during acetylene addition. The
full set of chemical reactions and some of the mathematical expressions are
omitted here for brevity. The final expressions for the change in soot volume
fraction due to surface growth, O2 and OH oxidation are given by:

Δ�̇�𝑠𝑔,𝑖 = 2𝑣𝐶𝑘𝑠𝑔 [𝐶2𝐻2]
[︁
𝐶*

𝑠𝑜𝑜𝑡,𝑛

]︁
𝑖
𝑁𝐴, (3.49)

Δ�̇�𝑜𝑥𝑂2 ,𝑖 = −2𝑣𝐶𝑘𝑜𝑥𝑂2
[𝑂2]

[︁
𝐶*

𝑠𝑜𝑜𝑡,𝑛

]︁
𝑖
𝑁𝐴, (3.50)

Δ�̇�𝑜𝑥𝑂𝐻 ,𝑖 = −𝛾𝑂𝐻𝑣𝐶𝛽𝑖,𝑂𝐻 [𝑂𝐻]𝑁𝐴
𝑄𝑖

𝑉𝑖 − 𝑉𝑖−1
ln
(︂
𝑉𝑖

𝑉𝑖−1

)︂
, (3.51)

where 𝑣𝐶 is the volume of one carbon atom, 𝑘𝑠𝑔 and 𝑘𝑜𝑥𝑂2
are the chemical

reaction rates of the corresponding HACA mechanism reactions, 𝐶*
𝑠𝑜𝑜𝑡,𝑛 are the

dehydrogenated carbon atoms, 𝛾𝑂𝐻 is the corresponding reaction probability
and 𝑁𝐴 is the Avogadro number. Note that the total oxidation source term is
finally obatined by:

Δ�̇�𝑜𝑥,𝑖 = Δ�̇�𝑜𝑥𝑂2 ,𝑖 + Δ�̇�𝑜𝑥𝑂𝐻 ,𝑖. (3.52)

Inter-sectional dynamics

The growth or reduction of particle size due to the aforementioned processes
leads to an eventual movement of particles to higher or lower sections. These
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movements are crucial for determining the exact source term for a particular
section. These inter-sectional dynamics are already included in the coagulation
mode, however, a special treatment is required when it comes to condensation,
surface growth and oxidation processes. The total rate of change in soot
volume fraction Δ�̇�𝑖 for section 𝑖 is defined by:

Δ�̇�𝑖 = Δ�̇�𝑖𝑛
𝑖 + Δ�̇�𝑜𝑢𝑡

𝑖 , (3.53)

where Δ�̇�𝑖𝑛
𝑖 is the source term due to particles that remain in the same sec-

tion while Δ�̇�𝑜𝑢𝑡
𝑖 is the source term due to particles that move out of the

neighboring section and enter in the current one. The relation between these
terms is determined based on the conservation of volume and number density
along with the assumption of an even distribution of Δ�̇�𝑖 across the section.
Therefore, the decrease of number density in a given section 𝑖 due to con-
densation or surface growth is the same of section 𝑖 + 1, −Δ𝑁𝑖 = Δ𝑁𝑖+1.
The relationship is analogous in the case of the oxidation process, considering
the opposite direction: −Δ𝑁𝑖 = Δ𝑁𝑖−1. Taking this into account, the final
condensation �̇�𝑐𝑜𝑛𝑑,𝑖, surface growth �̇�𝑠𝑔,𝑖 and oxidation �̇�𝑜𝑥,𝑖 source terms
can be derived from the different Δ�̇�𝑖𝑛

𝑖 and Δ�̇�𝑜𝑢𝑡
𝑖 depending on the section

considered. Note that there are some sections that require a special treatment
(first and last) due to the fact that there is no soot entering into the first
section from lower sections and no soot particle grows beyond the maximum
size of the last section, in the particular case of soot growth. The full descrip-
tion of inter-sectional dynamics requires much detail and it is omitted here for
brevity. Any interested reader is referred to [21] for the complete description
and particularization for each subprocess.

3.3.2 Description of the FGM-CDSM formalism for LES

In the present FGM-DSM approach, the detailed chemistry-based solutions of
steady and unsteady counterflow diffusion flamelets are used for the creation
of the manifold. During flamelet generation, transport equations for soot
mass fractions in 𝑛𝑠𝑒𝑐 sections are also solved, as described in the previous
subsection. However, for the application of the discrete sectional method in
LES, the number of sections 𝑛𝑠𝑒𝑐 are combined into a limited group of clusters
𝑛𝑐 for the transport of soot in the CFD simulation. This approach of clustered
sections within the FGM chemistry framework is referred to as FGM-CDSM
[20]. By assuming the preservation of soot PSD within the clustered section,
the soot mass fraction in a clustered section (̃︀𝑌 𝑐

𝑠,𝑗) is given by:
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̃︀𝑌 𝑐
𝑠,𝑗 =

∑︁𝑖max
𝑗

𝑖=𝑖min
𝑗

̃︀𝑌𝑠,𝑖, (3.54)

where 𝑖min
𝑗 and 𝑖max

𝑗 are, respectively, the lower and upper limit of the sections
𝑖 that are clustered in 𝑗. In this work, a uniform clustering of sections is
employed and Fig. 3.5 illustrates an schematic of the clustering process.

Figure 3.5: Methodology for uniform clustering in the FGM-CDSM modelling ap-
proach. Image from [21].

Therefore, filtered transport equations are solved during the CFD calcu-
lation for the soot mass fraction in a few 𝑛𝑐 clustered sections instead 𝑛𝑠𝑒𝑐

as:

𝜕𝜌̃︀𝑌 𝑐
𝑠,𝑗

𝜕𝑡
+ ∇ ·

(︁
𝜌 [̃︀𝑢 + ̃︀𝑣𝑇 ] ̃︀𝑌 𝑐

𝑠,𝑗

)︁
= −𝜏𝑌 𝑐

𝑠,𝑗
+ ∇ ·

(︁
𝜌𝐷𝑠∇̃︀𝑌 𝑐

𝑠,𝑗

)︁
+ �̇�

𝑐
𝑠,𝑗 , (3.55)

∀ 𝑗 ∈ [1, 𝑛𝑐]

where 𝜏𝑌 𝑐
𝑠,𝑗

is the unresolved scalar flux, which is modelled considering the
gradient diffusion approach (see Eq. 3.11):

𝜏𝑌 𝑐
𝑠,𝑗

= − 𝜌𝜈𝑡

𝑆𝑐𝑡
∇̃︀𝑌 𝑐

𝑠,𝑗 . (3.56)

The thermophoretic velocity ̃︀𝑣𝑇 in Eq. 3.55 is modeled following [53]:

̃︀𝑣𝑇 = −0.554𝜈∇ ̃︀𝑇̃︀𝑇 . (3.57)
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In the current modelling approach, soot source terms are tabulated in the
manifold. Hence, the non-linear dependence of different soot subprocesses
with sectional soot mass fractions is not explicitly solved in the CFD, but
included in the flamelet computations . The inter-sectional dependence of
soot particles is implicitly accounted for in the flamelet stage, where a full
description of the gas phase and soot sectional equations are solved fully cou-
pled [54]. Therefore, the resulting flamelet calculation accounts for all the
soot sub-processes and the inter-sectional dependency. This method allows
for a reduction in computational cost by the clustering of the soot sections,
which mainly assumes that the interactions of the clustered sections with the
turbulent flow field is similar to those of the individual sections [20].

The approach employed for the chemical source term treatment in the
transport of slowly evolving species such as PAH and NO in other works [40,
55], is applied for soot in the proposed modelling framework [20]. Accordingly,
the soot source term for the clustered section is split into production (�̇�𝑐,+

𝑠,𝑗 )
and consumption rates (�̇�𝑐,−

𝑠,𝑗 ). The consumption rate is linearized by soot
mass fraction to avoid the un-physical production of soot, so the filtered soot
source term for the clustered section is modeled as:

�̇�
𝑐
𝑠,𝑗 = �̇�

𝑐,+
𝑠,𝑗 + �̇�

𝑐,−
𝑠,𝑗 ≈

[︁
�̇�

𝑐,+
𝑠,𝑗

]︁tab
+ ̃︀𝑌𝑠,𝑗

⎡⎣ �̇�𝑐,−
𝑠,𝑗

𝑌𝑠,𝑗

⎤⎦tab

, (3.58)

where the production term and linearized consumption term are parameterized
through gas-phase thermochemical variables and tabulated (denoted by ‘tab’
superscript) in the manifold. For the LES application, the soot source term is
convoluted with the 𝛽-PDF function in a pre-processing stage. With this ap-
proximation, turbulence-soot interaction is partially accounted for by includ-
ing the effect of sub-grid scale fluctuations in mixture-fraction and progress
variables on soot source terms.

After the CFD calculation of soot transport in clustered sections, the dis-
tribution of soot mass fraction within the 𝑛𝑠𝑒𝑐 sections is re-constructed (𝑌 re

𝑠,𝑖)
via the expression:

̃︀𝑌 re
𝑠,𝑖 =

[︁ ̃︀ℱ𝑖

]︁tab ̃︀𝑌 𝑐
𝑠,𝑗 ∀ 𝑗 ∈ (1, 𝑛𝑐) ; 𝑖 ∈ (1, 𝑛𝑠𝑒𝑐) , (3.59)

with ℱ𝑖 the mass fraction of section 𝑖 in cluster 𝑗 given by:

ℱ𝑖 = 𝑌𝑠,𝑖∑︀𝑖max
𝑗

𝑖=𝑖min
𝑗

𝑌𝑠,𝑖

. (3.60)
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This fraction is assumed to be a function of the control variables only and it is
included in the database. Subsequently, relevant soot quantities such as total
number density, average particle diameter, and PSDF can be derived from the
re-constructed soot mass fractions using the appropriate relations [45].

3.4 Spray modelling

The evaporating droplet cloud is described by Lagrangian particles using a
Lagrangian Particle Tracking (LPT) method. In this approach, droplets are
represented by point particles which move independently in the computational
domain and interact with the gaseous phase. As introduced in Chapter 2, this
strategy is valid for dilute sprays where the volume fraction of the liquid phase
is below a given threshold (1𝑒−3) [23]. To describe the state of a droplet, a
tracking algorithm is used to obtain the location, velocity, temperature, and
particle sizes by solving ordinary differential equations (ODEs). The first two
variables are treated with a kinematic model, while the the thermodynamic
conditions of the droplet are given from the heat and mass transfer models.
The description of these models is addressed in this section.

The droplet kinematic behaviour is approached first and the differential
equations for droplet position and velocity are presented. Then, the heat and
mass transfer models are introduced, together with the different assumptions
considered. Finally, the material properties required for the closure of the
model equations and their tabulation within the tabulated chemistry frame-
work are discussed.

3.4.1 Droplet kinematics

Droplets movement is governed by Newton’s laws of motions. It is assumed
that surface tension forces are sufficiently high so the deformation of droplets
is neglected. In addition, droplets rotation is also considered to be negligible.
The dominant force considered in the kinematic modelling of droplets is the
drag and the governing equations describing the particle transport are given
by:

𝑑𝑥𝑝

𝑑𝑡
= 𝑢𝑝, (3.61)

𝑚𝑝
𝑑𝑢𝑝

𝑑𝑡
= 𝑚𝑝 (𝑢𝑝 − 𝑢) 3

4
𝐶𝐷𝑅𝑒𝑝𝜌𝑚𝜈𝑚

𝜌𝑝𝑑2
𝑝

, (3.62)
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where the subscript 𝑝 refers to particle information, with 𝑥𝑝, 𝑢𝑝, 𝑚𝑝, 𝜌𝑝, 𝑑𝑝

and 𝐶𝐷 being the particle position, velocity, mass, density, diameter and drag
coefficient. The particle Reynolds number Re𝑝 is given by:

𝑅𝑒𝑝 = 𝑑𝑝|𝑢𝑝 − 𝑢|
𝜈𝑚

. (3.63)

The subscript 𝑚 refers to adequate representative conditions of the sur-
rounding gas, being 𝜌𝑚 the density, 𝜈𝑚 the kinematic viscosity and 𝑢 the
velocity. The ODE system of location and velocity is solved by a combined
Newmark/Newton-Raphson scheme [2]. The drag coefficient 𝐶𝐷 is determined
based on the Stokes flow around a sphere, considering high order Reynolds
number effects with the Schiller-Naumann correction [23], following:

𝐶𝐷 =
{︃ 24

𝑅𝑒𝑝
+ 3.6𝑅𝑒−0.313

𝑝 , 𝑅𝑒𝑝 ≤ 1000,
0.44, 𝑅𝑒𝑝 > 1000. (3.64)

The typical high Reynolds number limit for turbulent flows [56] is applied
and the drag coefficient takes a constant value at high Reynolds, 𝐶𝐷 = 0.44.

3.4.2 Heat and mass transfer models

The heat transfer between the droplet and the surrounding gas is described
by assuming infinite conductivity on the liquid [57], where the droplet tem-
perature 𝑇𝑝 is given by:

𝑚𝑝
𝑑𝑇𝑝

𝑑𝑡
= 𝜋𝑑𝑝𝜆𝑚𝑁𝑢

𝑐𝑝,𝑝
(𝑇𝑠 − 𝑇𝑝) + 𝐿𝑣

𝑐𝑝,𝑝

𝑑𝑚𝑝

𝑑𝑡
, (3.65)

where 𝑇𝑠 is the temperature of the gas phase (denoted by the subscript 𝑠 that
refers to "seen" magnitudes) and 𝜆𝑚 is the representative conductivity of the
surrounding gas. In Eq. 3.65, 𝑐𝑝,𝑝 and 𝐿𝑣 refer to the particle heat capacity
and lower heating value of the fuel respectively.

Droplet evaporation is described by the Spalding mass transfer number
𝐵𝑀 and the Sherwood number 𝑆ℎ as:

𝑑𝑚𝑝

𝑑𝑡
= −𝜋𝜌𝑚𝑑𝑝𝐷𝑓𝑆ℎ ln(1 +𝐵𝑀 ), (3.66)
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where 𝐷𝑓 is the fuel diffusivity and the Spalding number 𝐵𝑀 can be obtained
from the fuel mass fraction at the interface 𝑌𝑓,𝑖 and the surrounding 𝑌𝑓,𝑠:

𝐵𝑀 = 𝑌𝑓,𝑖 − 𝑌𝑓,𝑠

1 − 𝑌𝑓,𝑖
. (3.67)

The system of energy and mass ODEs is strongly coupled, and variations in
evaporation rates influence droplet surface temperature. An implicit method
is used to solve the heat and mass transfer after the particle velocities are
updated. The Reynolds number dependence of the heat and mass transfer
rates is modelled using the Ranz-Marshall correlation [58] applied on both the
Nusselt 𝑁𝑢 and Sherwood 𝑆ℎ numbers. Additional corrections are introduced
following Abramzon and Sirignano [59] to account for Stefan flow, and the
interaction between Stefan flow and the flow around the droplet.

3.4.3 Material properties and tabulated quantities

In the previously described models for heat and mass transfer of droplets, the
gas phase material properties are required in order to solve the full equations
system. These properties are non-constant across the film around the droplet
and depend on temperature and composition. Therefore, a mean state is
usually considered. In the equations described above, this mean state is rep-
resented by the subscript 𝑚.

In this work, the so called "1/3" law is employed, where the mean prop-
erties are evaluated at a virtual state characterized by a weighted average
of the seen and interface composition and temperature [60]. Furthermore,
the computation of these mean properties is integrated within the tabulated
chemistry framework presented previously by means of the Tabulated Average
Representative Evaporation State (TARES) model. It evaluates the represen-
tative properties of the gas phase using the already tabulated properties of the
gas (needed for the general governing equations of the reacting flow introduced
in the previous sections): the thermal conductivity (𝜆), dynamic viscosity (𝜇),
molecular weight (𝑊 ) and the mean NASA 𝑐𝑝 coefficients (̃︀𝑏𝑖) of the mixture.
For brevity, the full TARES model is not described here and the reader is
referred to [19] for further details.

Overall, the use of the TARES approach for the calculation of the mean
gas properties demands additional tabulated quantities. For completeness,
in spray calculations using the TARES model the manifold is extended with



3.5. Summary 107

the fuel mass fraction ̃︀𝑌𝑓 , fuel diffusivity 𝐷𝑓 , temperature ̃︀𝑇 and the deriva-
tives of thermal conductivity, dynamic viscosity and diffusivity with respect
to temperature 𝜕𝜆

𝜕𝑇 , 𝜕𝜇
𝜕𝑇 and 𝜕𝐷

𝜕𝑇 , respectively.

3.5 Summary

In this chapter, a general overview of the modelling approach employed in this
work has been introduced. Targeting aeronautical burner applications, com-
bustion modelling is addressed in this work by means of tabulated chemistry
(FGM) within the LES framework. For reacting flow simulations of spray
flame applications, an Eulerian-Lagrangian description is used for the gaseous
and disperse phases, respectively. A recently developed approach based on the
Discrete Sectional Method and coupled to the LES-FGM framework (FGM-
CDSM) is considered for soot prediction with a low computational cost. The
balance between accuracy and computational efficiency in the present mod-
elling strategy is achieved using a complete flamelet database, where several
quantities are tabulated and retrieved during the CFD calculation. Table 3.1
contains a summary of all quantities that need to be tabulated depending on
the models used. The proper description of each of these quantities and their
necessity for the different models or the resolution of the transport equations
have been addressed during this chapter.

It is worth mentioning that Table 3.1 contains all magnitudes that are
necessary for the CFD calculation (i.e. for solving the equations or computing
the different model expressions). However, additional variables are tabulated
for post-processing tasks. For instance, mass fractions of species ̃︀𝑌𝑘 are com-
puted during the manifold generation but they are not transported in the
CFD. Instead, they are retrieved directly from the flamelet table using the
control variables.

Fig. 3.6 shows a diagram containing the workflow followed by the present
approach, as well as the coupling between the different elements and modelling
parameters in the FGM-CDSM framework.

As described in the previous sections, the main element of this tabulated
modelling framework is the flamelet manifold. It is generated during a pre-
processing stage by the computation of different 1D flames and the integration
for turbulent combustion is performed following a presumed-shape PDF ap-
proach. The manifold contains the required quantities for the full description
of the thermochemical state and additional magnitudes or source terms de-
pending on the models used (e.g. soot cluster source terms, mean gas proper-
ties for the spray model, etc.). During the CFD calculation, the Navier-Stokes
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Combustion model
Quantity Symbol

Dynamic viscosity 𝜇

Thermal conductivity 𝜆

Molecular weight 𝑊

𝑐𝑝 coefficients ̃︀𝑏𝑖

Progress variable source term �̇�𝑌𝑐

𝑌𝑐,𝑣 source term 𝑌𝑐�̇�𝑌𝑐

Soot model
Quantity Symbol

Production soot cluster source term �̇�
𝑐,+
𝑠,𝑗

Consumption soot cluster source term �̇�𝑐,−
𝑠,𝑗

𝑌𝑠,𝑗

Spray model
Quantity Symbol

Fuel mass fraction ̃︀𝑌𝑓

Fuel diffusivity 𝐷𝑓

Temperature ̃︀𝑇
𝜕𝜆
𝜕𝑇

Properties derivatives 𝜕𝜇
𝜕𝑇
𝜕𝐷
𝜕𝑇

Table 3.1: Summary of the tabulated quantities of the present modelling framework.

equations and transport equations for the control variables and soot clusters
are solved and the computational code is in constant interaction with the
manifold providing the filtered values of control variables and retrieving the
required magnitudes and source terms. Finally, in a post-processing stage, ad-
ditional variables are computed or retrieved from the manifold such as species
mass fractions or the original soot sections for the PSD reconstruction.
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Figure 3.6: Workflow and coupling of the FGM-CDSM modelling framework.

In the following chapters, the modelling approach described here is applied
to different case studies of turbulent flames in representative gas turbine appli-
cations. On the one hand, the Eulerian-Lagrangian approach for combustion
of dilute sprays is evaluated in a reference spray flame. On the other hand, a
gaseous aero-engine model combustor is studied in terms of combustion and
soot formation and oxidation.
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Chapter 4

Combustion modelling of a
spray-flame

Current and near-future propulsion technologies mainly rely on liquid-fueled
combustion systems [1]. Spray combustion plays a major role in the effi-
ciency and pollutant control in those applications, but remains challenging
for both experimental diagnostics and numerical simulations [2, 3]. The com-
plexity arises from the strong interaction between spray, turbulence and com-
bustion chemistry. In order to get further understanding on two-phase flow
combustion, dedicated experimental facilities are developed to obtain reliable
measurement data during burner operation [4]. These canonical flames allow
detailed diagnostics and can be used with high-fidelity models to obtain deep
understanding on the flame physics.

In this context, this chapter presents the application of the modelling
framework for multiphase flows described in Chapter 3 in a n-heptane spray-
flame. The reference spray-flame selected is the Coria Rouen Spray Burner
(CRSB) [5], which has been studied in the Workshop on Turbulent Combus-
tion Sprays (TCS) [4] in order to get further understanding on two-phase flow
combustion. According to combined experimental and numerical diagnostics
[6], this burner shows a double reaction front structure, with an inner wrin-
kled partially-premixed flame and an outer laminar diffusion flame. A hot
region is located between those inner and outer reaction zones, where droplet
vaporization is enhanced and most of the vapor fuel that feeds the flame is
generated, as already found in other spray-flames analysis [7]. The flame sta-
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bilization height is then controlled by the available fuel vapor defined by the
polydisperse spray distribution [8].

One of the main issues when addressing this case is how to describe
the multimode combustion phenomena characterizing different regions of the
flame. In [6] a 2-step scheme in LES using flame resolved simulations and ne-
glecting the subgrid scale wrinkling was employed, so the modelling strategy
did not include assumptions of the combustion regime inherently. The over-
all agreement with the experiments was satisfactory, but the lift-off length
was underpredicted. Improved lift-off predictions were obtained by Filtered
Tabulated Chemistry (F-TACLES) [9] calculations, where a premixed flamelet
manifold was built using a 106-species and 1738-reactions detailed mechanism.
This method assumes the flame structure is premixed, and the diffusion burn-
ing influencing the flame anchoring and the outer flame layer are neglected.
The flame lift-off length was correctly recovered, and the agreement with the
experiments was satisfactory. In [10] the Conditional Moment Closure (CMC)
method was used to describe the flame structure and double-conditioning was
used to account for flame propagation in the limit of negligible scalar dissi-
pation rate of mixture fraction. This approach was also able to reproduce
the burning rates and the lift-off length. The analysis of the DCMC equa-
tion terms indicated that non-premixed burning modes are prominent at the
flame base. It was also shown that the spray vaporization term mainly acts in
fuel-rich regions, but evaporative cooling may affect the chemical reaction bal-
ance. In this regard, flame local extinctions were investigated in [11] by means
of high-speed optical diagnostics applied to the CRSB. Different mechanisms
of droplet-turbulence-flame interaction and local extinction phenomena were
highlighted from those experimental results, but have not been assessed so far
in computations of this burner. As indicated in [2], flame blow-off transient
is characterized by an increase of the degree of local extinction, so accurate
modelling of these events is critical for combustor stability simulations.

Tabulated chemistry approaches, such as Flamelet Generated Manifold
(FGM) [12] or Flamelet/Progress Variable (FPV) [13] models, are appealing
due the possibility to include complex chemistry effects at yet affordable com-
putational cost as described by Chatelier et al. [9]. FGM-RANS simulations
were applied to the CRSB in [14], where the main flame characteristics are
shown to be properly reproduced. In the present work, a similar approach
based on non-adiabatic unsteady flamelet tabulation [15] in a LES frame-
work is applied to study the combustion process in the CRSB and analyze
the capabilities of the model to reproduce droplet-flame and turbulence-flame
interactions leading to local quenching and re-ignition. Flamelet approaches
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successfully captured extinction and re-ignition in gaseous flames [16], but ad-
ditional effects have to be accounted for in spray flames [15]. The interaction
between the droplets and the flame is not fully understood, and introduces
complexities in the modelling approach. Based on the model predictions, fur-
ther insight is provided for the mechanism governing those phenomena.

The chapter is structured as follows: first, the characteristics of the spray-
flame, the numerical setup and the modelling approach are described in Sec-
tion 4.1. Subsequently, Section 4.2 presents the description of the flow field
and assessment of the gaseous phase. Section 4.3 contains the results related
to the dispersed phase in terms of droplet size, velocity and temperature. The
flame characteristics and structure are described in Section 4.4, including the
comparison of the OH mass fraction field and lift-off length with the experi-
mental measurements. Finally, the analysis of local extinction in the CRSB is
addressed in Section 4.5. The content of the present chapter is published in
[17, 18].

4.1 Case description

This section presents the description of the experimental and numerical setups
of the spray-flame studied in this chapter. The general characteristics of the
experimental test rig and available measurements are detailed at first. After-
wards, some considerations of the modelling approach employed are given, as
well as defining the different parameters used in this application. Finally, the
description of the computational domain and numerical grid is presented.

4.1.1 Experimental test rig

As introduced in the previous section, the case studied in this work is the n-
heptane spray-flame from the CORIA Rouen Spray Burner (CRSB) [5]. The
CRSB is an open burner based on the geometry of the gaseous KIAI burner
[19]. It is operated with an air mass flow rate of 6 g/s at atmospheric pres-
sure and temperature of 298 K. Air is injected in a plenum and exits to the
atmosphere through an annulus-shaped duct with an inner and outer diame-
ter of 10 and 20 mm, respectively, with a Reynolds number ∼14000 based on
annular jet outlet conditions. In contrast to the confined burner, the injection
system is characterized by a non-swirling air co-flow. The liquid n-heptane
injection comes from a hollow-cone pressurized injector (8 bar injection pres-
sure) with a 80º angle and a fuel mass flow rate of 0.28 g/s. Fig. 4.1 illustrates
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a schematic of the experimental burner and the details of the injection system
while Table 4.1 shows the operating conditions.

Figure 4.1: Experimental setup and schematic of the injection system in the CRSB,
from [5].

Air co-flow Fuel (n-heptane)
Mass flow [g/s] 6 0.28

Temperature [K] 298 298

Table 4.1: Operating conditions of the CRSB.

This burner is a reference test case in the Workshop on Turbulent Combus-
tion on Sprays (TCS) [4], with multiple experimental diagnostics available for
spray and flame characterization. Droplet size and velocity are measured by
Phase Doppler Anemometry (PDA), while gas-phase velocities are obtained
by seeding the co-flow [6]. Flame structure is characterized by simultaneous
high-speed OH Planar Laser Induced Fluorescence (PLIF) and Particle Image
Velocimetry (PIV) measurements. Those techniques allowed the identification
of the flame front disruptions due turbulence and droplet interaction [11].

4.1.2 Details of the modelling approach

The general modelling framework implemented in the computational code and
employed in the present thesis was described in Chapter 3. In this section, the
specific strategy and modelling parameters used in this case are presented. For
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the analysis of combustion in this spray-flame, the FGM combustion model is
used together with the LPT method for liquid fuel injection. Therefore, the
following paragraphs are intended to clarify the thermochemical conditions,
composition of the flamelet manifold and the parameters used for droplet
injection. The characteristics omitted here are assumed to be the same as
specified in Chapter 3.

Thermochemical conditions and combustion model

Regarding combustion modelling, the flamelet method outlined in Chapter 3
is used here. The CRSB is an atmospheric spray-flame where fuel and air
are injected at the conditions specified in Table 4.1. Therefore, for flamelet
calculations, 𝑝 = 1 atm and 𝑇𝑎𝑖𝑟 = 298 K. Due to the fact that fuel is injected
in liquid phase, the boiling point of n-heptane at atmospheric pressure is
taken as fuel temperature 𝑇𝑓𝑢𝑒𝑙 = 371.54 K. The chemistry for n-heptane is
given by the 188-species skeletal mechanism from Lu and Law [20], which
has demonstrated a satisfactory performance in n-heptane flame numerical
simulations [14].

As indicated in the previous section, the CRSB shows different burning
characteristics featuring premixed and diffusion modes simultaneously in dif-
ferent regions of the flame. The inner layer is subjected to strong variations
in mixture composition and high strain while the outer layer is laminar and
dominated by diffusion. In such conditions, the use of 1D counterflow diffusion
flamelets is proposed here to describe the global flame behaviour, as the flame
front is controlled by the diffusion of reactants and this mechanism plays a
key role in the stabilization of the flame, as pointed out by DCMC LES of
this flame [10]. Chatellier et al. [9] proposed a premixed flamelet manifold for
this burner, but the diffusion burning influencing the flame anchoring and the
outer flame layer was neglected with this approach, as diffusion across mix-
ture fraction lines could not be be described by the tabulation of premixed
flamelets [21]. In the inner reaction zone, part of the reacting layer has pre-
mixed characteristics accompanied by a diffusion-dominated layer subjected
to a highly strained flow field. According to the analysis performed by Liñan
et al. [22], as the flow approaches extinction conditions the flame structure
between diffusion and premixed flamelets become more similar. This similar-
ity has been also used in [23], and supports the selection of strained diffusion
flamelets in this region, which are able to describe both the influence of strain
on the flame front and the extinction process.
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The flamelet manifold is generated following the strategy described in
Chapter 3: laminar counterflow diffusion 1D flames are tabulated at different
strain rates until the extinction, where the manifold is continued by an un-
steady extinguishing flamelet. A representation of the manifold is illustrated
in Fig.4.2a, where the temperature profiles of the different flamelets are plot-
ted at increased strain (from red to black). The effects of heat loss on the
flamelet database are considered using the approach explained in the previ-
ous chapter. Strained diffusion flamelets are tabulated at different enthalpy
levels and the local enthalpy deficit is generated through a radiative source
term in the energy equation. In this way, the concept of scaled enthalpy (see
Eq. 3.20) is applied as an additional control variable for the parametrization
of the manifold.

(a) Representation of the flamelet mani-
fold. Solid lines: steady flamelets, dashed
lines: extinguishing flamelets. Strain
rate represented by colour from red to
black as the strain rate increases.

(b) S-curve of the n-heptane flame de-
scribed by the stoichiometric temperature
as function of the strain at different en-
thalpy levels (described by the scaling of
the radiation term 𝑓𝑟𝑎𝑑).

Figure 4.2: Flamelets used in the tabulation process.

The effect of the enthalpy on the thermochemical properties of the flame
can be distinguished in Fig. 4.2b, where temperature at stoichiometric is plot-
ted as function of the stoichiometric scalar dissipation rate at different en-
thalpy levels (represented by the scaling factor of the radiative source term
𝑓𝑟𝑎𝑑). It shows a higher influence of the enthalpy level at low scalar dissipa-
tion rates. The effect of heat loss on the extinction and estimated time and
length combustion scales is summarised in Table 4.2. The extinction point is
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shifted to lower strains as the heat loss is augmented by the up-scaling of the
radiative term, though the impact is minor for the operating conditions of the
CRSB burner. Consequently, the increase in heat losses results in a slightly
larger chemical time scale and diffusive flame thickness at extinction. The
time scale of the extinction event is also provided as: 𝜏𝑒𝑥𝑡 = 1/𝑎𝑒𝑥𝑡, this met-
ric agrees well with the time it takes for the unsteady flamelets to extinguish.
It is approximately 0.7 ms for all considered heat-loss levels.

Scaling of radiation term 0 1 2 3 4
𝑎𝑒𝑥𝑡 [1/s] 1496 1452 1416 1375 1335
𝜒𝑒𝑥𝑡 [1/s] 89.93 87.23 85.15 82.35 80.20
𝑇𝑠𝑡,𝑒𝑥𝑡 [K] 1656 1657 1651 1651 1650
𝜏𝑒𝑥𝑡 [ms] 0.668 0.689 0.706 0.727 0.749
𝜏 𝑒𝑥𝑡,𝜒

𝑐 [ms] 0.042 0.044 0.045 0.047 0.048
𝛿𝑒𝑥𝑡

𝑑𝑖𝑓𝑓 [mm] 0.172 0.175 0.177 0.179 0.182

Table 4.2: Extinction point with different degrees of heat loss (0 scaling is the adiabatic
case), 𝑎𝑒𝑥𝑡: strain rate at the extinction point, 𝑇𝑠𝑡,𝑒𝑥𝑡: temperature at stoichiometric
composition at the extinction point, 𝜏𝑒𝑥𝑡: time scale of extinction.

The tabulation of flamelets at different enthalpy levels is used to account
for the heat loss during droplet evaporation. As the evaporation rates are
highly sensitive to small temperature variations of the surrounding gas, the
addition of these thermal states into the flamelet manifold is important to
ensure correct heat and mass transfer during the phase change. Further-
more, it has already been shown that dealing with enthalpy deficit in flames
by radiative heat losses can be used as an alternative to other approaches
[24]. Therefore, this is a reasonable option to account for heat transfer to
the droplets, as the evaporation process also requires an exchange of enthalpy
similarly to the heat loss in flames.

The presumed PDF integration is employed in order to account for turbu-
lence/chemistry interaction. In this work, the distribution of mixture fraction
is characterised by a 𝛽-function uniquely defined by the filtered value ̃︀𝑍 and
subgrid variance 𝑍𝑣 of 𝑍 while 𝛿-functions are applied to the scaled progress
variable and enthalpy parameter. This modelling strategy assumes, that most
unresolved effects are attributed to spatial mixture fraction fluctuations, and
the subgrid enthalpy and progress variable variations are a consequence of the
varying mixture fraction. In this case, the effect of the progress variable vari-
ance is not considered just for simplicity due to the liquid injection. Therefore,
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the parametrization of the manifold is characterized by the use of four con-
trolling variables: ̃︀𝑍, 𝑍𝑣, ̃︁𝑌𝑐, ̃︀ℎ. The system of governing equations relevant
to this case read as follows:

𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌�̃�) = 𝑆𝐶 , (4.1)

𝜕𝜌�̃�

𝜕𝑡
+ ∇ · (𝜌�̃��̃�) = −∇ · 𝜏𝑀 − ∇𝑝+ ∇ · (�̄�∇�̃�) + 𝑆𝑀 , (4.2)

𝜕𝜌ℎ̃

𝜕𝑡
+ ∇ ·

(︁
𝜌�̃�ℎ̃

)︁
= −∇ · 𝜏ℎ + ∇ ·

(︁
𝜌�̄�∇ℎ̃

)︁
+ 𝑆𝐻 , (4.3)

𝜕𝜌𝑍

𝜕𝑡
+ ∇ ·

(︁
𝜌�̃�𝑍

)︁
= −∇ · 𝜏𝑍 + ∇ ·

(︁
𝜌�̄�∇𝑍

)︁
, (4.4)

𝜕𝜌𝑌𝑐

𝜕𝑡
+ ∇ ·

(︁
𝜌�̃�𝑌𝑐

)︁
= −∇ · 𝜏𝑌𝑐 + ∇ ·

(︁
𝜌�̄�∇𝑌𝑐

)︁
+ �̇�𝑌𝑐 , (4.5)

𝜕𝜌𝑍𝑣

𝜕𝑡
+ ∇ · (𝜌�̃�𝑍𝑣) = −∇ · 𝜏𝑍𝑣 + ∇ ·

(︁
𝜌�̄�∇𝑍𝑣

)︁
− 2𝜏𝑍 · ∇𝑍 − 2𝑠𝜒𝑍 . (4.6)

The modelling assumptions and parameters considered here were already
described in Chapter 3 and are not repeated here. Note that the set of equa-
tions corresponds to the previously described transport equations, accounting
for the coupling between gas and dispersed phases.

The thermochemical table contains then 101x11x101x11 entries corre-
sponding those four controlling variables (for clarity, (𝑛̃︀𝑍 , 𝑛𝑍𝑣 , 𝑛̃︀𝐶 , 𝑛 ̃︀ℋ) =
(101, 11, 101, 11), where 𝑛𝜑 is the number of points used for the discretiza-
tion of control variable 𝜑). For the progress variable discretization, a uni-
form spacing is used across the flame front, while the mixture fraction space
is discretized with a non-uniform distribution centered at the stoichiometric
mixture fraction with a growing rate of 1.1 towards the lean and rich sides.
The variance of the mixture fraction is discretized with a power function with
exponential 𝑝 = 3. The enthalpy level is tabulated for 11 equidistant steps.
Note, that the number of these levels is larger than the number of different
radiation scalings applied, we chose this approach because the radiation scal-
ing does not guarantee an equidistant spacing in enthalpy, thus more levels
are applied in the table to represent the flamelets in sufficient detail.

In this case, the expression introduced in Eq. 3.18 is used for the progress
variable definition, using four species with 𝑌𝑘 = {𝑌𝐶𝑂2 , 𝑌𝐶𝑂, 𝑌𝐻2 , 𝑌𝐻2𝑂}. The
coefficients proposed by Ma [25] accounting for the contribution of each species
to the progress variable 𝑌𝑐 are considered here: 𝑎𝑘 = {4.0, 1.0, 0.5, 2.0}.
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Figure 4.3: Illustration of the non-adiabatic manifold used for the CRSB simulations.
Effect of scaled enthalpy ̃︀ℋ and mixture fraction segregation factor 𝒮𝑍 on the ̃︀𝑍 − ̃︀𝑌𝑐

map of the filtered progress variable source term �̇�𝑌𝑐
. Dashed line: stoichiometric

mixture fraction.

In order to illustrate the flamelet manifold and the effects of the controlling
variables on it, Fig. 4.3 presents the ̃︀𝑍−̃︁𝑌𝑐 map of the filtered progress variable
source term �̇�𝑌𝑐 for different enthalpy levels ̃︀ℋ and values of mixture fraction
variance, which is represented here by the segregation factor: 𝒮𝑍 = 𝑍𝑣̃︀𝑍(1−̃︀𝑍)

.
The maximum scaling of the radiative factor used is relatively low, thus, the
effect on the filtered progress variable source term is not too strong and only
a slight decrease of �̇�𝑌𝑐 peak value is observed when increase heat losses. The
progress variable and its source term are, on the contrary, strongly affected by
the mixture fraction variance. Not only the magnitude of �̇�𝑌𝑐 is considerably
decreased for low ̃︀ℋ values, but also the 𝑌𝑐 peak is displaced to higher mixture
fraction values and �̇�𝑌𝑐 is distributed in a wider range of ̃︀𝑍.

Spray modelling

The differential equations that solve the droplet dynamics, mass and temper-
ature were presented in Chapter 3 (see Eqs. 3.61, 3.62, 3.65 and 3.66) with
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the description of the Lagrangian approach used in this work. Therefore, this
subsection aims to specify the strategy employed for the droplet injection and
the different parameters considered.

The liquid fuel injection is modeled in a hollow cone shape in order to
reproduce the conditions of the pressurized injector and droplets are injected
in an annulus located 2 mm downstream the nozzle, where it is assumed that
the atomization process is completed [26]. The initial droplet temperature is
assumed constant following the operating conditions presented in Table 4.1.
Droplet position, velocity, diameter and mass are determined stochastically.
The droplet initial location inside the annulus is defined by the azimuthal
angle 𝜙 and the radius 𝑟, which are computed using the following expressions:

𝜙 = 2𝜋𝒰1, (4.7)

𝑟 =
√︁
𝑟2

𝑚𝑖𝑛 + 𝒰2(𝑟2
𝑚𝑎𝑥 − 𝑟2

𝑚𝑖𝑛). (4.8)

In the equations above, 𝑟𝑚𝑖𝑛 and 𝑟𝑚𝑎𝑥 are the minimum and maximum
radius of the annulus and 𝒰1 and 𝒰2 are pseudo-random numbers in the [0, 1)
interval. The angle determining the velocity direction 𝜃 depends on the radial
coordinate along the annulus and is defined by:

tan 𝜃 = 𝑟

𝑟𝑚𝑎𝑥
tan 𝜃𝑚𝑎𝑥. (4.9)

Therefore, the velocity direction is parametrized by only 𝜃𝑚𝑎𝑥 and the min-
imum angle is determined by 𝜃𝑚𝑖𝑛 = arctan

(︁
𝑟𝑚𝑖𝑛
𝑟𝑚𝑎𝑥

tan 𝜃𝑚𝑎𝑥

)︁
. The tangential

component of the initial droplet velocity is considered as zero and the com-
plete velocity vector is computed by an imposed injection velocity magnitude
𝑣𝑖𝑛𝑗 .

Finally, the droplet size is characterized by a modified Rosin-Rammler
distribution [15]. The expression for the initial droplet diameter read as:

𝑑 = 𝑑𝑚𝑖𝑛 + (𝑑𝑅𝑅 − 𝑑𝑚𝑖𝑛)(− ln(1 − 𝒰3𝐾𝑅𝑅))1/𝑞, (4.10)

where 𝑑𝑚𝑖𝑛 is the minimum droplet diameter, 𝑑𝑅𝑅 is a parameter related to the
mean droplet diameter of the distribution, 𝑞 is the parameter which controls
the distribution width and 𝒰3 is a pseudo-random number. The distribution is
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clipped at larger diameters of 𝑑𝑚𝑎𝑥 using the factor 𝐾𝑅𝑅, which corresponds
to the cumulative density function of the original distribution:

𝐾𝑅𝑅 = 1 − exp
(︂

−
(︂
𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛

𝑑𝑅𝑅 − 𝑑𝑚𝑖𝑛

)︂𝑞)︂
. (4.11)

Considering this modified Rosin-Rammler distribution, the probability
density function (PDF) of the initial droplet diameter read as follows:

𝑃𝐷𝐹𝑑 = 𝑞

𝐾𝑅𝑅(𝑑𝑅𝑅 − 𝑑𝑚𝑖𝑛)

(︂
𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛

𝑑𝑅𝑅 − 𝑑𝑚𝑖𝑛

)︂𝑞−1
exp

(︂
−
(︂
𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛

𝑑𝑅𝑅 − 𝑑𝑚𝑖𝑛

)︂𝑞)︂
.

(4.12)

The PDF of droplet diameter using in this work is illustrated in Fig. 4.4. It
corresponds to a distribution with 𝑑𝑚𝑖𝑛 = 1 𝜇m, 𝑑𝑚𝑎𝑥 = 70 𝜇m, 𝑑𝑅𝑅 = 26.46
𝜇m and 𝑞 = 2.3. The red line is the analytical function described by Eq. 4.12
while blue bars represent the stochastic distribution of droplet sizes at the
injection plane. As observed, the statistical procedure for droplet sizes fits
well the analytical distribution in this case. In addition, dashed lines represent
the commonly used mean diameters for the characterization of the droplet size
distribution: the arithmetic mean 𝐷10 and the Sauter Mean Diameter (SMD)
𝐷32. They are defined by:

𝐷10 =
∑︀𝑛

𝑖=1 𝑑𝑖

𝑛
, (4.13)

𝐷32 =
∑︀𝑛

𝑖=1 𝑑
3
𝑖∑︀𝑛

𝑖=1 𝑑
2
𝑖

. (4.14)

The mean diameters are computed from the stochastic data obtaining:
𝐷10 = 23.54 𝜇m and 𝐷32 = 32 𝜇m.
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Figure 4.4: PDF of the Rosin-Rammler distribution used in the CRSB. Red line:
analytical function, blue bars: stochastic distribution. Parameters: 𝑑𝑚𝑖𝑛 = 1 𝜇m,
𝑑𝑚𝑎𝑥 = 70 𝜇m, 𝑑𝑅𝑅 = 26, 46 𝜇m and 𝑞 = 2.3. Mean diameters: 𝐷10 = 23.54 𝜇m and
𝐷32 = 32 𝜇m.

Droplets are injected following the outlined stochastic procedure in order
to define their position, velocity and size. The number of droplets injected at
each time step is determined by the mean flow rate specified by the operating
conditions (see Table 4.1), �̇�𝑓 = 0.28 g/s. In this work, the concept of parcels
is used and each computational element of the Lagrangian approach represent
a certain number of droplets of similar size and properties. The number of
droplet per parcel 𝑛𝑑/𝑝 is selected to satisfy a certain number of parcels injected
per second: �̇�𝑝. The value is estimated assuming spherical droplets and taking
into account the total mass flow rate:

𝑛𝑑/𝑝 = �̇�𝑓/�̇�𝑝

𝜋𝑑3
𝑚𝑒𝑎𝑛
6 𝜌𝐿

, (4.15)

where 𝑑𝑚𝑒𝑎𝑛 is a mean droplet diameter and 𝜌𝐿 is the density of n-heptane.
The number of parcels per second is chosen as �̇�𝑝 = 2.2·106 parcels/s to ensure
a good agreement with the experimental data with a reasonable computational
time, according to [27]. Taking into account all the parameters specified above,
𝑛𝑑/𝑝 = 19 droplet/parcel is considered for this case.
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As a summary, Table 4.3 contains all the parameters used for droplet
injection in the CRSB. Regarding the injection velocity, a dependency on
the droplet size is used in order to determine the magnitude of the injection
velocity vector 𝑣𝑖𝑛𝑗 , following: 𝑣𝑖𝑛𝑗 = 33 m/s for droplets with 𝑑 < 10 𝜇m
decreasing linearly with diameter to 𝑣𝑖𝑛𝑗 = 25 m/s for droplets with 𝑑 > 55
𝜇m, according to [14]. In general, all the parameters for the droplet injection
and size distribution are chosen to ensure the numerical feasibility and to
reproduce the experimental data at the closest axial positions.

Injection location parameters
𝑟𝑚𝑖𝑛 1.4885 mm
𝑟𝑚𝑎𝑥 2.5335 mm

Injection velocity
𝜃𝑚𝑖𝑛 35∘

𝜃𝑚𝑎𝑥 50∘

𝑣𝑖𝑛𝑗 = 𝑓(𝑑) [25, 33] m/s

Droplet size distribution parameters
𝑑𝑚𝑖𝑛 1 𝜇m
𝑑𝑚𝑎𝑥 70 𝜇m
𝑑𝑅𝑅 26.46 𝜇m
𝑞 2.3
𝐷10 23.54 𝜇m
𝐷32 32 𝜇m

Table 4.3: Summary of the injection parameters used in the CRSB.

4.1.3 Numerical setup

The computational domain used for the CRSB calculations is based on the
experimental test rig described in previous subsections. An schematic of the
numerical domain is presented in Fig. 4.5 (left). The domain includes a cylin-
drical volume of 200 mm in radius and 500 mm in height to account for the
environment of the flame. A constant air mass flow rate at 298K is prescribed
as inlet condition and non-slip adiabatic walls are used as boundary condi-
tions.

The mesh used for this geometry results in a total of 20M elements using
a hybrid mesh with tetrahedrons, prisms and pyramids. It is refined to a
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minimum filter size of Δ𝑥 = 0.2 mm inside the air duct, in the injection
region and in the near field of the flame, as shown in Fig. 4.5 (right). Layers
of prisms are applied in the air duct in order to better resolve the boundary
layer.

Figure 4.5: Left: computational domain and overview of the mesh (stoichiometric
mixture fraction iso-surface of the flame represented in red colour). Right: detailed
view of the mesh in the injection region.

In view of the estimated diffusive length scale presented in Table 4.2, the
filter size is comparable to the diffusive thickness in the near region of the flame
(Δ𝑥 ∼ 1.16𝛿𝑒𝑥𝑡

𝑑𝑖𝑓𝑓 ). Even in the outer flame zone, where the filter size becomes
coarser (Δ𝑥 ∼ 0.34 mm), length scales of ∼ 2𝛿𝑒𝑥𝑡

𝑑𝑖𝑓𝑓 are resolved. Note that
the definition employed considers the thermal diffusivity of the oxidizer (see
Eq. 2.41 in Chapter 2) thus the resulting length scale is the most restrictive
one (the lowest) in terms of flame front resolution. In the present modelling
approach, it is not strictly necessary to resolve the reacting front, however,
it is interesting to have a notion of the Δ𝑥/𝛿𝑒𝑥𝑡

𝑑𝑖𝑓𝑓 ratio. Furthermore, the
estimation of Kolmogorov scales 𝜂 at different locations of the burner evidences
a minimum value of 𝜂 ∼ 0.023 mm close to the exit of the injection nozzle.
This corresponds to Δ𝑥/𝜂 ∼ 8.7, which suggest a really good resolution in
terms of the ratio between the filter size and Kolmogorov scale. The grid
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quality is also evaluated by using Pope’s criterion [28]. In this regard, resolved
and sub-grid parts of the turbulent kinetic energy are computed, following the
approximation of Yoshizawa [29] for the estimation of the sub-grid component.
The expression of the total turbulent kinetic energy read as:

𝑘 = 𝑘𝑟𝑒𝑠 + 𝑘𝑠𝑔𝑠 ≈ 1
2u2

𝑟𝑚𝑠 + 2𝐶𝑙Δ𝑥2S(̃︀u) : S(̃︀u), (4.16)

where u𝑟𝑚𝑠 is the Root Mean Square of velocity field, S(̃︀u) is the strain rate
tensor and 𝐶𝑙 is a modelling constant taken as 𝐶𝑙 = 0.0886 [29]. According
to Pope’s criterion, at least 80% of the turbulent kinetic energy should be
resolved for an adequate LES calculation, i.e., 𝑘𝑟𝑒𝑠 ⩾ 0.8𝑘. Fig. 4.6 shows the
contour of 𝑘𝑟𝑒𝑠/𝑘 in a vertical cut plane of the CRSB. As observed, 𝑘𝑟𝑒𝑠/𝑘 is
very close to 1 in the central location of the main jet, in the flame position and
even in the region close to the air inlet. Therefore, almost all the turbulent
kinetic energy is solved in the region of interest and only a few regions present
a 𝑘 ratio below 0.8, such as the vicinity of the burner walls or the plenum,
where no turbulent fluctuations are expected.

Figure 4.6: Ratio between resolved turbulent kinetic energy 𝑘𝑟𝑒𝑠 and total turbulent
kinetic energy 𝑘 in a vertical cut plane of the CRSB. White line: 𝑘𝑟𝑒𝑠/𝑘 = 0.8. Black
line: iso-line of OH mass fraction to illustrate the flame position. Spatial units in
mm.

In addition, further refinement to 79M element mesh was performed in
order to check grid convergence, however, it did not exhibit different dynamics
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or affected significantly the results, so the 20M element mesh was retained for
the analysis. (For any interested reader, the comparison between both meshes
in terms of velocity field is included in Appendix A).

In this work, time-averages for both gas phase and droplets statistics are
collected over about 100 ms, which correspond to approximately 30 flow-
through times. The flow-through is estimated by the averaged axial velocity
integrated over a volume enclosing the flame and its surrounding.

4.2 Flow field description

This section includes a description of the flow field characteristics and the
gas-phase results of the CRSB using the modelling approach previously pre-
sented. In this section (and also in the following), the numerical results are
compared with the experimental data at radial stations located at different
axial positions. Fig. 4.7 shows a schematic of the stations considered for the
comparison with experiments.

Station 40 mm

Station 20 mm

Station 10 mm

Figure 4.7: Sketch of the radial stations where LES results are compared with the
experimental data. Stations are represented on a vertical central plane colored by
temperature in order to visualize the position of the flame.
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In order to understand the behaviour of the flow field in the CRSB, the
instantaneous and mean velocity magnitude in the vertical plane of the burner
is shown in Fig. 4.8. The burner exhibits a flow pattern similar to that of
an annular jet [30]. The air coming from the plenum enters the nozzle and
accelerates, reaching the atmosphere with a velocity of 25 m/s, approximately.
It is possible to appreciate a small recirculation zone near the position of the
injector. In addition, the local increase of the velocity due to the droplet
injection is visible, specially in the instantaneous contours of the left picture.
Downstream, mixing decelerates the gas jet and it widens at an axial position
of 25 mm due to the presence of the flame, as it is shown in the contour plot
of mean axial velocity (right side of Fig. 4.8).

x [mm] x [mm]

z 
[m

m
]

z 
[m

m
]

Figure 4.8: Fields of axial velocity on a vertical central plane. Left: instantaneous
values, right: time-averaged values.

Fig. 4.9 shows the results obtained for the axial gas velocity. Mean and
root mean square (RMS) values are compared with the experimental measure-
ments at three different radial stations. In view of the results, only a slight
underprediction of the axial velocity fluctuation is obtained, but the overall
agreement is quite good. LES is able to accurately capture the axial velocity
mean and fluctuating profiles and to reproduce the widening of the air jet.
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Figure 4.9: Comparison of axial velocity profiles at different radial stations for the
gas phase. Left: mean values, right: RMS values. Blue lines: LES results, circles:
experiments.

The radial velocity component is shown in Fig. 4.10. In the same way as
the previous plots, mean radial velocity and RMS are well predicted by the
simulation. The only remarkable difference is observed at the 40 mm station,
where the peak value of mean radial velocity is underestimated. However, the
agreement between the simulation and the PDA measurements is satisfactory
and ensure the correct aerodynamic stabilization of the flame.
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Figure 4.10: Comparison of radial velocity profiles at different radial stations for the
gas phase. Left: mean values, right: RMS values. Blue lines: LES results, circles:
experiments.

4.3 Spray assessment

The results related to the dispersed phase are shown in this section. Fig. 4.11
shows an illustration of the spray in which droplets are colored by diameter
(left) and axial velocity (right). As already described in previous works [6],
this burner features the largest and inertial droplets at higher radial positions,
as shown in Fig. 4.11 left. The largest droplet diameters are found matching
the hollow-cone shape of the spray, while the smallest ones (with lower Stokes
number) are located near the centerline. In terms of droplet velocity, it can
be seen that these low inertial droplets, which follow the air stream coming
from the annular nozzle, present a velocity closer to the gas phase at the axis.
So that, in the right picture of Fig. 4.11, droplet axial velocity reaches values
higher than 20 m/s in the central region, which is comparable with the values
already seen in Fig. 4.9.
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Figure 4.11: 3D view of the simulated hollow-cone spray. Left: spray colored by
droplet diameter, right: spray colored by droplet axial velocity.

The droplet distribution according to their size can be seen in Fig. 4.12,
where mean diameter is represented at different radial stations. In general,
there is a good agreement between the simulation results and experiments.

Figure 4.12: Comparison of droplet diameter profiles at different radial stations. Left:
mean value, right: RMS value. Blue lines: LES results, circles: experiments.

Fig. 4.13 shows the comparison of axial droplet velocity (mean and RMS)
with the measurements. In this case, all droplets are considered to obtain
reliable statistics of the liquid phase. Overall, there is good agreement with
the experimental data and the droplets statistics are well predicted. Due to
the fact that the parameters of the spray model are adjusted to reproduce
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the experimental measurements at the nearest region, the simulation results
at the station of 10 mm are well captured.

Figure 4.13: Comparison of droplet axial velocity profiles at different radial stations.
Left: mean value, right: RMS value. Blue lines: LES results, circles: experiments.

The comparison of radial droplet velocity is shown in Fig. 4.14. The numer-
ical results perfectly fit the experimental measurements for the time-averaged
magnitude and the agreement is also good in terms of radial velocity fluctu-
ation. In view of the comparison for the droplet velocity field presented in
Fig. 4.13 and 4.14, it can be concluded the calibration of the fuel injection
system is suitable for this case.
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Figure 4.14: Comparison of droplet radial velocity profiles at different radial stations.
Left: mean value, right: RMS value. Blue lines: LES results, circles: experiments.

In the previous plots, all droplets were considered for the statistics of
axial and radial droplet velocities. In order to understand the kinematic be-
haviour of the different type of droplets and evaluate the numerical predic-
tions, Fig. 4.15 and 4.16 illustrate the mean and RMS droplet axial velocity
conditioned to the droplet size. First, Fig. 4.15 shows the statistics of droplet
axial velocity accounting for droplets with diameter between 10 and 20 𝜇m.
The behaviour of the small droplets previously described is also observed and
quantified here. The small and low inertial droplets are mainly present in
the central region of the burner and evidence an axial velocity very similar to
that of the main jet. In addition, the agreement between the predicted axial
velocity and the experimental measurements is reasonably good. The main
discrepancies are found at 10 mm and near the burner axis, where droplets
are not detected in simulations and, thus, the velocity is zero.
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Figure 4.15: Comparison of droplet axial velocity profiles at different radial stations
(droplet diameter between 10 and 20 𝜇m). Left: mean value, right: RMS value. Blue
lines: LES results, circles: experiments.

Regarding the large droplets, Fig. 4.16 presents the same comparison for
droplets between 40 and 50 𝜇m of diameter. In this case, the droplets follow
the main spray path (a half injection angle of ∼40∘) and their axial velocity
is significantly reduced downstream. The simulation predicts a slightly higher
widening of the droplet trajectory, specially at stations 20 and 40 mm, but
the overall agreement in terms of the mean and fluctuating axial velocity of
large droplets is also satisfactory.
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Figure 4.16: Comparison of droplet axial velocity profiles at different radial stations
(droplet diameter between 40 and 50 𝜇m). Left: mean value, right: RMS value. Blue
lines: LES results, circles: experiments.

Finally, droplet temperature profiles are presented in Fig. 4.17. On the
left side, temperature profiles of constant radial coordinate (𝑅 = 𝑐𝑜𝑛𝑠𝑡) along
the axial distance are presented. On the right side, the usual representation
in radial stations (𝑍 = 𝑐𝑜𝑛𝑠𝑡) is shown (note that in this case the stations
are different compared to the velocity field, due to the availability of the
measured temperature). In view of the results at constant radial positions
(left), a good prediction of the droplet temperature is achieved at the burner
axis and the cold jet region (𝑅 = 0 and 𝑅 = 5 mm). The interaction with
the flame is initiated at 𝑅 = 10 and is evident at 𝑅 = 15 mm. At this
position, an overestimation of the droplet temperature is obtained and LES
predicts a faster heating of the droplets at contact with the hot gases of the
flame. This behaviour is also evidenced at radial stations (right). The radial
profiles and heating-up due to the flame are properly captured by simulations,
however, an overprediction of up to ∼25 K is obtained in the flame region.
Despite the these discrepancies, the agreement in terms of droplet temperature
is considered satisfactory.
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Figure 4.17: Comparison of droplet temperature profiles (all droplets). Left: mean
value at constant radial positions, right: mean value at constant axial positions (sta-
tions). Blue lines: LES results, circles: experiments.

4.4 Flame structure

In this section, results about the shape of the flame and its thermochemical
structure are discussed. Figure 4.18 shows an instantaneous OH mass fraction
contour, in which three regions can be clearly seen. Previous experimental
studies have already identified the different areas of the flame [5, 11] and the
same nomenclature will be followed in this work. The region of the flame
closest to the injector, denoted as leading edge (LE) connects the two main
reaction zones, namely the inner and outer reaction zones (IRZ and ORZ
respectively). The ORZ exhibits a thick non-fluctuating OH layer and the IRZ
presents a thinner and strongly wrinkled flame front, due to the turbulent air
jet located close to the central axis of the burner. Regarding the combustion
regime, the ORZ seems to be a quasi-steady diffusion flame, while the IRZ
features a partially premixed flame propagation, as discussed by Shum-Kivan
et al. [6].
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Figure 4.18: Different regions of the flame (LE, IRZ, ORZ) on a global view of the
reaction front and flow field (red contours: OH concentration, blue contours: velocity
magnitude, green: spray.

On the other hand, dynamics of the droplets and their interaction with the
flame were also described in experimental and numerical works [6, 9, 10] and
are revised here in light of the ability of unsteady flamelet approach to capture
this interaction. Figure 4.18 shows droplets reaching the flame front at the
LE, which correspond with the largest diameters due to the fact that they
tend to follow the main spray direction, as previously discussed. Although
there are many small droplets that follow the central air jet and evaporate
in the region between the axis and the IRZ, most of the gaseous fuel comes
from the evaporation of the large droplets crossing the reaction front and
reaching the inside of the flame, due to the high temperature. Therefore,
the maximum mixture fraction values are reached in the region between both
IRZ and ORZ and closest to the LE, as shown in the first field of Fig. 4.19.
Flow entrainment results in a reduction of the mixture fraction values further
downstream. Furthermore, according to [11, 31], inside the flame and close to
the ORZ the fuel thermal decomposition and incomplete combustion lead to
the appearance of species such as CO, CO2, H2O and soot precursors (PAH).
This phenomenon is well captured by the simulation, as it is observed in the
mean fields of CO, CO2 and C2H2 (which contributes to the formation of soot
precursors [32]), presented in Fig. 4.19.
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Figure 4.19: Mean contours of mixture fraction (top left), 𝐶𝑂 mass fraction (top
right), 𝐶2𝐻2 mass fraction (bottom left) and 𝐶𝑂2 mass fraction (bottom right). White
line: mean stoichiometric mixture fraction iso-line.

A cut of the instantaneous stoichiometric mixture fraction iso-surface is
observed in Fig. 4.20, together with the fuel spray colored by droplet diam-
eter. This representation evidence the differences between the regions of the
flame described previously. In contrast with the uniform and homogeneous
appearance of the ORZ, the IRZ presents small areas, near the leading edge
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of the flame, where the temperature and OH mass fraction decrease locally,
while heat release and CH2O mass fraction reach higher values. This par-
ticular behavior in the IRZ is related to the local extinction and re-ignition
phenomena due not only to the droplets crossing the reaction front, but also to
the interaction between the flame and the turbulent flow [11]. These aspects
will be addressed in the next section.

Figure 4.20: Vertical cut of the stoichiometric mixture fraction iso-surface colored by
temperature (top left), OH mass fraction (top right), heat release (bottom left) and
CH2O mass fraction (bottom right). Spray droplets colored by diameter.

In order to perform a qualitative comparison of the flame topology,
Fig. 4.21 shows mean and instantaneous OH contours from simulation and
experimental measurement [11]. The overall shape of the flame can be ob-
served to be well captured by the calculation. The positions of the IRZ and
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ORZ at 𝑟 ≈ 13 mm and 𝑟 ≈ 35 mm, respectively, are correctly predicted.
Nevertheless, the shape of the outer flame is slightly different, with a wider
radial distance between the IRZ and the ORZ for the calculations. It is im-
portant to note that discrepancies in the shape of the ORZ are consistent
with those obtained in the radial velocity results for the gas phase at larger
distances from the orifice (see Fig. 4.10). However, it is difficult to determine
the reason for these differences, since experimental measurements are missing
at this radial position and there is a large set of coupled factors affecting the
ORZ.

The lift-off length is defined as the maximum value of progress variable gra-
dient in the axial direction following a similar procedure to the experiments
[33]. The time-averaged value of simulated lift-off length is approximately 25
mm, while the experimentally observed value is 25 ± 3 mm, so the proposed
modelling approach was able to predict the lift-off length on this flame quite
accurately. Moreover, despite these simulations have reproduced some oscilla-
tions of the lift-off height, this aspect deserves further quantitative evaluation
and it is left for future work.
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Figure 4.21: Comparison of OH contours. Left: LES results, right: OH-PLIF data
from experiments [11]. Top: instantaneous signal, bottom: time-averaged fields. Red
dashed line: mean lift-off length value.

4.5 Analysis of local extinction

This section focuses on the analysis of the different mechanisms of extinction
that appear in the inner layer of the flame and on the capability of the com-
bustion model to predict them. According to the experimental studies [11],
the flame exhibits localized extinction in the IRZ close to the leading edge
(LE) and also downstream. Numerical simulations using LES will be used
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here to provide further understanding on this phenomena and shed some light
in the principal mechanisms governing these effects.

4.5.1 Extinction due to droplet-flame interaction

Experimental observations [11] have shown the flame exhibits transient phe-
nomena with some intermittency on the reacting layer, which is associated to
existence of local extinction. Large droplets, which follow the main path of the
spray, reach this region and impact the reacting layer causing rapid droplet
evaporation and formation of rich pockets that quench the flame front. Fig-
ure 4.22 illustrates the extinction events at three different time instants. In the
left column, contours of temperature and droplets are represented together,
while the evaporation source term 𝑆𝑍 is shown on the right. In order to better
visualize the position of the flame, a white iso-line representing the stoichio-
metric mixture fraction is included. An indicator of flame intermittency and
localized extinction is the OH concentration, which is shown in Fig. 4.22 by a
black line enclosing the regions with OH mass fraction ̃︀𝑌𝑂𝐻 higher than 25%
of peak values. The plots show a decrease in temperature close to the stoi-
chiometric mixture fraction iso-line when the droplets cross the flame front,
which is concurrent with a spatial intermittency in the OH signal. In fact, the
contours of evaporation source term evidence high values of 𝑆𝑍 located near
the extinction regions.
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Figure 4.22: Extinction in the leading edge of the flame due to droplet interaction.
Contours: temperature (left) and evaporation source term (right). Black line: thresh-
old of 25% peak OH, white line: stoichiometric mixture fraction iso-line. Rows rep-
resent different time instants which are not equally time-spaced and illustrate clearly
the phenomenon.

The analysis of the extinction by flame-droplet interactions is comple-
mented with the results presented in Fig. 4.23. In this case, the figure shows
a scatter plot of temperature and mixture fraction for different points located
in the LE of the flame (points considered are located inside the LE region
described in Fig. 4.18). The thermochemical variables are recorded within a
15 ms time window with a frequency of 0.05 ms, which correspond to 300 time
samples. Points are colored by normalized progress variable ̃︀𝐶, while solid and
dashed lines represent the equilibrium values of the steady flamelets at adia-
batic conditions ( ̃︀ℋ = 1) and at the highest heat loss ( ̃︀ℋ = 0), respectively.
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The blue line represents a steady adiabatic flamelet considering non-zero mix-
ture fraction variance (𝑍𝑣 = 0.125). In this way, it is possible to evaluate
quantitatively the phenomenon described in Fig. 4.22. Although temperature
dispersion is clearly seen in a wide range of mixture fraction, the most interest-
ing effect is observed near the stoichiometric conditions (vertical dotted line).
The dispersion of temperature located in this region evidence that there are
points very close to the reaction zone which experience extinction phenomena,
showing a decrease in both temperature and normalized progress variable and
moving away from chemical equilibrium conditions. Moreover, it is possible
to appreciate that the peak in temperature values remains below the line of
adiabatic conditions, closer to the maximum heat loss line. In this region,
there are a large number of droplets crossing the flame front, evaporating and
exchanging heat with the flame, which causes conditions of higher enthalpy
losses. Points with higher values of mixture fraction that exceed the laminar
adiabatic line are closer to the turbulent curve, since they are located inside
the flame, where the mixture fraction variance 𝑍𝑣 reaches high values.

Figure 4.23: Scatter plot of temperature versus mixture fraction. Black dashed
line: stoichiometric mixture fraction. Black solid and dashed lines: laminar steady
flamelets. Blue solid line: turbulent steady flamelet. Colors: normalized progress
variable.

In order to quantify the impact of droplet evaporation on the extinction
process, Fig. 4.24 shows the correlation between the different magnitudes char-
acterizing the extinction events. This includes normalized progress variable
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̃︀𝐶, OH mass fraction ̃︀𝑌𝑂𝐻 , formaldehyde mass fraction ̃︀𝑌𝐶𝐻2𝑂 and evapora-
tion source term 𝑆𝑍 . Compared to Fig. 4.23, the mixture fraction of points
located near the LE of the flame has been conditioned in this case to a range
of 20% around of the stoichiometric value and the evaporation mass rates are
discretized in 30 bins. Each bin shows the averaged value of the magnitude
and is colored by the standard deviation. Regarding the mixture fraction,
the fuel/air concentration in this region fluctuates around the same mean
(approximately the stoichiometric value) when the evaporation is low. As
the evaporation rate increases, the formation of rich pockets contributes to
increase locally the mixture fraction, while the reactivity of the mixture is re-
duced. Even for low evaporation rates, the normalized progress variable takes
values ̃︀𝐶 < 0.5, and keeps reducing as 𝑆𝑍 increases. The same behavior is
observed for the OH concentration. Due to this distribution of ̃︀𝑍 and ̃︀𝐶, ̃︀𝑌𝑂𝐻

is larger when the flame interacts with low concentrations of evaporated fuel.
On the other hand, the concentration of CH2O can be used as an indicator
of the extinction events. The concentration of formaldehyde tends to behave
opposite to OH, so CH2O is close to zero with low evaporation rates and in-
creases during extinction and re-ignition events. Furthermore, it is important
to highlight that dispersion remains low for high values of 𝑆𝑍 . When the
evaporation rate reaches high values, extinctions are evident and ̃︀𝐶 and ̃︀𝑌𝑂𝐻

remain low or close to zero.
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Figure 4.24: Correlation between droplet evaporation source term and mean mixture
fraction (top left), normalized progress variable (top right), OH concentration (bottom
left) and CH2O concentration (bottom right). Colors: standard deviation of each
magnitude.

4.5.2 Extinction due to turbulence-flame interactions

A second characteristic mechanism of flame front extinction is due to
turbulence-flame interactions [11]. This phenomena occurs at axial positions
further away from the LE of the flame, downstream in the IRZ, see Fig. 4.18.
As described in the previous subsection, these events also exhibit the same
features, that is low values of temperature, progress variable and OH concen-
tration with high concentration of CH2O. In this region, only small droplets
that follow the main path of the gas jet evaporate close to the reacting layer
and do not alter the flame front. As already described in the experimental
work [11], the extinction of the flame in this region is associated to the stretch-
ing of the front produced by high levels of strain in the flow field. Figure 4.25
illustrates this event with a temporal sequence of the flame front obtained by
LES. The strain is represented by a contour plot of the sum of resolved and
subgrid scalar dissipation rates ̃︀𝜒 = 2�̄�∇𝑍 ·∇𝑍+2 𝑍𝑣

𝜏𝑆𝐺𝑆
. Black and white iso-

lines are associated with the OH threshold (̃︀𝑌𝑂𝐻 > 25% of peak OH) and the
stoichiometric mixture fraction, respectively. It can be clearly observed that
when the scalar dissipation rate reaches high values near the reaction zone, the
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flame front becomes thinner and wrinkled until it eventually quenches. This
is a slower event than the extinction located at the LE of the flame, where
the appearance of high evaporation rates close to the flame front produces
its extinction very rapidly. In this case, quenching occurs when the front is
affected by high scalar dissipation rate values during certain time. Note that
the time window of this temporal sequence corresponds to 1 ms, which is suf-
ficient to find an extinction event associated with strain, since the time scale
of this phenomenon is approximately 0.7 ms, as introduced in Section 4.1.2.
The current LES is able to reproduce these extinction events and evidence the
same quenching features as those observed in the experimental measurements
[11].



4.5. Analysis of local extinction 153

t = 1.0817 s t = 1.0819 s

t = 1.0827 st = 1.0825 s

t = 1.0823 st = 1.0821 s

~ ~

~ ~

~ ~

Figure 4.25: Temporal sequence of an extinction event due to strain, where each row
represents a different time instant with a time separation of 0.2 ms. Contours: scalar
dissipation rate. Black line: threshold of 25% peak OH, white line: stoichiometric
mixture fraction iso-line.

In the same way as in the previous section, the analysis is complemented
with some scatter plots in order to quantify the extinction phenomenon.
Fig. 4.26 shows both ̃︀𝑇 − ̃︀𝑍 and ̃︀𝑇 − ̃︀𝜒 scattered data for points located
in the IRZ (the region affected by extinction due to turbulence-flame interac-
tions). The methodology followed is similar to that of Fig. 4.23. Regarding
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the ̃︀𝑇 − ̃︀𝑍 plot (left side), the dispersion of temperature for mixture fraction
values ranged between 0 and 0.2 is also evident in this region of the IRZ.
Considering the points near the stoichiometric conditions allows to clearly
observe the decrease of both temperature and progress variable, as a result
of the quenching events. Besides, the temperature peak located at slightly
rich mixtures is closer to the adiabatic conditions, compared to the LE re-
gion of the flame, see Fig. 4.23. As mentioned above, the evaporation rate is
considerably lower in this region, therefore enthalpy losses due to heat trans-
fer between the flame and droplets are also lower. On the other hand, the
plot on the right side of Fig. 4.26 shows the scattered data of temperature
related to the scalar dissipation rate for points located at the stoichiometric
mixture fraction iso-surface within the IRZ. For low values of ̃︀𝜒 (̃︀𝜒 < 1 [𝑠−1]),
all points are present in the region of high temperature, which represent the
stable flame conditions. Temperature dispersion appears when ̃︀𝜒 > 1 [𝑠−1],
showing extinction and re-ignition events in a wide range of ̃︀𝜒 values. Note
that extinction events appear for ̃︀𝜒 values lower than the quenching scalar
dissipation rate for laminar adiabatic steady flamelet (𝜒𝑒𝑥𝑡,𝑙𝑎𝑚 ≈ 80 [𝑠−1], see
Fig. 4.2b). Thus, it is not necessary to reach this condition in order to find an
extinction event, which has already been observed in other turbulent flames
and modelling approaches [34, 35].

Figure 4.26: Scattered data of temperature versus mixture fraction in the IRZ (left)
and of temperature versus scalar dissipation rate for points on the stoichiometric
mixture fraction iso-surface (right). Vertical black dashed line: stoichiometric mixture
fraction. Black solid lines: laminar steady flamelets. Blue solid line: turbulent steady
flamelet. Colors: normalized progress variable.

The same information for OH and CH2O mass concentration is presented
in Fig. 4.27. In this case, points coloured by the normalized progress variable
correspond to all the data of the stoichiometric surface within the region of the
IRZ affected by strain. The scatter data is recorded during 10 ms, while black
squares and error bars indicate the mean value and the standard deviation,
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respectively. Due to the fact that there are many points of the flame front
burning stable even for high values of ̃︀𝜒, mean ̃︀𝑌𝑂𝐻 decreases more slowly with̃︀𝜒, compared to those of the region affected by droplet evaporation (Fig. 4.24).
However, it is important to highlight the level of fluctuations of OH and
CH2O concentrations. The remarkable increase in the fluctuations of these
magnitudes with the scalar dissipation rate shows that extinctions generally
occur for high ̃︀𝜒 values, in a similar range to that observed for the dispersion
of temperature in Fig. 4.26. In addition, the inverse relation between ̃︀𝑌𝑂𝐻

and ̃︀𝑌𝐶𝐻2𝑂 can be distinguished again [34], and suggests that formaldehyde
can be used as an indicator to predict unsteady combustion phenomena like
localized extinction.

Figure 4.27: Effect of the scalar dissipation rate on OH (left) and CH2O (right) con-
centrations. Data collected on the stoichiometric mixture fraction iso-surface between
𝑧 = 35 𝑚𝑚 and 𝑧 = 60 𝑚𝑚 (region extinguished due to strain). Black squares: mean
value, errorbars: standard deviation. Colors: normalized progress variable.

4.6 Summary

In this chapter, the study of flame stabilization and local extinction of a
spray flame in an atmospheric non-swirled test rig referred to as the CORIA
Rouen Spray Burner has been presented. The present spray flame shows a
double reaction front structure, with an outer laminar diffusion flame and an
inner wrinkled partially-premixed flame undertaking local extinction. This
unsteady phenomenon has been investigated in this work using the Eulerian-
Lagrangian modelling framework for gaseous and dispersed phases described
in Chapter 3. A first introduction of the experimental rig has been introduced
first, followed by the detailed description of the modelling parameters. In this
case, large-eddy simulations have been performed with a tabulated chemistry
method based on steady and unsteady diffusion flamelets computed at different
enthalpy levels in order to account for heat loss during droplet evaporation.
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The numerical setup has been also presented together with the characteristics
of the reference computational grid, which ensures a good resolution with a
reasonable computational cost.

A validation of the numerical simulations is conducted first for the carrier
and dispersed phase and good agreement with the experimental data is found
for mean and fluctuating quantities. The accuracy on the prediction of droplet
velocity components and temperature has led to the conclusion that the cal-
ibration of the spray model is adequate for this application. In addition, the
present results have been able to predict relevant combustion parameters like
the flame shape, the different inner and outer regions of the reacting front and
the main combustion species. The lift-off length has been also evaluated and
an excellent accuracy has been obtained in comparison to the experimental
measurements.

The unsteady behaviour of the flame front already observed in previous
experimental works has been also reproduced by LES. Numerical results evi-
dence some intermittency on the OH concentration with the presence of high
values of formaldehyde indicating the existence of localized extinction in the
leading edge of the flame. A detailed analysis has shown the impact of droplets
on the reacting layer and the existence of rich pockets quenching the flame
front. Further downstream, it has been shown that when the scalar dissipa-
tion rate reaches high values near the reaction zone, the flame front becomes
thinner and wrinkled until it eventually quenches. This behaviour has been
analyzed by the presence of high values of droplet evaporation source term and
scalar dissipation rate, for the first and second extinction event respectively,
which lead to a local reduction of the OH concentration and an increase of
formaldehyde due to the flame quenching.

In general, the proposed modelling approach has been able not only to
reproduce the spray flame characteristics, but the results obtained and pre-
sented in this chapter have demonstrated that the applied tabulated chemistry
method is capable of capturing the local extinction and re-ignition events oc-
curring in the inner layer of the CRSB.
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Chapter 5

Computationally efficient soot
modelling on a pressurized
gas turbine burner

This chapter presents the analysis of a pressurized ethylene-based model
burner using the modelling approach described previously for the characteriza-
tion of the combustion process and soot prediction. The chosen configuration
is the aero-engine model combustor developed at the German Aerospace Cen-
ter (DLR) by Geigle et al. [1, 2] (referenced as DLR burner along this chapter
for brevity), which has been widely studied in terms of turbulent combustion
and soot formation. It is a pressurized burner featuring a dual swirler config-
uration for the primary air supply, generating a strong recirculation region in-
side the combustion chamber. Secondary air is injected downstream, creating
a soot oxidation zone typical of the Rich-Burn/Quick-Mix/Lean-Burn (RQL)
combustor concept. The relevance of this burner is evidenced by its role as a
target case in the ISF Workshop [3] for turbulent flames. This configuration
has been selected to evaluate the applicability and prediction capabilities of
the efficient coupling between the Discrete Sectional (DSM) method for soot
and the Flamelet Generated Manifold (FGM) combustion model within the
LES framework described in Chapter 3.

As mentioned in previous chapters, soot modelling remains a challenge and
further research is required to develop and employ detailed predictive meth-
ods, which consider an adequate description of the soot key kinetic processes
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and provide information of particle size distribution and aerosol dynamics,
at affordable computational requirements for practical applications. In this
burner, different modelling strategies have been used over the last few years
to predict soot emissions [3]. In [4–6], semi-empirical two-equation soot mod-
els and reduced kinetic mechanism coupled to different turbulent combustion
approaches were employed to predict soot quantity. In general, the numerical
results were able to qualitatively capture soot distribution although important
discrepancies were observed in the soot volume fraction magnitude, depend-
ing on the combustion modelling and chemistry description. In addition, these
modelling approaches do not account for particle characteristics and size dis-
tributions. Simulations with detailed soot chemistry and particle dynamics
of this burner were conducted in [7], where the hybrid MoM [8] was coupled
to tabulated chemistry. A good qualitative agreement with the experimental
data was obtained, but the SVF was strongly overpredicted. A similar soot
description was used in [9] showing a fair prediction of the soot field for the
reference operating condition of the DLR combustor. Conversely, the soot dis-
tribution was not captured for the burner configuration without secondary air
injection. In [10] the burner simulation with Split-based Extended Quadra-
ture MoM [11] was able to capture soot field distribution but the magnitude
was underestimated by a factor of three. Recently, DSM has been applied to
simulate this burner coupled to tabulated [12] and to finite-rate [13] chemistry.
Good qualitative and quantitative soot predictions were obtained, though soot
oxidation in the outer part of the burner is overestimated, such as in most of
the simulations previously discussed. Particle Size Distribution (PSD) infor-
mation was only provided by [12]. Unfortunately, validation was not possible
due to the lack of experimental measurements.

The work presented here is focused on the assessment of the modelling
approach proposed by Kalbhor et al. [14, 15] in a realistic application such
as the DLR burner, where the trade-off between CPU cost and accuracy is a
major concern. The chapter is structured as follows. Section 5.1 introduces
the characteristics of the burner, including a description of the experimental
test rig, the computational domain, numerical setup and some particularities
of combustion and soot models. Results for the baseline configuration of the
DLR burner, which includes the secondary dilution air, are presented in Sec-
tions 5.2 and 5.3. On the one hand, gas phase results of the reacting flow
are presented in Section 5.2, where flow structures and flame characteristics
are discussed. On the other hand, Section 5.3 is focused on soot predictions,
including the soot field assessment, an analysis of soot formation and particle
size distributions. Finally, the operating condition without secondary air injec-
tion is evaluated in Section 5.4 and the effect of the dilution air in the reacting



5.1. Case description 163

flow and soot distribution is discussed there. The content of this chapter is
partially published in [16, 17] and is included in a journal publication which
is currently under review.

5.1 Case description

In this section, a general overview of the case studied is presented in terms of
burner characteristics and numerical setup. First, a description of the model
combustor and experimental rig is introduced. Then, the chemical charac-
teristics of the burner and some details of the general modelling framework
described in Chapter 3 are specified for this application. Finally, the compu-
tational domain and different grids employed are presented.

5.1.1 Experimental test rig

This work is focused on the study of the pressurized ethylene-based model
combustor from DLR. It exhibits features similar to real gas turbine burners
and it is representative of the RQL concept. A more detailed description of
the experimental setup can be found in the work of Geigle et al. [1, 2].

A sketch of the geometrical burner characteristics is shown in Fig. 5.1.
The burner contains a dual radial swirler configuration for the air supply.
The inner swirler consists of 8 vanes, while the outer one is composed of 11
ducts. The combustion chamber has a square section of 68 x 68 mm2 and a
height of 120 mm. Up to four quartz windows are arranged on the sides of the
chamber ensuring the optical access for measurements. Additional ducts for
secondary oxidation air injection are located at the corners of the chamber, 80
mm downstream the chamber inlet plane. Fuel is injected through a concentric
ring of 60 equally spaced ports located between the inner and outer air inlets.



164
Chapter 5 - Computationally efficient soot modelling on a

pressurized gas turbine burner

Figure 5.1: Sketch of the DLR-RQL burner experimental setup. Image from [2].

Multiple experimental diagnostics are available for flame characterization
and soot formation [1, 2, 18]. Velocity component statistics at different po-
sitions inside the combustion chamber were measured using Stereo-Particle
Image Velocimetry (Stereo-PIV). Temperature measurements were obtained
from Coherent Anti-Stokes Raman scattering (CARS) and OH radical distri-
bution was qualitatively estimated by Laser Induced Fluorescence (LIF). In
addition, Planar Laser-Induced Incandescence (LII) was used to measure the
soot volume fraction.

The experimental database contains several operating conditions with vari-
ations of the operating pressure, primary air and fuel mass flows, primary air
and fuel ratios and secondary air mass flow. In this work, two of these operat-
ing points are evaluated and a summary of the flame parameters is presented
in Tab. 5.1. Op 1 corresponds to the reference operating condition of the
DLR burner while the secondary oxidation air is removed in Op 2, modifying
the global equivalence ratio. The results presented in this chapter are mainly
focused on Op 1 but Op 2 is also analysed in Section 5.4.

5.1.2 Details of the modelling approach

In a similar way to Chapter 4, this section aims to detail some aspects of the
general modelling approach described in Chapter 3 that are considered for
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𝑝 𝜑𝑔𝑙𝑜𝑏𝑎𝑙 𝑄𝑎 𝑄𝑎,𝑜𝑥 𝑇𝑎 𝑄𝑓 𝑇𝑓

Op 1 3 0.86 468.3 187.4 300 39.3 300
Op 2 3 1.2 468.3 0 300 39.3 300

Table 5.1: Flame parameters of the operating conditions evaluated. Pressure, 𝑝 [bar];
global equivalence ratio, 𝜑𝑔𝑙𝑜𝑏𝑎𝑙; mass flows for air through burner, 𝑄𝑎; oxidation air
through secondary inlets, 𝑄𝑎,𝑜𝑥; fuel, 𝑄𝑓 [slpm, or standard litre per minute]; air
and fuel temperatures, 𝑇𝑎 and 𝑇𝑓 [K].

this application. In this case, the efficient coupling of the FGM combustion
model and the CDSM method for soot is employed and the following lines
are intended to provide information about the parameters and considerations
used for combustion and soot modelling. Note that any details of the mod-
elling approach not specified here are assumed to be the same as described in
Chapter 3.

Thermochemical conditions and combustion model

In both operating conditions described in Table 5.1, the burner is pressurized
and fuel and air are injected at ambient temperature. Therefore, 𝑝 = 3 bar,
𝑇𝑎𝑖𝑟 = 𝑇𝑓𝑢𝑒𝑙 = 300 K are considered for the flamelet calculations. The chem-
istry for ethylene fuel is taken from a 214-species and 1537 reactions kerosene
surrogates mechanism [19] including recent developments for PAH soot precur-
sors [20]. This chemical mechanism has been developed within the ESTiMatE
European project and has been extensively validated in laminar counterflow
diffusion flames [21] (including ethylene and other fuels). As an example of
the performance of the mechanism in ethylene flames, Fig. 5.2 shows the soot
predictions in a reference counterflow configuration from the literature [22].
The simulation of the 1D flame has been performed using Chem1D [23] with
the Discrete Sectional Method for soot outlined in Section 3.3.1. Although
the soot number density and particle diameter are underpredicted (specially
at 𝑥 = −0.5 mm), the trend is correctly captured and the agreement with the
measurements in terms of Soot Volume Fraction is reasonably good.
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Figure 5.2: Soot predictions on the ethylene counterflow flame from Wang et al. [22]
with the Discrete Sectional Method (DSM) using the kerosene surrogates mechanism
[20]. Left: Soot Volume Fraction, center: soot number density, right: average particle
diameter.

Regarding the flamelet generation, the general strategy described in Chap-
ter 3 and used in the application of Chapter 4 is also employed here. The man-
ifold is composed of different laminar diffusion one-dimensional flames at dif-
ferent strain rates which account for strain effects. Flamelets are tabulated at
increasing strains until the extinction point, where an unsteady extinguishing
calculation is initiated from this point to the inert conditions as a continuation
of the manifold. Despite fuel and air being injected separately, the combustion
process in this configuration occurs in partially premixed conditions due to
the rapid fuel/air mixing so the tabulation of diffusion or premixed flamelets is
an open question. In fact, some authors state that including premixing effects
in a manifold composed of non-premixed flames could be relevant for combus-
tion characterization and soot prediction [7]. However, in this burner partial
premixing is achieved before the mixture interacts with the reacting layer, and
then the flame burns across a wide range of equivalence ratios, even outside
the flammability range. Due to such conditions, the tabulation of counterflow
diffusion flamelets is employed here. Similar approaches considering diffusion
flamelets have been successfully employed in previous works of this burner [7,
9, 24].

In this case, the database also contains non-adiabatic flamelets at different
enthalpy levels in order to account for heat losses to the burner walls. The
local enthalpy deficit is achieved by the use of a radiative source term in
the energy equation, in the same way as described in Chapters 3 and 4. A
representation of the manifold is illustrated in Figs. 5.3. The temperature at
the stoichiometric point 𝑇𝑠𝑡 is represented as a function of both the strain
rate 𝑎 and stoichiometric scalar dissipation rate 𝜒𝑠𝑡 for the set of flamelets
at different enthalpy levels (represented by the radiative source term 𝑄𝑟𝑎𝑑).
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Note that the enthalpy deficit slightly affects the extinction point and has a
considerable impact at low strain conditions.

(a) Stoichiometric temperature as function
of the strain rate.

(b) Stoichiometric temperature as func-
tion of the stoichiometric scalar dissipa-
tion rate.

Figure 5.3: S-curve of the counterflow diffusion ethylene flamelets at different en-
thalpy levels described by the radiation factor 𝑄𝑟𝑎𝑑.

In order to have an approximation of the representative flame thick-
ness, temporal and velocity scales of the combustion process in the ethylene
flamelets considered, Table 5.2 illustrates the values of the relevant chemical
scales using the definitions described in Chapter 2. Note that the first set
of definitions are evaluated at the extinction point while the chemical time
scale definition of Ihme and Pitsch [25] is obtained with the entire manifold.
In these ethylene flames, the extinction strain rate and stoichiometric scalar
dissipation rate are considerably high compared to other hydrocarbon fuels,
so the obtained characteristic chemical time is really low and the length scale
very thin, resulting in a high combustion velocity. Furthermore, it is worth
to mention that the mixing time scale at the extinction limit is very similar
to the chemical time scale due to the low stoichiometric mixture fraction for
this case (𝑍𝑠𝑡 = 0.0637). The chemical time based on the concept of progress
variable is slightly higher (𝜏 �̇�

𝑐 ∼ 𝜏 𝑒𝑥𝑡,𝜒
𝑐 ), but remains in the same order of

magnitude. Therefore, this application is expected to be quite reactive and
under the flamelet regime assumption.

The turbulence/chemistry interactions are accounted in the manifold us-
ing the presumed PDF integration described in Chapter 3 and the chemical
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Counterflow diffusion ehtylene flame at extinction point
𝑎𝑒𝑥𝑡 6160 1/s
𝜒𝑒𝑥𝑡

𝑠𝑡 337.52 1/s
𝑇 𝑒𝑥𝑡

𝑠𝑡 1762.95 K
𝛿𝑒𝑥𝑡

𝑑𝑖𝑓𝑓 0.051 mm
𝜏 𝑒𝑥𝑡

𝑚 0.012 ms
𝜏 𝑒𝑥𝑡,𝜒

𝑐 0.012 ms
𝑣𝑒𝑥𝑡,𝜒

𝑐 3.691 m/s
Manifold of counterflow diffusion flames (Eq. 2.45)
𝜏 �̇�

𝑐 0.023 ms
𝑣�̇�

𝑐 2.686 m/s
Table 5.2: Chemical scales ethylene flames.

state is ultimately described by five control variables: ̃︀𝑍, 𝑍𝑣, ̃︁𝑌𝑐, 𝑌𝑐,𝑣 and̃︀ℎ. Although the consideration of progress variable variance is not common
in non-premixed combustion models, it has demonstrated to provide a proper
statistical representation of the residual fluctuation of 𝑌𝑐 in burner simulations
[26]. The resulting system of equations for this case read as:

𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌�̃�) = 0, (5.1)

𝜕𝜌�̃�

𝜕𝑡
+ ∇ · (𝜌�̃��̃�) = −∇ · 𝜏𝑀 − ∇𝑝+ ∇ · (�̄�∇�̃�) , (5.2)

𝜕𝜌ℎ̃

𝜕𝑡
+ ∇ ·

(︁
𝜌�̃�ℎ̃

)︁
= −∇ · 𝜏ℎ + ∇ ·

(︁
𝜌�̄�∇ℎ̃

)︁
, (5.3)

𝜕𝜌𝑍

𝜕𝑡
+ ∇ ·

(︁
𝜌�̃�𝑍

)︁
= −∇ · 𝜏𝑍 + ∇ ·

(︁
𝜌�̄�∇𝑍

)︁
, (5.4)

𝜕𝜌𝑌𝑐

𝜕𝑡
+ ∇ ·

(︁
𝜌�̃�𝑌𝑐

)︁
= −∇ · 𝜏𝑌𝑐 + ∇ ·

(︁
𝜌�̄�∇𝑌𝑐

)︁
+ �̇�𝑌𝑐 , (5.5)

𝜕𝜌𝑍𝑣

𝜕𝑡
+ ∇ · (𝜌�̃�𝑍𝑣) = −∇ · 𝜏𝑍𝑣 + ∇ ·

(︁
𝜌�̄�∇𝑍𝑣

)︁
− 2𝜏𝑍 · ∇𝑍 − 2𝑠𝜒𝑍 ,

(5.6)
𝜕𝜌𝑌𝑐,𝑣

𝜕𝑡
+ ∇ · (𝜌�̃�𝑌𝑐,𝑣) = −∇ · 𝜏𝑌𝑐,𝑣 + ∇ ·

(︁
𝜌�̄�∇𝑌𝑐,𝑣

)︁
− 2𝜏𝑌𝑐 · ∇𝑌𝑐 − 2𝑠𝜒𝑌𝑐

(5.7)

+ 2
(︁
𝑌𝑐�̇�𝑌𝑐

− 𝑌𝑐�̇�𝑌𝑐

)︁
.

All the assumptions and modelling constants previously described are ap-
plied here.
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The thermochemical table contains 81x7x81x7x6 entries corresponding
those five control variables (for clarity, (𝑛̃︀𝑍 , 𝑛𝑍𝑣 , 𝑛̃︀𝐶 , 𝑛𝐶𝑣 , 𝑛 ̃︀ℋ) = (81, 7, 81, 7, 6),
where 𝑛𝜑 is the number of points used for the discretization of control variable
𝜑). For the progress variable discretization, a power function is used consid-
ering an exponent value of 3, while the mixture fraction space is discretized
with a non-uniform distribution centered at the stoichiometric point. Mixture
fraction and progress variable variances are also discretized with a power func-
tion, using a value of 3 for the exponent. The enthalpy level is tabulated for
6 equidistant steps. Note, that the number of these levels is larger than the
number of different radiation scalings applied, this approach is chosen because
the radiation scaling does not guarantee an equidistant spacing in enthalpy,
thus more levels are applied in the table to represent the flamelets in suffi-
cient detail. In this work, two different manifolds are compared: one using
non-adiabatic flamelets with the radiative approach (reference) and another
using adiabatic flamelets. For the adiabatic manifold, the control variable
corresponding to the enthalpy level is simply removed.

For this study, the progress variable is defined by the previously described
Eq. 3.18 with six species using 𝑌𝑘 = {𝑌𝐶𝑂2 , 𝑌𝐶𝑂, 𝑌𝐻2 , 𝑌𝐻2𝑂, 𝑌𝐶2𝐻2 , 𝑌𝐴4}. The
contribution of each species to the progress variable 𝑌𝑘 is given by the coef-
ficients 𝑎𝑘 = {4.0, 1.0, 1.0, 2.0,−1.0, 2000} respectively. The current progress
variable definition is defined to facilitate unique mapping of thermochemical
variables in the composition space for both combustion chemistry and soot-gas
phase chemistry interaction. While the progress variable definition generally
includes main combustion products, those species do not have sensitivity to
recover slow developing processes like PAH formation or soot. Therefore, ad-
ditional key species involved in soot inception and growth, such as A4 and
C2H2, have been incorporated in the progress variable definition to account
for the evolution of soot in the manifold space [14]. Note that A4 is a PAH
soot precursor with slow formation chemistry that is restricted to low strain
rates, and its contribution to the progress variable is selected to improve the
sensitivity in the FGM [27]. Nevertheless, since the A4 species is not explic-
itly transported for the calculation of soot source terms, the accuracy of the
current FGM-CDSM framework is not significantly impacted by adding A4 in
the progress variable definition.
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Figure 5.4: Illustration of the non-adiabatic manifold used for the DLR burner case.
Effect of scaled enthalpy ̃︀ℋ, mixture fraction segregation factor 𝒮𝑍 and progress vari-
able segregation factor 𝒮𝐶 on the ̃︀𝑍 − ̃︀𝑌𝑐 map of the filtered progress variable source
term �̇�𝑌𝑐

. Dashed line: stoichiometric mixture fraction.

To illustrate the non-adiabatic manifold, Fig. 5.4 shows the different ̃︀𝑍−̃︁𝑌𝑐

maps of the filtered progress variable source term �̇�𝑌𝑐 depending on the val-
ues of the scaled enthalpy ̃︀ℋ, mixture fraction variance and progress variable
variance. Note that variances are represented here by the corresponding seg-
regation factor: 𝒮𝑍 = 𝑍𝑣̃︀𝑍(1−̃︀𝑍)

and 𝒮𝐶 = 𝐶𝑣̃︀𝐶(1−̃︀𝐶)
. In general, the progress

variable source term peak is remarkably modified by variations of the three
control variables mentioned. A decrease of the scaled enthalpy does not affect
�̇�𝑌𝑐 peak value, however, the location of the peak is slightly displaced to lower̃︁𝑌𝑐 values. On the other hand, the effect of mixture fraction and progress
variable variances is more relevant, since both considerably reduce the source
term peak and distributes the �̇�𝑌𝑐 magnitude along the respective coordinate.
In addition, 𝒮𝑍 affects the ̃︁𝑌𝑐 profile, reducing and moving its peak to higher
mixture fraction values and widening the region of relevant progress variable
source terms.

Soot model

The soot modelling approach was fully described in Chapter 3 and only a few
details of the configuration and parameters used are provided here.

For this case, 60 original soot sections are considered during the manifold
generation, which are grouped into 6 clusters for the efficient application of the



5.1. Case description 171

model in the LES framework. This 90% reduction in sectional dimensions pro-
vided a speed-up factor of 4.5 in laminar 2-D flames with almost no impact on
soot predictions [14], and it has been retained in this application. The original
sections are uniformly distributed within the clusters so that each clustered
section contains 10 original sections. Table 5.3 summarizes the distribution of
soot sections and also provides information about the particle diameter (𝑑𝑝)
range for each cluster, assuming spherical particles and the particle volume
distribution specified in Chapter 3 (see Eq. 3.38).

Range of original sections Min. 𝑑𝑝 Max. 𝑑𝑝

Cluster 1 Sections: 1 - 10 0.868 nm 4.126 nm
Cluster 2 Sections: 11 - 20 4.126 nm 19.609 nm
Cluster 3 Sections: 21 - 30 19.609 nm 93.184 nm
Cluster 4 Sections: 31 - 40 93.184 nm 442.82 nm
Cluster 5 Sections: 41 - 50 442.82 nm 2104.3 nm
Cluster 6 Sections: 51 - 60 2104.3 nm 10000 nm

Table 5.3: Distribution of soot sections within the clusters for the application of the
CDSM approach in the DLR burner.

As mentioned in the description of the modelling approach, soot source
terms are integrated with the presumed PDF function in order to account for
the effects of sub-grid fluctuations on soot and production and consumption
parts are tabulated in the manifold. In this way, the soot source term for each
cluster is given by Eq. 3.58, which is repeated here for clarity:

�̇�
𝑐
𝑠,𝑗 = �̇�

𝑐,+
𝑠,𝑗 + �̇�

𝑐,−
𝑠,𝑗 ≈

[︁
�̇�

𝑐,+
𝑠,𝑗

]︁tab
+ ̃︀𝑌𝑠,𝑗

⎡⎣ �̇�𝑐,−
𝑠,𝑗

𝑌𝑠,𝑗

⎤⎦tab

, (5.8)

To illustrate the effects of enthalpy levels and control variable variances
on the tabulated production and consumption parts of the soot source term,
Fig. 5.5 presents the corresponding ̃︀𝑍 − ̃︁𝑌𝑐 maps. Note that the production
and consumption parts for all clusters are represented in the figure, so that
�̇�

𝑐,+
𝑠 = ∑︀6

𝑗=1 �̇�
𝑐,+
𝑠,𝑗 and �̇�𝑐,−

𝑠 /𝑌𝑠 = ∑︀6
𝑗=1 �̇�

𝑐,−
𝑠,𝑗 /𝑌𝑠,𝑗 . It is worth mentioning that

the difference in the order of magnitude between both terms is associated to
the linearization of the consumption part, which is expected to be multiplied
by the filtered soot mass fraction ̃︀𝑌𝑠,𝑗 during the total source term calculation
and, thus, it presents very high negative values.
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Figure 5.5: Effect of scaled enthalpy ̃︀ℋ, mixture fraction segregation factor 𝒮𝑍 and
progress variable segregation factor 𝒮𝐶 on the ̃︀𝑍− ̃︀𝑌𝑐 map of the tabulated production
and consumption parts of the soot source term. Top: production term, bottom: con-
sumption term. Dashed line: stoichiometric mixture fraction.

As expected, high soot production terms are found at rich mixtures and
close to the maximum progress variable values, which corresponds to low strain
rates, while the consumption part is important when approaching to stoichio-
metric and lean conditions. The influence of scaled enthalpy and mixture
fraction and progress variable variances on the soot source term is analogous
to that seen for the progress variable source term (Fig. 5.4). The most im-
portant effect is the decrease of the production and consumption peak values
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when decreasing ̃︀ℋ or increasing 𝒮𝑍 or 𝒮𝐶 . This effect is more clear for soot
production but also present for consumption, specially the influence of the
mixture fraction segregation factor. Therefore, a mitigation of soot formation
and oxidation is expected in the regions where heat losses effects or sub-grid
fluctuations are important.

5.1.3 Numerical setup

The computational domain considered for numerical simulations is based on
the experimental test rig described in Section 5.1.1. It includes all the different
components of the burner: inlet ducts for air and fuel supply, the dual swirler
injection system, the combustion chamber and secondary oxidation air ducts,
while the fuel injection is modelled as a single continuous nozzle ring with a
minimum width of 0.4 mm. Furthermore, the domain includes a cubic volume
of side 400 mm at the exit of the burner to reproduce the atmosphere. A
representation of the computational domain is illustrated in Fig. 5.6.

Figure 5.6: Computational domain

Similar meshes of 52M (Op 1) and 48M (Op 2) are used for this geometry
with the difference in mesh size is given to the refinement region of the dilution
jets. They are composed mainly of tetrahedrons and pyramids with layers of
prisms applied in the air and fuel ducts in order to better resolve the boundary
layer. Fig. B.1 shows the different meshes used for both Op 1 (left) and Op 2
(right). Information about the filter size Δ𝑥 = 3√𝑉𝑐𝑒𝑙𝑙 is also provided at the
main regions of the combustor. A minimum filter size of 0.15 mm is considered
for the refinement of the near mixing region inside the combustion chamber
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and 0.025 mm within the fuel injector. In this application, the minimum
element size is strongly conditioned by the narrow fuel duct and a very low
size is required to properly resolve that region.

Figure 5.7: Details of the meshes employed for simulations of Op 1 (left) and Op 2
(center). The filter size Δ𝑥 is specified for each region and represented on the contour
of the top right figure.

Constant air and fuel mass flow rates at 300 K are prescribed as inlet
conditions. Regarding wall boundary conditions, both non-slip adiabatic and
isothermal walls are used. The combustion chamber wall temperature is spec-
ified according to the experimental measurements of the quartz windows [28].

In this work, time-averages for flow statistics are collected over approxi-
mately 5 flow-through times to allow for the soot to reach steady state. For
further details, the effect of the temporal window in velocity, temperature and
soot statistics is summarized in Appendix C.

5.2 Gas phase

The gaseous phase results of the DLR combustor are presented in this section.
It is important to highlight that most of the results are presented for the
reference case: Op 1 with the non-adiabatic modelling approach. However,
this approach is compared with the adiabatic manifold for some magnitudes
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and fields in order to evaluate the most relevant differences between both
strategies. The cases are referenced in legends as Adiabatic and Non-adiabatic
and differences in modelling are summarized in Table 5.4.

Case CC wall boundary conditions Flamelet database
Adiabatic Adiabatic walls Adiabatic manifold

Non-adiabatic Isothermal walls Non-adiabatic manifold
Table 5.4: Differences in the modelling approach between adiabatic and non-adiabatic
DLR Op1 cases.

The section is structured as follows. First, a brief analysis of the grid qual-
ity is addressed by the use of the usual criteria. Subsequently, the structures
of the flow field are described and the velocity field is presented and evalu-
ated. Finally, the characteristics of the flame and reacting flow are discussed,
including the assessment of the temperature and OH mass fraction field and
the analysis of the combustion regime.

5.2.1 Grid quality

In order to evaluate the quality of the reference grid employed, the usual LES
quality criteria are applied in this subsection. The analysis is performed for
Op 1 of the DLR burner, therefore, the mesh considered is the one previously
illustrated in Fig. B.1 left, which was already described in Section 5.1.3.

First, Pope’s criterion is applied following the same procedure outlined in
Section 4.1.3. The resolved and total turbulent kinetic energy are computed
using the approximation of Yoshizawa [29] for the sub-grid scale part. Fig. 5.8
shows the ratio between resolved and total turbulent kinetic energy 𝑘𝑟𝑒𝑠/𝑘
in a vertical cut plane of the combustion chamber and at different stations.
As illustrated, 𝑘𝑟𝑒𝑠/𝑘 satisfies Pope’s criterion (𝑘𝑟𝑒𝑠/𝑘 > 0.8) in almost the
entire combustion chamber and even values very close to unity are reached,
indicating that the turbulent kinetic energy is almost completely resolved.
Note that the lowest values are reached in the shear layers very close to the
injector (5 mm station and 𝑥 ∼ ±10 mm), where 𝑘𝑟𝑒𝑠/𝑘 ∼ 0.9 is obtained.
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Figure 5.8: Ratio between resolved turbulent kinetic energy 𝑘𝑟𝑒𝑠 and total turbulent
kinetic energy 𝑘. Left: contour in a vertical cut plane of the DLR combustion chamber.
White line: 𝑘𝑟𝑒𝑠/𝑘 = 0.8. Spatial units in mm. Right: turbulent kinetic energy ratio
at different stations.

The grid quality is further assessed with the comparison between the fil-
ter size and the estimated Kolmogorov scales and with the illustration of the
turbulence Reynolds number presented in Fig. 5.9. The turbulent scales have
been estimated following the methodology proposed by Both [30] using tem-
poral data at different monitoring points. Close to the injection plane (station
5 mm), the high turbulence intensity due to the swirling flow and evidenced
from the high values of 𝑅𝑒𝑡 leads to small Kolmogorov scales. In this region,
Δ𝑥 ∼ 4𝜂 close to the burner axis and Δ𝑥 ∼ 12𝜂 is reached near the shear
layers. The intensity of turbulence vanishes downstream (10 mm), leading to
larger Kolmogorov scales and lower Δ𝑥/𝜂 ratios. Note that stations 5 and 10
mm corresponds to the first refined region where Δ𝑥 = 0.15 mm (see Fig. B.1).
Turbulence is even lower at 𝑧 = 20 mm and the filter size is comparable to
the Kolmogorov scale across the width of the combustion chamber. The pres-
ence of the secondary injection air at 80 mm evidences a new high-turbulence
region characterized by a high Reynolds number. In this case, the Δ𝑥/𝜂 ra-
tio increases again, but the filter size is comparable, at most, ∼10 times the
Kolmogorov scale.
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Figure 5.9: Turbulent scales at different stations inside the DLR burner. Left: filter
size compared to the Kolmogorov scale Δ𝑥/𝜂. Right: Reynolds number based on the
turbulence integral scales 𝑅𝑒𝑡.

In view of the these results, an excellent LES resolution is achieved with
the reference mesh in the full length and width of the combustion chamber.
In fact, a coarser mesh is likely to be sufficient in terms of flow resolution.
However, the present mesh is retained in order to correctly solve combustion
and soot. Additional results using different grid refinements are included in
Appendix B to complement the analysis presented in this section.

5.2.2 Flow field description

Several velocity contours at different cut planes of the combustion chamber
are presented in Fig. 5.10 to show a qualitative description of the flow field and
turbulent structures. On the left, the instantaneous axial velocity is presented
in a vertical cut plane and different axial stations are represented in order to
illustrate the location for the comparison with the experimental data. The
mean axial velocity field is shown at center with the locations of the main
recirculation regions and arrows illustrating the flow motion. On the right,
some cross cut planes at different axial positions are presented to observe
the swirl motion. At each figure, zero-axial velocity isoline is represented
with the white isoline to identify the recirculation regions. In general, the
current LES is able to capture the characteristics of the swirling flow in this
configuration. A corner recirculation region (CRZ) is located at the outer
bottom part of the combustion chamber, close to the air and fuel injection. In
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addition, an inner recirculation zone (IRZ) is formed at the central part of the
combustor, where axial velocity reaches its maximum negative value. Due to
the presence of the secondary oxidation jets, the axial velocity field is strongly
affected downstream, at 80 mm in the axial direction, approximately. Part
of this secondary air is recirculated, affecting the local mixture field in the
combustion region, and contributing to soot oxidation, as will be discussed
later. In view of the cross cut planes, the strongest swirl motion is evidenced
at the first stations, which are closer to the combustion chamber entry and the
swirl injection system. Swirl motion vanishes downstream and its intensity is
considerably reduced at 𝑧 = 45 mm. Further downstream, at 80 mm in the
axial direction, the cross flow is completely influenced by the presence of the
secondary jets, which greatly disrupt the main flow pattern.

Figure 5.10: From left to right: instantaneous axial velocity contour in the XZ mid
plane, time-averaged axial velocity contour in the XZ mid plane, time-averaged axial
velocity contour in XY planes along the burner axis. White line: zero axial velocity
isoline. Arrows: velocity magnitude. Spatial units in mm.

The instantaneous flow structures can be derived from Fig. 5.11, where
instantaneous iso-surfaces of the 𝒬-criterion colored by the instantaneous ve-
locity magnitude are illustrated. The 𝒬-criterion [31] is defined as:

𝒬 = 1
2
(︁
‖Ω‖2 − ‖S‖2

)︁
(5.9)
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It defines an eddy structure as the region where the vorticity (Ω) mag-
nitude is higher than the strain rate (S) magnitude. Two regions with this
small structures are clearly identified in Fig. 5.11. The first one is located at
the outlet of the swirl injection system, where high intensity of turbulence is
evidenced due to the development of strong shear layers generated by the high
velocity swirling flow. Therefore, well-organized vortical structures are formed
along this conical shape and disappear in the CRZ and slightly downstream
the combustor. However, the small turbulent structures are present again at
the axial position of the secondary air injection, due to the interaction and
disturbance of the flow coming from the dilution jets.

Figure 5.11: Instantaneous 𝒬-criterion iso-surfaces (𝒬 = 100000). Colors: instanta-
neous velocity magnitude.

In order to quantitatively evaluate the predictions of the velocity field,
Fig. 5.12 shows the comparison between the numerical results and experimen-
tal data for the time-averaged velocity components and Root Mean Square
(RMS) of the fluctuations at the centerline and at different axial stations
inside the combustion chamber (see Fig. 5.10 left). At the centerline, two
datasets are included concerning the treatment of experimental measurements
from PIV: Field of View (FoV) and Sum of Correlation (SoC) data [18]. The
recirculation pattern described previously is clearly observed along the burner
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axis (see Fig. 5.12a), where axial velocity remains negative until the secondary
jets axial position (80 mm). In addition, the widening of swirled jets is prop-
erly captured by LES, as it is observed from the axial component at stations
presented in Fig. 5.12c. Radial and tangential velocity components are also
illustrated in Fig. 5.12e and 5.12g. As for axial velocity, some discrepancies
appear at radial positions over ∼10 mm the injector, but the differences vanish
downstream. In terms of velocity fluctuations, RMS is also properly captured
both at the centerline and at the stations and only small discrepancies are
found near the injection plane and close to the location of the dilution air.
The overall agreement with the experimental measurements is satisfactory and
the velocity field is accurately reproduced by numerical simulations.
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(a) Mean axial velocity at centerline. (b) RMS axial velocity at centerline.

(c) Mean axial velocity at stations. (d) RMS axial velocity at stations.

(e) Mean radial velocity at stations. (f) RMS radial velocity at stations.

(g) Mean tangential velocity at stations. (h) RMS tangential velocity at stations.

Figure 5.12: Comparison between LES results (non-adiabatic case) and experiments
of velocity field. Shaded area: RMS velocity fluctuation from experiments.
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5.2.3 Flame characteristics

The behaviour of the reacting flow and flame characteristics is studied here.
Fig. 5.13 shows several instantaneous contours of representative magnitudes
and chemical species in order to illustrate the features of the combustion pro-
cess in this configuration. The top left and top center figures correspond to the
local equivalence ratio and progress variable contours, and represent the two
main control variables of the modelling approach (note that the equivalence
ratio is illustrated instead of mixture fraction). The local equivalence ratio
provide information about the mixing process inside the combustion chamber.
Fuel and air are injected through the intermediate narrow ring and the cen-
tral and outer nozzles, respectively, and they are mixed rapidly. However, the
equivalence ratio range is considerably wide even to locations further down-
stream. Note that variations between 𝜑 = 0 and 𝜑 ∼ 3 are observed even
at axial positions corresponding to 𝑧 = 25 mm. In addition, the mixing field
in this configuration is characterized by the formation of two rich branches,
which evolve following the shear layers and surround the central lean region
generated by the dilution air. Progress variable and temperature contours
suggest the region where combustion is taking place. The main combustion
zone is comprised between 𝑧 ∼ 10 mm and 𝑧 ∼ 25 mm. In this region, temper-
ature reaches its maximum value close to the stoichiometric condition (white
line) and the slightly rich branches, while it is decreased when approaching to
both recirculation regions IRZ and CRZ. Due to the swirl motion, the inter-
action with the IRZ intensified by the secondary jets and the intermittency
of the mixing field, the lower limit of this region is characterized by strong
fluctuations of temperature and the other magnitudes. Further downstream,
the reaction zone progresses close to the combustion chamber walls and the
central region of the burner experiments a strong decrease of temperature due
to the cold air coming from the dilution jets. On the bottom part, mass frac-
tions of some chemical species are illustrated at the same temporal instant.
The contour of OH mass fraction simply supports the previous description of
the combustion process, illustrating the peak of this radical in the areas close
to the stoichiometric mixture fraction, where is located the reaction zone.
Moreover, mass fractions of soot precursors (pyrene and acetylene) are shown
in order to have an idea of where soot is expected to be obtained. As it is
derived from the mixing field, the location with highest precursor concentra-
tions (both A4 and C2H2) corresponds to the rich pockets formed along the
branches mentioned above. A more detailed analysis of the presence of these
species and soot formation will be addressed in the next sections.
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Figure 5.13: Instantaneous fields of various representative magnitudes of the reacting
flow in the DLR burner. Top (from left to right): local equivalence ratio, progress
variable and temperature. Bottom (from left to right): mass fractions of pyrene (A4),
acetylene (C2H2) and hydroxyl radical (OH). White line represent the stoichiometric
mixture fraction iso-line.
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Before the assessment of temperature field, it is worth to compare and
evaluate the effect of using an adiabatic or non-adiabatic modelling approach.
Fig. 5.14 shows the instantaneous temperature contours for both adiabatic and
non-adiabatic numerical results in order to check the effect of including heat
losses. In addition, the instantaneous scaled enthalpy contour is presented
on the right side to identify the regions more affected by this effect. As ob-
served, the temperature magnitude is quite similar between both approaches in
most of the rich region enclosed by the stoichiometric mixture fraction isoline
(white) and also in the IRZ. However, the effect of heat losses is particularly
noticeable near the combustion chamber walls and in the CRZ. Inside this
region, the residence time is higher and the effect of the non-adiabatic walls
is more relevant, and lower temperatures are predicted. Note that, in these
regions, ℋ reduces its value significantly and even reaches near-zero values
(maximum heat losses) very close to the combustor walls.

Figure 5.14: Non-adiabatic effects on temperature field. Instantaneous temperature
contours of the adiabatic case (left) and non-adiabatic case (center). Instantaneous
contour of scaled enthalpy using the non-adiabatic approach.

As for the velocity field, the comparison between LES and experimental
data is presented in Fig. 5.15 at different axial stations and centerline. In view
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of the results of mean and RMS temperature, a good prediction of the reacting
flow is achieved. The strong temperature gradients mentioned before from the
instantaneous contours can be observed also here. These temperature vari-
ations are located close to the shear layers that separate both recirculation
regions. Furthermore, the simulations properly capture the decrease of tem-
perature in the central region due to the cold secondary flow. At further radial
positions, which are affected by the CRZ, the agreement with the experimen-
tal data is remarkably better when considering the non-adiabatic approach in
terms of both mean and RMS temperature. In this region (see 3 mm station),
the adiabatic case greatly overpredicts the temperature value when approach-
ing to the combustion chamber walls while the mean and RMS temperature
profiles are reliably captured by the non-adiabatic approach. The highest dis-
crepancies are found for temperature RMS at the first axial positions close
to the burner axis, where a clear overpredicion is observed. The base of the
flame is located there and LES predicts very high temperature fluctuations
at this position. Despite of that, the overall agreement in temperature field
is satisfactory and the proposed modelling approach based on non-adiabatic
counterflow diffusion flamelets seems adequate for this configuration. No-
tice that this configuration is more consistent with the flow conditions in the
burner, where enthalpy is affected by heat loss, and the manifold is able to
account for this effect on the reaction rates (see Fig. 5.4).
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(a) Mean temperature at centerline. (b) RMS temperature at centerline.

(c) Mean temperature at stations. (d) RMS temperature at stations.

Figure 5.15: Comparison between LES results (adiabatic and non-adiabatic) and ex-
periments of temperature field. Shaded area: RMS of the measured temperature.

Fig. 5.16 shows the comparison between the numerical results and the ex-
perimental measurements in terms of the hydroxyl radical (OH) mass fraction.
Both numerical results considering the adiabatic and non-adiabatic approaches
are included. In addition, the instantaneous (top) and time-averaged (bottom)
fields are presented. In general, the OH mass fraction distribution and the lo-
cation of the reaction zone is correctly reproduced by LES. The instantaneous
contour evidences the complexity and wrinkling of the reaction front due to
the turbulent structures of the swirled flow and the strong fluctuations of the
mixing field. On the other hand, a satisfactory qualitative agreement of the
mean field is also obtained. It is observed a noticeable improvement when
considering heat losses, specially in the CRZ. The adiabatic approach clearly
overpredicts the OH mass fraction in this region. The CRZ is characterized
by slightly lean conditions and low fluctuations, therefore, the OH mass frac-
tion peak is obtained there if the adiabatic approach is considered. When
including heat losses, the CRZ is greatly affected by low enthalpy levels (see
Fig. 5.14) and presents a lower reactivity and OH mass fraction magnitude,
which is consistent with experiments.
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Figure 5.16: Comparison of OH mass fraction between both numerical approaches
(adiabatic and non-adiabatic manifolds) and the experimental data. Top: instanta-
neous OH mass fraction field. Bottom: time-averaged OH mass fraction field. White
line: stoichiometric mixture fraction iso-line.
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In order to characterize the turbulence/chemistry interactions in the DLR
combustor, Fig.5.17 shows the non-dimensional regime diagram for turbulent
diffusion flames [32] introduced in Chapter 2. Turbulence scales are extracted
at several locations inside the combustion chamber and the turbulent Damköh-
ler 𝐷𝑎𝑡 and Reynolds 𝑅𝑒𝑡 numbers are computed using the chemical scales
presented in Table 5.2. In particular, the Damköhler number is calculated
considering the chemical time scale 𝜏 𝑒𝑥𝑡,𝜒

𝑐 = 0.012 ms. In addition, the points
identified in the diagram are colored by the time-averaged temperature. In
this case, chemistry is very fast compared to the characteristic time scale of
turbulence, thus, all points are located within the flamelet regime. Even the
points located at low temperature regions have a minimum Damköhler number
associated to the Kolmogorov scale 𝐷𝑎𝜂 of ∼ 4.3 so the combustion process is
not disturbed by the smallest turbulence scales. Therefore, assuming the flame
front structure as a composition of one-dimensional laminar flames seems rea-
sonable and the tabulated flamelet-based modelling approach used is adequate
for turbulence combustion modelling in this application.

Figure 5.17: Diagram of turbulent non-premixed combustion [32] in the DLR com-
bustor (Op 1). Points located along the combustion chamber width at the specified
axial positions 𝑧. Color: time-averaged temperature.

Finally, it is worth to evaluate the level of premixing in the DLR combus-
tor by means of an analysis of the local instantaneous flame structure and the
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identification of the combustion regimes. In this regard, the flame index (FI)
concept was first introduced by Yamashita et al. [33] to identify the combus-
tion modes on the basis of the diffusion fluxes in one-dimensional premixed
and diffusion flames. Over the recent years, various definitions derived from
the original flame index formulation have been proposed and successfully em-
ployed in different combustion problems [34–37]. However, this definition has
shown certain limitations in various applications [38, 39], when detailed chem-
istry effects are taken into account or when tabulated combustion models are
used and no information on the reactants is available [40]. Consequently, new
flame index formulations are recently proposed to identify combustion regimes
under particular conditions or when using specific combustion modelling ap-
proaches [40, 41]. In this work, the flame index proposed in [40] is used to
identify the combustion regimes in the DLR burner. It is an adequate flame
index for combustion models based on flamelet databases, since it is defined by
the gradients of mixture fraction and progress variable, which are commonly
used for the parametrization of flamelet manifolds. The flame index 𝐺𝐼𝑍 is
defined by:

𝐺𝐼𝑍 = ∇ ̃︀𝑍∇̃︁𝑌𝑐

|∇ ̃︀𝑍||̃︁𝑌𝑐|

⃒⃒⃒⃒
⃒
�̇�𝑌𝑐 >1

(5.10)

A conditioning threshold of �̇�𝑌𝑐 > 1 kg/m3s is considered to analyze only
the reaction zone, which corresponds to ∼ 1% of �̇�𝑌𝑐 𝑚𝑎𝑥. According to this
definition, 𝐺𝐼𝑍 = ±1 is obtained in a diffusion combustion mode, where mix-
ture fraction and progress variable gradients are aligned. On the contrary,
perpendicular gradients lead to 𝐺𝐼𝑍 = 0, which defines the premixed com-
bustion mode. Following the proposal of [40], the discrete volume-weighted
flame index is also evaluated in this study in order to estimate the volumetric
contribution of the different combustion regimes when the mesh is composed
of tetrahedral elements with variations in the cell size. It read as:

𝜁𝑍 =
∑︀
𝑉𝑐𝑒𝑙𝑙|�̇�𝑌𝑐 >1,𝐺𝐼𝑍∑︀
𝑉𝑐𝑒𝑙𝑙|�̇�𝑌𝑐 >1

(5.11)

The instantaneous flame index in the DLR burner is presented in Fig. 5.18.
On the left side, the instantaneous contour of 𝐺𝐼𝑍 is illustrated for the entire
combustion chamber. A black background is used for the regions outside of
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the �̇�𝑌𝑐 threshold so 𝐺𝐼𝑍 is only computed in the colored area (from blue
to magenta). Note that in this case the absolute value of 𝐺𝐼𝑍 is presented
(just for clarity in the color scale) so the diffusion combustion mode is de-
fined by abs(𝐺𝐼𝑍) = 1 while 𝐺𝐼𝑍 = 0 determines the premixed regime. As
observed, the instantaneous reacting region is mainly characterized by the
diffusion regime. 𝐺𝐼𝑍 takes values very close to 1 in most of the locations
of the primary combustion region and further downstream, where excess fuel
continues to burn due to the additional dilution air. Only a few small regions
of 𝐺𝐼𝑍 < 1 are present in the main reaction zone indicating conditions of
partially premixed combustion. The volume-weighted flame index is shown
on the right side using the instantaneous data of the full combustion chamber
(not only the cut plane illustrated on the left contour). Approximately 70%
of the reaction zone is characterized by the alignment of mixture fraction and
progress variable gradients and, therefore, by the diffusion combustion mode.
The remaining ∼30% is distributed between −1 < 𝐺𝐼𝑍 < 1 suggesting a par-
tially premixed combustion regime. In view of these results, it is possible to
conclude that the combustion process in the DLR burner is mainly controlled
by the non-premixed mode and the proposed modelling approach based on
diffusion flamelets is thus expected to properly describe the flame structure.
Nevertheless, minor premixed zones are found in the main combustion region
near the injection system and it would be interesting to evaluate the influence
of including premixing effects in the flamelet manifold.



5.3. Soot predictions 191

Figure 5.18: Flame index in the DLR combustor. Left: contour of the absolute value
of flame index 𝐺𝐼𝑍 conditioned to the progress variable source term. White line:
stoichiometric mixture fraction iso-line. Right: discrete volume-weighted flame index
𝜁𝑍 conditioned to the progress variable source term.

5.3 Soot predictions

The results presented in the previous section evidence a good reproduction
of the reacting flow in the DLR burner and demonstrate that the current
modelling approach is sufficiently valid for this application. Therefore, this
section is focused on the capabilities of the LES-FGM-CDSM to predict soot
formation and oxidation are discussed. It contains the results for soot predic-
tions obtained using the FGM-DSM modelling approach for the DLR burner
configuration with secondary oxidation air (Op 1). If not mentioned, the pre-
sented results correspond to the non-adiabatic modelling approach, however,
the comparison between both approaches will be presented for some magni-
tudes to evaluate the effect of heat losses on soot formation.

The section is structured as follows. First, the assessment of Soot Vol-
ume Fraction (SVF) predictions using LII data from experiments is presented.
Then, the soot formation and oxidation processes are analyzed. Finally, Par-
ticle Size Distribution (PSD) functions retrieved from the sectional method
for soot are discussed.
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5.3.1 Soot Volume Fraction assessment

A qualitative comparison of time-averaged SVF fields can be observed in
Fig. 5.19, in which the results with and without heat losses are included. For
both cases, the spatial localization of soot is correctly predicted, although the
onset of soot is located upstream of the experimental data for the adiabatic
case, and accuracy is improved when accounting for heat losses. In addition,
the lean central region caused by the dilution air is slightly wider in LES using
both approaches. As observed, soot is primarily present in the rich branches
between the IRZ and the CRZ, and persists downstream in the combustor
outer region while it is oxidized in the lean IRZ region due to secondary air
injection.

Figure 5.19: Comparison of time-averaged Soot Volume Fraction (SVF) contours (Op
1). White line: stoichiometric mixture fraction. Markers: points for time-averaged
PSD computation (5.27). Spatial units in mm.

In order to have a more quantitative evaluation of soot magnitude, SVF
profiles at different radial stations are illustrated in Fig. 5.20. Both modelling
approaches show a considerably good prediction of SVF magnitude. Never-
theless, the adiabatic case presents a slightly higher overall soot level and an
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overestimation of the SVF peak. Taking into account that the soot main lo-
cation (approximately between −20 < 𝑥 < 20 mm and 10 < 𝑧 < 25 mm) is
not much affected by the enthalpy loss, a strong variation on the soot field is
not expected. In fact, the heat loss effect on SVF is more noticeable where
CRZ affects flame temperature and thus precursors and soot chemistry, as
shown in SVF profiles at 𝑧 = 18 mm. The impact is limited downstream,
where soot regions are subjected to low enthalpy losses. For reference, the re-
gions more affected by heat loss effects may be derived from the temperature
field in Fig. 5.14. Furthermore, the decrease on the peak value obtained when
including wall heat losses is consistent with the conclusions of previous mod-
elling works in this regard [12, 42, 43]. As previously illustrated in Fig. 5.5,
heat losses reduce the magnitude of tabulated soot source terms and thus a
decreased soot quantity is expected when this effect is more relevant.

Figure 5.20: Comparison between LES results (adiabatic and non-adiabatic) and ex-
periments (Op 1). Soot Volume Fraction (SVF) at different radial stations.

5.3.2 Analysis of soot formation and oxidation

A detailed analysis of the main mechanisms involved in soot formation and
oxidation processes inside the combustor is addressed to evaluate the predic-
tion capabilities of the proposed modelling approach. The results presented
in this subsection correspond to the case with secondary air injection using
the non-adiabatic manifold, which is taken as a reference. Fig. 5.21 shows
scattered plots of mixture fraction ( ̃︀𝑍) and temperature ( ̃︀𝑇 ), colored by SVF
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(left) and the total soot source term �̇�
𝑐
𝑠 (center). Note that the total soot

source term corresponds to the sum of the source terms for clustered sections,
according to Eq. 5.8, �̇�𝑐

𝑠 = ∑︀𝑛𝑐
𝑗=1 �̇�

𝑐
𝑠,𝑗 . Additionally, solid colored lines are

overlapped on the plots representing different regions of the burner (R1 the
near nozzle mixing layer region; R2 the rich outer branches; R3 the IRZ),
which are depicted in Fig. 5.21 (right). The scattered data is obtained from
the instantaneous results in five different time instants including points in-
side the full combustion chamber with normalized enthalpy higher than 0.5
(ℋ̃ > 0.5) to avoid locations very close to the combustion chamber walls. Solid
lines enclose the cloud of points associated with each region and they are con-
ditioned to high scaled progress variable values ( ̃︀𝐶 > 0.8), in order to avoid
non-representative conditions for the soot analysis. As previously described
in the SVF comparison, the highest soot quantity is mainly found in the mix-
ture fraction rich side (0.1 < ̃︀𝑍 < 0.2) and high temperature ( ̃︀𝑇 > 1500𝐾).
This location is mainly covered by R1 and to a lesser extent by R2, where
the reactivity and rich mixture lead to high temperature and soot precursors
concentrations. In view of the center plot of Fig. 5.21, this ̃︀𝑍 range corre-
sponds to the highest positive source terms values and, thus, the main soot
production region. When ̃︀𝑍 approaches the stoichiometric condition (values
below 0.1), �̇�𝑐

𝑠 reaches highly negative values and soot consumption even-
tually becomes predominant. Furthermore, contour lines make it possible to
distinguish different states in each of the analyzed regions of the burner. R1
clearly evidences a wider range of thermochemical states from lean and low-
temperature conditions due to the proximity to the injection system and the
CRZ, to high-temperature rich regions characterized by soot production. R2
is more enclosed in high-temperature zones and a limited range of mixture
fraction, where both soot production and consumption are present. Finally,
R3, primarily corresponding to the IRZ, is extended to the lower tempera-
ture and lean conditions (and strong soot consumption) due to the secondary
oxidation air.
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Figure 5.21: Scattered plots of mixture fraction ( ̃︀𝑍) and temperature ( ̃︀𝑇 ) with solid
lines representing different regions of the burner. Left: scatter data colored by SVF.
Center: scatter data colored by total soot source term (�̇�𝑐

𝑠). Right: schematic of the
analyzed regions (color: time-averaged SVF).

The soot formation processes and variety of thermochemical conditions in
each region may be further analyzed by means of Fig. 5.22. In this figure,
scattered plots of the main control variables ( ̃︀𝑍 and ̃︁𝑌𝑐) colored by the joint-
PDF of ̃︀𝑍-̃︁𝑌𝑐 are illustrated for each region. A black contour line is also
included, representing the boundary line that encloses the cloud of points with
a significant soot production rate (�̇�𝑐

𝑠 > 0.05 kg/m3s), in order to identify the
presence in the soot formation area. Note that in this case the data is not
conditioned to the scaled progress variable ̃︀𝐶.

Figure 5.22: Scattered plots of mixture fraction and progress variable from instan-
taneous LES results. Colors: joint-PDF of ̃︀𝑍- ̃︀𝑌𝑐. Black line: isoline of �̇�𝑐

𝑠 = 0.05
kg/m3s.

A strong fluctuation in R1, especially in terms of ̃︁𝑌𝑐, compared to the other
regions is evidenced due to the multiple states present in this zone. Despite
the most probable states being lean inert and slightly rich reacting conditions,
a high probability of soot formation conditions is also observed for R1. On
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the other hand, R2 presents the highest probability in regions between soot
formation and oxidation, consequently, soot is not completely oxidized and is
transported and remains downstream. Finally, R3 is mainly located in lean
conditions with strong soot oxidation term, therefore, a close to zero SVF
value is observed.

In view of the most probable states derived from the joint-PDF in R1,
an intermittent behaviour of soot formation is suggested. Note that, although
there is a high probability of finding suitable conditions for soot formation, it is
even more common to find thermochemical states close to the stoichiometric,
lean or inert conditions. In order to properly illustrate soot intermittency,
Fig. 5.23 shows the scatter data of mixture fraction and SVF colored by the
joint-PDF of ̃︀𝑍-SVF. As observed, although very high SVF values are present
within the range of 0.1 < ̃︀𝑍 < 0.15, they are very rarely found, and the soot
quantity is more likely to be low. In fact, the most probable situation is to find
a very low (even close to zero) SVF magnitude and significant soot peaks are
eventually observed if proper flow and mixing conditions for soot production
are satisfied.

Figure 5.23: Scattered plot of mixture fraction and SVF from instantaneous LES
results. Color: joint-PDF of ̃︀𝑍-SVF.

Due to the unsteady behaviour of the swirled flow and the intermittency
on the soot generation, it is interesting to analyze the time evolution of cer-
tain quantities to better understand the soot formation and oxidation pro-
cesses. Therefore, instantaneous contours of pyrene (A4), acetylene (C2H2),
SVF and the total soot source term (�̇�𝑐

𝑠) are represented at three time in-
stants in Fig. 5.24. The stoichiometric mixture fraction isoline is shown in
white while the black line represents different soot source terms depending
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on the contour: 20% of the maximum nucleation source term (A4 mass frac-
tion field), 20% of the maximum surface growth source term (C2H2 mass
fraction field) and total soot source term equal to −0.005 𝑘𝑔𝑚−3𝑠−1 (SVF
field). This particular temporal sequence clearly illustrates a complete soot
formation event located along the right rich branch inside the combustor (red
box in Fig. 5.24). The event starts with the formation of a rich-burned gas
(RBG) pocket in the central near-nozzle region. Along the time sequence,
this pocket grows in size, and high concentrations of pyrene and acetylene
are found inside (𝑥 ∼ 5 mm and 𝑧 ∼ 15 mm). Consequently, soot inception
and growth processes (black lines) are observed, which lead to a high positive
total soot source term value and an increase in the SVF level (represented
in the fourth and third rows, respectively). It is interesting to observe that
A4 and C2H2 mass fraction peak values (and therefore nucleation and surface
growth processes) are confined to the closer rich pockets, however, a higher
C2H2 concentration is observed downstream and soot growth is still present
along the slightly rich branches. Regarding the soot production sequences,
note that the last two temporal frames (𝑡 = 1 and 𝑡 = 1.5 ms) show the start
of a new RBG pocket and soot formation event in the left branch (magenta
box in Fig. 5.24, at 𝑥 ∼ −10 mm and 𝑧 ∼ 15 mm).

On the other hand, soot oxidation events can be appreciated at the loca-
tions closer to the stoichiometric mixture line. In Fig. 5.24, several oxidation
sequences are clearly observed downstream at both branches (yellow boxes).
Soot is formed, transported downstream and eventually approaches the IRZ,
where lean-burned gas (LBG) with high OH concentrations is found. In this
regions, high negative soot source terms are present and SVF decreases be-
cause of the fresh air coming from the secondary injection. The unsteady
motion of RBG and LBG regions close to the injection nozzle is related to the
flow dynamics induced by the secondary air injection and these intermittent
soot formation events reproduced by LES were experimentally observed by
Stöhr et al. [44] and Litvinov et al. [45].



198
Chapter 5 - Computationally efficient soot modelling on a

pressurized gas turbine burner

Figure 5.24: Temporal sequence of A4 mass fraction, C2H2 mass fraction, SVF and
soot source term contours. White line: stoichiometric mixture fraction isoline. Black
lines: isolines of soot source terms. Spatial units in mm.

To illustrate the contributions of the soot subprocesses considered in the
sectional modelling approach, time-averaged contours of the different source
terms are presented in Fig. 5.25. In view of the magnitude of the source
terms, soot production is mainly dominated by surface growth based on acety-
lene. In fact, soot surface growth magnitude is approximately one order of
magnitude higher than the rest of the subprocesses. Regarding the spatial
distribution, the most intense production (nucleation, PAH condensation and
surface growth) terms are located at the main soot formation region described
in previous figures, since the presence of A4, C2H2 and soot is quite impor-
tant. It is worth mentioning that surface growth seems to be present in a
slightly extended area, while nucleation and condensation are confined in the
rich region close to the injection plane. A similar source term distribution
inside the combustion chamber and trend for the different subprocesses can
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be observed in the works of Tardelli et al. [24] and Chong et al. [9] for the
same combustor.

Figure 5.25: Time-averaged contours of soot production source terms by subprocess
(Op 1). White line: stoichiometric mixture fraction isoline. Legend in log scale.
Spatial units in mm.

Finally, mass fractions and source terms of the different soot clusters con-
sidered in the modelling approach (review Table 5.3 for information of soot
clusters) are presented in Fig. 5.26 to evaluate the mass contribution and for-
mation/consumption of soot sections. Due to the low soot mass of the fifth
and sixth clusters, only the first four clusters are included for analysis. In view
of the soot cluster mass fractions (top row), the main soot mass contribution
corresponds to the third and fourth clusters. In fact, the mass contribution is
increasing with each consecutive cluster. Furthermore, it is possible to observe
that clusters number 1 and 2 are only present in the main soot formation re-
gion while soot growth along the rich branches leads to the presence of higher
clusters (3 and 4) further downstream. Indeed, at the furthest axial positions
(𝑧 > 60 mm) the soot mass contribution is primary due to the fourth cluster.
Soot source terms represented at the bottom row give information of produc-
tion and consumption of each cluster. It is important to highlight that the
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analysis of the soot source term for clusters could be confusing. As opposed
to the total soot source term seen above, production and consumption of each
cluster are affected by intersectional dynamics. For instance, a negative value
of the source term of an intermediate cluster represents not only the oxidation
of that cluster and reduction of particle size, but also the growth in size and
its consequent transition to the next higher section. However, it is possible
to clearly observe some differences between formation and consumption of the
different clusters. The primary soot region (rich branches up to 𝑧 ∼ 40 mm)
shows a similar behaviour for all clusters, characterized by the eventual mass
production and consumption of each of them. In the rich pockets, soot mass
is produced for each cluster from the previous one and consumed as it grows
into even larger clusters. The high soot mass quantity of cluster 3 and 4 down-
stream makes them prone to oxidation when approaching to the stoichiometric
condition and more intense consumption source terms appear in this region.
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Figure 5.26: Soot mass fractions and source terms for the first four clusters considered
in the CDSM modelling approach. Top: cluster mass fractions. Bottom: soot source
term of clusters.

5.3.3 Particle Sizes Distribution

Since the sectional method evaluated in this work provides information about
particulate sizes, the Particle Size Distribution function (PSDF) has been com-
puted at different locations inside the combustion chamber. For the analysis
of size distributions, both temporal and spatial averaging of the function have
been considered, using the original sections re-constructed from the different
clusters (see Eq. 3.59 for additional details).
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To evaluate the time evolution of the particle size distribution at specific
coordinates, instantaneous and time-averaged PSDF are presented in Fig. 5.27.
Two particular positions are selected for the analysis, whose location inside
the combustion chamber can be observed in Fig. 5.19 (red markers). Point 1
(𝑥 = 12, 𝑧 = 25 mm) is located near the main soot formation region while
point 2 (𝑥 = 24, 𝑧 = 40 mm) is found slightly downstream, following one
of the rich branches. At each point, flow variables and soot clusters have
been recorded during ∼4 ms of physical time. Regarding Fig. 5.27, the in-
stantaneous (colored solid lines) and time-averaged (black dashed line) PSDF
are presented on the left side. On the right-hand side, the time-evolution
of filtered mixture fraction ( ̃︀𝑍) and instantaneous Soot Volume Fraction are
recorded over the same time window as for the PSD computation. In any
case, colors represent the instantaneous SVF. In view of the obtained PSDF,
the point located close to the main soot formation region (1) reaches a higher
mixture fraction value and, therefore, evidences a higher overall SVF mag-
nitude. Although the relationship between SVF and mixture fraction is not
instantaneous due to the delay induced by the transport equations for soot
clusters, it is possible to observe how the amount of soot eventually increases
when reaching high mixture fraction levels ( ̃︀𝑍 > 0.1 approximately). Conse-
quently, size distributions at this point evidence a high particle number that
decreases at time instants when mixture fraction and soot quantity are slightly
reduced. The second location (point 2) suggests a local fuel-air ratio closer to
the stoichiometric conditions ( ̃︀𝑍 fluctuates around 0.08). In this case, soot is
more affected by consumption processes and the SVF magnitude is generally
lower. Therefore, the instantaneous function covers a lower range of particle
number and the PSDF shape is slightly modified showing a strong reduction
in the number of particles with small sizes.
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Figure 5.27: Instantaneous and time-averaged PSD results (Op1) at two different
locations inside the combustion chamber (see markers in Fig. 5.19). Left: instanta-
neous (solid lines) and time-averaged (black dashed line) PSDF. Right: time-evolution
of mixture fraction ( ̃︀𝑍) and SVF. Colors: instantaneous SVF magnitude.

Due to the dependency of the size distribution to the local mixture level
observed in Fig. 5.27, it is interesting to perform a spatial averaging of the
PSDF considering a certain amount of points conditioned to the mixture frac-
tion, as presented in Fig. 5.28. A vertical cut plane of the burner colored
by the total soot source term (�̇�𝑐

𝑠) is shown on the left side to illustrate the
different regions considered for the spatial average of the PSDF. Green and
white lines represent the ̃︀𝑍 = 0.1 and ̃︀𝑍 = 𝑍𝑠𝑡 isolines, respectively. There-
fore, the green line encloses the primary soot production area while oxidation
is mainly present in the region between the green and white lines (i.e. in the
slightly rich zone near stoichiometric conditions, where soot is still present
and oxidation is possible). The spatially averaged PSD functions in the two
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previously described regions are presented in the central plot. The solid line
indicates the averaged PSDF in the richer region, where the domination of
soot formation processes leads to a higher number of small particles and to a
more almost uni-modal like PSDF shape. On the contrary, the PSDF com-
puted in the zone closer to 𝑍𝑠𝑡 (dashed line) evidences an overall decrease in
the number of particles of all sizes, strongly affecting the smallest diameters
(up to 10 nm, approximately) which are easier to oxidize. In order to have a
better understanding of the PSD transition when approaching to the stoichio-
metric region, the plot on the right side presents the spatially averaged PSDF
including points conditioned to a more bounded ̃︀𝑍 values, from ̃︀𝑍 > 0.1 tõ︀𝑍 = 𝑍𝑠𝑡 (red to black). Thus, when the local mixture level moves from the
richer soot formation region to lean conditions, the number of particles slowly
decreases and the PSD shape transitions to a more bi-modal like distribution.
Due to the strong oxidation along the 𝑍𝑠𝑡 iso-surface, soot is completely con-
sumed in the lean regions (e.g. the IRZ in this configuration) and the PSDF
is not relevant there.

Figure 5.28: Spatial-averaged PSD results (Op1). Left: contour of total soot source
term in a vertical cut plane. Green line: 𝑍 = 0.1 isoline, white line: 𝑍 = 𝑍𝑠𝑡 isoline.
Center: PSDF in two regions depending on 𝑍. Right: evolution of the PSDF from
very rich conditions to 𝑍𝑠𝑡.

5.4 Effect of secondary oxidation air

This section is focused on the results of the second operating condition spec-
ified in Table 5.1. It corresponds to the DLR burner configuration without
secondary air injection so the effects of excluding the dilution air are evaluated
here in terms of combustion and soot formation and growth.
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The section is structured in a similar way as for Op 1. A description
of gas phase and the combustion process is addressed first, followed by soot
predictions, analysis and discussion of particle size distributions. Due to the
fact that both burner configurations share some characteristics of the react-
ing flow (e.g. the soot formation region is indeed very similar), the complete
analysis of certain magnitudes and processes addressed in the previous sec-
tions is not included here and only a general overview of the results and the
evaluation of the LES-FGM-CDSM modelling approach for this configuration
is given. Note that the non-adiabatic modelling approach is retained here and
the results presented in this section correspond to that case.

5.4.1 Gas phase description

First, the general flow field is compared between both operating conditions in
Fig. 5.29. Mean axial velocity contours are illustrated with arrows representing
the velocity magnitude. Indeed, the flow pattern in both cases is quite similar.
The recirculation regions previously observed (IRZ, CRZ) are also present
in Op 2. Flow structures in the first part of the combustor (𝑧 < 30 mm)
are almost identical in both configuration while some differences are present
downstream due to the influence of the secondary air. Recirculation in the
IRZ is noticeably less intense in Op 2, showing reduced negative axial velocity
values in this region. In addition, flow disturbance at 𝑧 = 80 mm is completely
removed and the axial velocity at the combustion chamber exit is considerably
decreased due to the absence of the secondary pushing air.
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Figure 5.29: Comparison of the flow field between Op 1 (left) and Op 2 (right).
Contours of time-averaged axial velocity for both cases. Arrows represent the velocity
magnitude. White line: zero axial velocity iso-line. Spatial units in mm.

Similarly to the previous configuration, the velocity field assessment is pre-
sented in Fig. 5.30. In this case, only the time-averaged velocity components
are shown at centerline and different stations. At centerline, the comparison
with Op 1 is included in order to illustrate the main differences in terms of axial
velocity. In general, the agreement with the experimental data is quite good
and simulations are able to capture correctly the radial profiles of the different
mean velocity components. The main discrepancies are found at centerline,
where the numerical results show a slight overprediction of the axial velocity
(or underprediction of recirculation). It is possible to observe in Fig. 5.30a the
differences between Op 1 and Op 2 mentioned above. The recirculation region
is similar at the first axial positions but the effect of the secondary injection is
evident close to 𝑧 = 80 mm, inducing a strong recirculation nearby and higher
axial velocities downstream, close to the exit nozzle.
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(a) Mean axial velocity at centerline. (b) Mean axial velocity at stations.

(c) Mean radial velocity at stations. (d) Mean tangential velocity at stations.

Figure 5.30: Comparison between LES results and experiments of velocity field (Op
2). Red line and markers: results for Op 1.

The characteristics of the combustion process can be observed by means
of the instantaneous contours presented in Fig. 5.31. The same magnitudes
as in Fig. 5.13 are shown here for the configuration without dilution air. It is
evident that the mixing field and combustion process is considerably different
in this operating condition. In view of the equivalence ratio contour, fuel and
air mixing in the near-injection region is performed in a similar way as Op
1, but the equivalence ratio field downstream is completely different due to
the absence of secondary air. The second part of the combustion chamber is
characterized by a quasi-homogeneous fuel-air mixture, corresponding to the
operating equivalence ratio condition (𝜑 ∼ 1.2). Progress variable and temper-
ature fields are also affected downstream. In this case, important temperature
gradients are found in the first axial locations of the combustor, between the
CRZ and the shear layers and close to the walls, but the IRZ is not showing
the previously observed decrease on temperature. In view of the mixing and
temperature fields, the behaviour of species mass fractions is as expected. The
richer central region leads to a higher concentration of soot precursors (A4,
C2H2) downstream and the position of the stoichiometric mixture fraction iso-
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line results in a location of the peak OH mass fraction (and thus the reaction
zone) between the CRZ and the main shear layers.
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Figure 5.31: Instantaneous fields of various representative magnitudes of the reacting
flow in the DLR burner (Op 2). Top (from left to right): local equivalence ratio,
progress variable and temperature. Bottom (from left to right): mass fractions of
pyrene (A4), acetylene (C2H2) and hydroxyl radical (OH). White line represent the
stoichiometric mixture fraction iso-line.
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The temperature field comparison between LES results and experimental
data at centerline and several stations is illustrated in Fig. 5.32. In this case,
the results for Op 1 using the non-adiabatic approach are included to quan-
titatively evaluate the main differences between both operating conditions.
Regarding the results at centerline, a slight overprediction of the temperature
value is obtained for Op 2 at most of the axial positions, however, the tempera-
ture values are within the experimental uncertainty on the reacting layers and
the overall trend of the temperature field is well captured. The modification
of the temperature distribution along the burner axis in this configuration is
evidenced here. Due to the fact that cold air from the secondary injection is
not included, In Op 2, temperature increases at the closest axial locations be-
cause of the primary reactive region and remains uniform further downstream
due to the absence of cold air from the secondary injection. Radial profiles
evidence also the slight temperature overprediction downstream, however, a
satisfying agreement is also obtained. When approaching to the combustion
chamber walls, temperature profiles of both configurations become similar and
simulations for Op 2 achieve as good agreement as that obtained for Op 1. In
particular, in the near-nozzle region (3 mm station) and inside the CRZ, the
temperature profile is accurately predicted also in this case.

(a) Mean temperature at centerline. (b) Mean temperature at stations.

Figure 5.32: Comparison between LES results (Op 1: red, Op 2: blue) and experi-
ments of temperature field.

Finally, Fig. 5.33 shows the comparison between LES and experiments of
the OH mass fraction field for the current configuration. As for the previous
OH mass fraction comparison, instantaneous and time-averaged contours are
included. As mentioned above, removing the secondary air jets leads to a
reaction zone exclusively confined to the first part of the combustor and fuel
burns in a kind of cone-shaped flame. Strong OH mass fraction fluctuations
are only present close to the injection, where the swirl motion induces a high
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intensity of turbulence. In fact, this operating condition presents an almost
non-fluctuating behaviour downstream because the flow is not disrupted by
the additional jets. Only a slight overprediction of the OH mass fraction is
obtained in the CRZ, but the overall agreement with the experimental data
is quite good and LES is able to capture the flame region also in this case.
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Figure 5.33: Comparison of OH mass fraction between numerical results (Op 2) and
the experimental data. Top: instantaneous OH mass fraction field. Bottom: time-
averaged OH mass fraction field. White line: stoichiometric mixture fraction iso-line.
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5.4.2 Soot predictions

This subsection aims to summarize the soot predictions obtained for Op 2
and first the assessment of the Soot Volume Fraction field is presented. The
numerical SVF contour is compared with the experimental measurements in
Fig. 5.34 and Fig. 5.35 presents a comparison at three different axial stations.
In general, a good qualitative agreement is achieved and soot distribution in-
side the combustor is well captured. In this case, the main soot formation
phenomena take place at the rich branches following the swirled flow pattern
closer to the combustion chamber entry, in a similar way to Op 1. A different
soot field is observed downstream due to the absence of secondary air jets,
which inhibits the oxidation process. In this case, soot generated in the main
branches is transported and diluted inside the IRZ, therefore, an almost con-
stant SVF level is observed in this region and further downstream positions.
To illustrate this behaviour, Fig. 5.36 shows the nucleation, condensation and
surface growth source terms for this case. As indicated, the soot production
zone is quite similar regardless the secondary oxidation air (note that the scale
for soot source terms is the same as in Fig. 5.25). The main difference can
be observed in the nucleation process, which faintly extends over the whole
combustion chamber. In spite of that, the soot main formation is still con-
fined in the closer rich branches and soot distribution in the IRZ is controlled
by transport due to the flow structures created by the swirling inlet stream
pattern in the burner.
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Figure 5.34: Comparison of time-averaged Soot Volume Fraction (SVF) contours (Op
2). White line: stoichiometric mixture fraction. Spatial units in mm.

As plotted in Fig. 5.35, the order of magnitude of SVF and radial profiles
are correctly predicted and the agreement with the experimental data is sat-
isfactory. Nevertheless, an underestimation of the SVF peak value (∼50 ppb
in LES, ∼100 ppb in experiments) and the overall magnitude is obtained in
the first mid part of the burner, as seen at 18 and 45 mm stations. A bet-
ter agreement is achieved further downstream, where the soot level slightly
decreases close to the axis. There are not many previous investigations on
numerical modelling that include this operating condition, and the few works
that analyze it show notable discrepancies in terms of soot quantity predic-
tion. Chong et al. [46] properly captured the soot formation region in the
branches, but almost no soot is predicted in the IRZ using two MoM variants.
When using a two-equations semi-empirical model, soot was mainly present
in the IRZ but SVF was strongly overestimated. On the other hand, Grader
et al. [13] obtained good results for this configuration in terms of soot volume
fraction peak value using a sectional approach. However, soot quantity in the
IRZ was also underpredicted. In this work, despite the slight underestimation
mentioned above, the proposed modelling approach is able to reliably capture
the SVF in the shear layers and the recirculation zone.
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Figure 5.35: Comparison between LES results and experiments (Op 2). Soot Volume
Fraction (SVF) at different radial stations.

Figure 5.36: Time-averaged contours of soot production source terms by subprocess.
White line: stoichiometric mixture fraction isoline. Legend in log scale. Spatial units
in mm.
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To understand the mass contribution and soot distribution between the
different sections used, Fig. 5.37 illustrates soot mass fractions and source
terms for clusters in this configuration. In terms of cluster contribution to the
total soot mass, the conclusions are quite similar as for Op 1: soot mass is
primary composed of clusters with high volume particles (3 and 4). On the
other hand, the distribution of soot sections in the inner region is considerably
different, as expected from the SVF distribution presented above. In this case,
mass of clusters with small sizes is mainly found along the cone-shaped region
corresponding to the shear layers while the IRZ exclusively contains mass of
big clusters. Indeed, the formation/consumption of clusters derived from the
source terms supports this distribution. The different clustered sections are
generated and grow into larger and larger clusters along the rich branches and
the mass of the large sections formed at the end of the process is transported
and diluted towards the IRZ. The strong consumption observed for the first
clusters is a combination of oxidation (when approaching to the stoichiometric
mixture condition) and growth to a larger size. Note that consumption of
cluster number 4 is very low due to the absence of lean zones that reduce
their size (in comparison to Op 1) and the inability to grow towards the last
sections (the tabulated source terms for clusters 5 and 6 is too low and they
are not generated even in the flamelets).



5.4. Effect of secondary oxidation air 217

Figure 5.37: Soot mass fractions and source terms for the first four clusters considered
in the CDSM modelling approach (Op 2). Top: cluster mass fractions. Bottom: soot
source term of clusters.

Finally, PSD are also recovered for this configuration. The results are
shown in Fig. 5.38 in a similar way to the previous case. On the left, a
vertical cut plane of the burner is illustrated, colored by the total soot source
term. The spatially averaged PSD functions are represented in the plot at
the right side. For the PSDF averaging, two different regions are considered:
the rich primary soot production zone (𝑍 > 0.1) and a region located within
the IRZ (see left contour). In this configuration, the absence of secondary air
jets leads to a different soot level in the IRZ so it is interesting to evaluate
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the size distribution in this region. The PSDF obtained at the richer region
is similar to the previous case in terms of both the number of particles and
shape. As previously mentioned, the soot production zone is almost unaffected
by the secondary air and the IRZ in this case is characterized by neither soot
production nor oxidation, only transport and dilution (it is observed in the
left contour of Fig. 5.38 from the near-zero value of the total soot source term
in the IRZ). Therefore, the resulting PSDF has a slightly lower number of
particles due to the dilution and low oxidation along the main branches so the
size distribution is almost unchanged inside this zone.

Figure 5.38: Spatial-averaged PSD results (Op 2). Left: contour of total soot source
term in a vertical cut plane. Green line: 𝑍 = 0.1 isoline, white line: 𝑍 = 𝑍𝑠𝑡 iso-line.
Right: spatial averaging of PSDF in two regions: rich region (𝑍 > 0.1) and IRZ.

5.5 Summary

The pressurized ethylene-based model burner investigated at DLR has been
studied during this chapter in terms of combustion and soot formation and ox-
idation. This burner features a dual swirler configuration for the primary air
supply and includes secondary dilution jets inside the combustion chamber,
showing reacting flow characteristics representative of the RQL combustor
technology. In this work, Large-eddy simulations of the DLR burner have
been conduced to assess the coupling approach between flamelet generated
manifold (FGM) chemistry and discrete sectional method (DSM) based soot
model presented in Chapter 3 (referred as FGM-CDSM). For the computa-
tionally efficient application of DSM in LES, soot source terms are tabulated
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in the FGM and filtered transport equations are solved for the soot mass frac-
tion in a few clustered sections by assuming the preservation of soot particle
size distribution within the clusters. As an introduction of the chapter, the
particularities of the modelling approach have been presented first, together
with the description of the experimental rig, the numerical setup and the com-
putational grids used. In the present study, the baseline operating condition
with secondary air injection has been taken as a reference and the analysis of
the reacting flow and soot formation has been focused on this configuration.
However, the burner configuration without dilution air has been also analyzed
in order to evaluate the effects of the secondary injection in the reacting flow
field and soot.

First, flow structures in the DLR combustor configuration with secondary
jets have been presented and LES has demonstrated to reliably reproduce the
different recirculation regions and features of the swirling flow. Furthermore,
the assessment of the velocity field has been conducted, showing a really good
agreement with PIV measurements in terms of both mean velocity components
and fluctuations. Subsequently, an analysis of combustion and flame charac-
teristics has been addressed. The predicted mixing, temperature and relevant
species mass fraction fields illustrates the complexity of the reacting flow in-
side the DLR burner due to the flow pattern. Combustion is stabilized in
the near-nozzle region where the high turbulence intensity leads to a strongly
wrinkled reacting front. Downstream, the combustion process progresses fol-
lowing the main axial flow close to the chamber walls and the flame parameters
are greatly affected by the cold air coming from the secondary injection. A
detailed comparison between the numerical results and the experimental data
has been presented for temperature and OH mass fraction fields. In this case,
adiabatic and non-adiabatic modelling approaches have been considered in
order to check the influence of heat losses. Both fields are satisfactorily pre-
dicted by LES and the agreement with experiments is noticeably better when
considering the non-adiabatic approach, specially in the corner recirculation
region. Finally, a brief analysis of the turbulent combustion regimes has been
performed. The 𝐷𝑎𝑡 − 𝑅𝑒𝑡 diagram for turbulent diffusion flames showed
that most of the locations inside the combustion chamber present a really
high turbulent Damkhöler number due to the fast chemistry and the flamelet
assumption seems reasonable in this application. In addition, premixed and
non-premixed combustion modes have been characterized using a flame index
definition based on the mixture fraction and progress variable gradients. The
DLR burner evidenced a diffusion-dominated combustion regime with minor
premixing effects located in the main combustion region close to the chamber
entry.
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Soot predictions have been presented for the baseline configuration and the
capabilities of the FGM-CDSM approach to reproduce soot formation and oxi-
dation in the DLR combustor have been evaluated. The Soot Volume Fraction
(SVF) field has been compared with the experimental measurements, showing
a satisfactory agreement in both SVF distribution and magnitude. Moreover,
the results evidence a noticeable improvement when considering heat losses
in the flamelet manifold. The analysis of the instantaneous evolution of soot
magnitude, precursors and source terms has shown that the present approach
is able to reproduce the soot formation and oxidation processes in this burner.
Simulations evidence the production of soot in the intermittent rich pockets
located along the main branches close to the shear layers, where high concen-
trations of soot precursors lead to positive source terms. Oxidation is also
captured downstream, where soot is completely consumed when approaching
to the lean region generated by the dilution air. Soot analysis is concluded by
the evaluation of the temporal and spatial averaged Particle Size Distribution
(PSD) reconstructed from the soot sections of the DSM. The behaviour of the
PSD function evidences a strong dependency on the local mixture fraction
level. In the main soot formation region, where the mixture fraction reaches
considerably high values, the PSDF presents a uni-modal like distribution.
When approaching to the stoichiometric condition, the PSDF is influenced by
soot oxidation and its shape transitions to a bi-modal distribution due to the
strong consumption of small particles.

Finally, the configuration without secondary air has been evaluated. De-
spite the absence of the secondary injection, flow structures are quite similar
in both configurations and only the previously disturbed central region is dif-
ferent here. However, the combustion process is noticeably affected and the
temperature and species fields indicate a different behaviour downstream. In
this configuration, the assessment of velocity, temperature and OH mass frac-
tion fields has been also conducted, showing a really satisfactory agreement
with the experiments. Soot predictions have been also presented and an accu-
rate prediction of the SVF field has been obtained in this case. Only a slight
underprediction of the SVF peak value could be observed but the overall dis-
tribution and magnitude are properly captured, specially in the central region
of the combustor, where higher discrepancies were found in previous numerical
works. The analysis of the PSDF has evidenced the effect of the secondary air
in the size distribution. In this case, a similar PSD shape has been obtained
both in the main soot formation region and in the inner recirculation zone,
since soot is mainly affected by transport and dilution, not oxidation.

To conclude, the DLR model combustor studied in this chapter has made
it possible to evaluate the capabilities of the LES-FGM-CDSM modelling ap-
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proach introduced in Chapter 3 to reproduce the reacting flow characteristics
and predict soot formation in a turbulent flame application. In general, the
proposed modelling framework is capable of qualitatively and quantitatively
predicting the soot field and the production and oxidation processes inside
the burner for both operating conditions considered with a reasonable com-
putational cost. Furthermore, the analysis of soot particle size distribution
has demonstrated that the present approach is able to predict different PSD
shapes depending on temporal and spatial variations of the soot formation
and oxidation events.
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Chapter 6

Conclusions and future works

This final chapter aims to summarize all the work carried out during the
present dissertation, as well as presenting the main conclusions and achieve-
ments obtained. First, the objectives defined initially are reviewed and the
main tasks presented in each chapter and the most relevant findings are sum-
marized in order to evaluate the fulfillment of the different goals. Finally, the
main uncovered questions of this work are discussed to propose new possi-
ble research directions or future investigations on combustion and pollutant
emissions modelling in aeronautical applications.

6.1 Conclusions

Turbulent combustion remains a topic of particular interest with regard to the
transport sector and, in particular, the aviation industry. The environmental
impact of greenhouse gases as well as the harmful health effects of pollutant
emissions have prompted the study of combustion systems and the search for
ever cleaner propulsion plants. In this context, numerical simulations arise
as an excellent alternative for the analysis of the reacting flow and further
understanding of the processes leading to pollutant generation. More specifi-
cally, high-fidelity large-eddy simulations (LES) provide a valuable predictive
tool for the study of complex physical and chemical phenomena characteristic
of advanced combustion systems. In the present thesis, the assessment of a
complete modelling framework for turbulent combustion which accounts for
multiphase flow and soot prediction has been presented in different cases based
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on gas turbine applications. The present modelling approach, implemented in
the multi-physics simulation code Alya, has been evaluated using high-fidelity
LES in the context of high-performance computing (HPC) systems. Three
main objectives were initially defined to guide the tasks carried out in this
work:

• The consolidation of a computational methodology for the study of com-
bustion and soot formation in representative aeronautical burners using
high-fidelity LES with tabulated chemistry methods, in order to main-
tain affordable computational cost for realistic applications.

• The study of liquid fuel combustion in a reference spray flame applica-
tion.

• The analysis of the reacting flow and soot formation and oxidation in a
representative aeronautical combustor.

The tasks carried out in pursuit of these objectives, as well as the main
conclusions extracted, are summarized below.

In view of the set of tasks presented in the previous chapters, it can be con-
cluded that the present thesis has served to define a general working methodol-
ogy for combustion modelling and soot prediction in aeronautical applications.
Two relevant case studies have been selected and have been simulated with
a flexible numerical modelling framework adaptable to the complex processes
expected to be studied in each of the applications. The use of HPC systems to
perform high fidelity LES has allowed to evaluate realistic configurations, in-
cluding all the geometrical elements of the burners in order to perform detailed
analysis and obtain state-of-the-art results.

The general modelling framework based on a flexible tabulated chemistry
approach was presented in Chapter 3. In this regard, a flamelet-based turbu-
lent combustion model (based on the well-known FGM model) was introduced
coupled to a Lagrangian approach for multi-phase flows and a Discrete Sec-
tional Method for soot prediction. This work has made it possible to evaluate
this modelling approach and to test its validity in predicting and studying
several representative phenomena of gas turbine combustion systems. The
present framework has demonstrated its capabilities to model complex flow
structures typical of swirled burner configurations, the interaction between
liquid fuel droplets and the flame front, local extinction phenomena or soot
formation and oxidation processes, as well as soot particle size distributions. In
addition, the proposed modelling strategy based on the tabulation of steady
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counterflow diffusion flamelets and the unsteady extinguishing continuation
of the manifold has proven to be valid in the burner configurations studied,
providing a good accuracy in the reacting flow predictions and correctly rep-
resenting the flame structure.

In Chapter 4, large-eddy simulations of a reference spray flame have been
performed using the previously mentioned modelling framework, which con-
siders a Eulerian-Lagrangian description of the two-phase flow. A Lagrangian
Particle Tracking approach has been used to evaluate the characteristics of
the dispersed phase with two-way coupling with the carrier phase. For turbu-
lent combustion modelling, a tabulated chemistry approach has been consid-
ered, based on the tabulation of steady and unsteady extinguishing diffusion
flamelets at different enthalpy levels to account for heat loss during droplet
evaporation. The selected configuration corresponds to the Coria-Rouen Spray
Burner (CRSB), which has been consolidated as a reference case for turbulent
combustion of sprays and has been used in this thesis to study the character-
istics of the spray-flame, droplet-flame interactions and local extinction. The
most relevant conclusions extracted from this work are summarized in the
next paragraphs:

• The Eulerian-Lagrangian modelling approach has shown excellent capa-
bilities to capture the flow field, the spray and the relevant combustion
parameters. An assessment of the predictions of the liquid phase and
flow characteristics have been conducted and good agreement with the
experimental measurements was achieved for droplet and gas velocities
and fluctuations. The numerical results were able to predict the flame
topology and identify the different regions of the flame. In particular,
the numerical results successfully predicted the flame lift-off-length and
the wrinkled shape and position of the inner flame.

• In addition to the validation, the most innovative part of the work pre-
sented in Chapter 4 is the study and characterization of the extinction
phenomena occurring in different regions of the spray flame. This anal-
ysis has evidenced that the proposed modelling framework is able to
reproduce the transient extinction events in the inner reaction zone of
the flame and can be used to investigate flame extinction and re-ignition
in combustion problems. In this case, the flame exhibits localized ex-
tinction in the inner reaction zone close to the leading edge due to the
interaction of the droplets with the flame front, while extinction events
also occur further downstream in the inner region due to the high tur-
bulence level.
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• Close to the injector and near the leading edge, the simulations show a
strong interaction between droplets and the flame front, which is also
confirmed by the experimental results. The flame front shows some in-
termittency on the OH concentration with the presence of high values
of CH2O indicating the existence of localized extinction. The analy-
sis of the evaporation source term evidences the relationship between
the formation of fuel rich pockets and the quenching process. Calcula-
tion results show a decrease in temperature close to the stoichiometric
mixture fraction contours when the droplets cross the flame front, coin-
ciding with a spatial intermittency in the OH signal, which correspond
to locations of high evaporation rates.

• A similar behaviour is found downstream in the inner region of the flame.
In this case, the extinction of the flame is associated to the stretching
of the reacting front produced by high levels of turbulence in the flow
field. In this study, this interaction has been quantified in terms of
the scalar dissipation rate along with OH and CH2O concentrations.
It was shown that when the scalar dissipation rate reaches high values
near the reaction zone, the flame front becomes thinner and wrinkled
until it eventually quenches. Quenching was shown to occur when the
front is affected by high scalar dissipation rates during certain time.
This process is characterized by larger time-scales than the extinction
by droplet-flame interactions.

• The similarity of the resulting OH and CH2O concentration during the
two types of extinction events suggests that CH2O can be used as an
indicator to predict unsteady combustion phenomena such as localized
extinction.

Chapter 5 was focused mainly on soot predictions in a representative aero-
engine model combustor. The main contribution of this work consist on the
assessment of a detailed method for soot prediction in a reference case of
turbulent flames. In addition, a computationally efficient implementation of
the soot model within the LES framework has allowed to analyze soot for-
mation in the complex geometry of a complete burner configuration. For
this purpose, the DLR pressurized burner has been selected for the study,
which includes additional ducts downstream the combustion chamber for sec-
ondary air injection, features the usual characteristics of the RQL combustor
concept and is a reference case for soot analysis. In this work, both configu-
rations with and without dilution air have been considered for the analysis.
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The proposed general modelling approach has been employed using a tabu-
lated chemistry method for turbulent combustion based on diffusion flamelets
at different strain rates and enthalpy levels coupled to a Discrete Sectional
Method for soot modelling using clustered sections (CDSM) and tabulated
soot source terms in the FGM manifold. The main findings and conclusions
obtained in this study are synthesised below:

• The swirled flow characteristics, complex turbulent structures and re-
circulations regions inside the RQL-like burner have been properly cap-
tured by LES. The assessment of the gas phase has evidenced a really
good agreement with the experimental measurements in terms of both
velocity and temperature fields. Adiabatic and non-adiabatic modelling
approaches have been tested and relevant discrepancies have found on
the prediction of the temperature field and combustion characteristics.
The non-adiabatic approach has demonstrated a noticeable improve-
ment for capturing the temperature profiles and OH mass fraction field
specially in the corner recirculation region, where the residence time is
higher and the effects of heat losses to the walls are more important.

• Turbulent combustion scales and regimes have been estimated for this
application. The identification of different points inside the combustion
chamber on the typical 𝐷𝑎𝑡 −𝑅𝑒𝑡 diagram for turbulent diffusion flames
has evidenced the suitability of the tabulated flamelet-based combus-
tion model, showing really high turbulent Damkhöler numbers at any
location corresponding to the flamelet regime. In addition, an adequate
flame index definition has been employed to identify the combustion
modes, indicating a non-premixed controlled combustion regime in most
of the combustion chamber. However, minor premixed zones were found
in the main combustion region and it would be interesting to extend the
modelling approach in order to include premixing effects.

• A detailed analysis of soot production has been performed on the base-
line configuration with secondary oxidation air. First, soot results have
been evaluated and compared with experiments, showing good predic-
tions of soot distribution in the combustion chamber and a satisfactory
agreement on the Soot Volume Fraction magnitude. Regarding the ef-
fect of heat losses, relevant discrepancies in results have been found when
considering a non-adiabatic approach, obtaining a slightly better agree-
ment in SVF fields. Furthermore, the present modelling approach has
been able to reproduce the transient soot processes and dynamics, reli-
ably capturing the different regions where soot is formed and oxidized.
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The analysis of the different soot source term contributions reveals that
soot production in the DLR burner is primarily controlled by surface
growth, which occurs at the near-nozzle rich pockets and persists down-
stream surrounding the lean inner recirculation region affected by the
secondary air.

• Particle Size Distributions have been obtained with the results provided
by the clustered sectional soot model. The analysis covers both the tem-
poral evolution of the local PSDF and the spatial-averaged function. In
general, an almost uni-modal PSD shape is obtained where the mixture
fraction magnitude is high (over ∼0.1) and, thus, SVF soot production
is important. Moreover, the model is able to capture the decrease in
the number of particles, especially for small sizes, when the local fuel-air
ratio approaches to the stoichiometric conditions and the PSDF evolves
towards a bi-modal shape. It is worth to mention that the clustered
sectional approach is able to predict different PSDF shapes according
to spatial and temporal variations of soot clusters. Unfortunately, PSD
results have not been validated due to the unavailability of their mea-
surement data.

• Finally, the effect of excluding the secondary oxidation air has been
evaluated by analyzing the corresponding numerical results. This con-
figuration has shown a similar flow pattern than the baseline operating
condition, however, the flame shape and combustion characteristics is
quite different downstream due to the absence of dilution air. In general,
a good agreement with the measured data has been obtained in terms of
velocity, temperature and OH mass fraction fields. Soot predictions have
been also analyzed in this configuration and a satisfactory agreement has
been obtained in the SVF field. Although a slight underprediction of the
peak SVF level has been observed, the overall distribution and magni-
tude have been correctly predicted, specially downstream in the central
region. The present modelling approach has demonstrated to accurately
predict the soot amount and distribution in both burner configurations
(i.e. with and without dilution air), which has been a challenge for
previous modelling strategies used in the literature, especially with re-
gard to soot prediction in the configuration without secondary oxidation
air. PSD functions have been also recovered for this case and compared
with the previous operating condition. While size distributions are quite
similar in the main soot formation region for both cases, the IRZ evi-
dences a slightly different PSDF. Due to the absence of the secondary
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jets, the central zone of the burner is not affected by soot formation or
consumption and the PSDF is slightly modified by soot dilution.

6.2 Future works

In general, the main objectives proposed in Chapter 1 have been covered with
the different tasks presented in this document. Nevertheless, there remain
some open questions and opportunities for improvement from this research
work. The possible future investigations and research guidelines are summa-
rized in this section.

Regarding the modelling approach for turbulent combustion and soot pre-
diction, it would be interesting to evaluate additional strategies or take into
account different considerations.

• The proposed tabulated chemistry modelling approach has demon-
strated to perform really well in gas turbine applications and the pre-
sented analysis and results obtained confirm this. However, this tab-
ulated framework does not consider multi-regime effects and could be
insufficient for partially premixed combustion systems. Therefore, it
would be appropriate to evaluate the tabulation of premixed flamelets,
or extend the modelling framework to flamelet manifolds which contain
premixed and non-premixed effects [1, 2]. On the other hand, the strat-
egy followed for the flamelet tabulation only considers the steady state
of the one-dimensional flames and the unsteady behaviour of the extin-
guishing branch at the extinction strain rate. Re-ignition or extinction
from the S-curve (at intermediate strains) are not included in the mani-
fold and, therefore, possible thermochemical states that may be relevant
to re-ignition processes or soot formation in flames are not considered.
The evaluation of tabulated chemistry methods which include unsteady
flamelets at different strain rates in the composition of the manifold (for
instance, UFPV-like models [3]) could be adequate for further analyze
these phenomena.

• The accuracy of the FGM-CDSM modelling approach for soot prediction
could be further improved and there are still some tasks to be addressed
in order to further evaluate its performance. On the one hand, it would
be interesting to evaluate the sensitivity of soot predictions with the
CDSM to some parameters. For instance, the effect of the number of
clusters has been evaluated for laminar flames in terms of accuracy and
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computational cost, but it has not been checked in turbulent cases. On
the other hand, the limitations of the modelling approach highlight the
need to investigate and explore other modelling strategies. For example,
the clustering strategy may lead to loss of information as to how the
different mechanisms of soot formation and oxidation affect the soot
sections. In this regard, revising the strategy or developing better post-
processing tools could allow for more detailed analysis. In addition,
the linearization of soot consumption in the computation of soot source
terms is considered in the present approach and the accuracy of the
CDSM model could be further improved by considering more complex
non-linear effects of the soot production and consumption rates.

Some additional tasks may be carried out with regard to the validation of
the proposed modelling approach in different turbulent flames.

• In the context of turbulent flames, soot investigations from both a nu-
merical and an experimental point of view have commonly been carried
out in jet flame configurations or model burners operating with gaseous
fuels (such as the DLR burner presented in Chapter 5). However, since
fuel is generally injected in the liquid phase in many practical applica-
tions, the analysis of soot formation may be extended to spray flames.
An additional task derived from this work could be the evaluation of the
soot modelling approach employed in Chapter 5 in an experimentally
tested reacting spray jet or liquid-fueled swirl-stabilized flame [4–7]. In-
deed, soot measurements of the CRSB have been recently published [8]
and Chapter 4 may be extended to soot predictions and analysis.

• In view of the results presented in Chapter 5, the LES-FGM-CDSM
modelling approach has demonstrated its capabilities of recovering the
PSD function. In addition, the sectional method has been able to provide
different PSDF shapes depending on the soot processes taking place in
the combustion chamber, thus allowing a detailed analysis. Nevertheless,
the absence of experimental measurements on the DLR combustor has
made it impossible to validate the PSD predictions. A final step in the
assessment of the soot modelling approach would be the comparison of
the particle distributions with experimental measurements available in
the literature for turbulent flames.
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Appendix A

Effect of the computational
grid in the CRSB

Besides the grid assessment presented in Section 4.1.3 based on the usual LES
quality criteria, the numerical results using the reference mesh for the CRSB
and a finer mesh are presented in this appendix. First, Fig. A.1 illustrates
both computational grids, colored by the filter size Δ𝑥 (being Δ𝑥 = 3√𝑉𝑐𝑒𝑙𝑙).
Note that the 20M element mesh is the reference mesh introduced in Sec-
tion 4.1.3 and used for the analysis presented in Chapter 4. A finer mesh
containing around 79M of elements has been also evaluated in order to check
grid convergence. The first refinement is applied to the near-nozzle region,
which includes the nozzle ducts, the close injection zone, the leading edge of
the flame and the first part of the inner reacting front (named as R1 in the
figure). In this region, the filter size is refined from 0.2 mm in the reference
grid to 0.12 mm in the fine grid. The second region (R2) comprises almost
the entire flame, which includes the inner and outer flame fronts up to ∼70
mm downstream. In this case, the filter size evolves from 0.4 mm to 0.2 mm.
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Figure A.1: Different meshes evaluated in the CRSB. Color: filter size Δ𝑥.

The velocity field is presented in Fig. A.2 for the different computational
grids. Due to the availability of the experimental results, the velocity profiles
at the same stations selected in Section 4.2 are also illustrated here. In addi-
tion, the axial velocity at centerline is compared between both numerical cases
to check the evolution at the burner axis. In general, no relevant discrepan-
cies are observed in the results for the different meshes and both mean and
RMS values are predicted with a similar accuracy. Very slight discrepancies
can be found for the fluctuating magnitude at 40 mm station and high radial
positions (R ∼ 15 mm) but overall, the grid refinement has almost no effect
on the velocity statistics.
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(a) Mean axial velocity at centerline.

(b) Axial velocity at stations.

(c) Radial velocity at stations.

Figure A.2: Comparison of velocity field in the CRSB. Lines: LES with different
computational grids. Symbols: experiments.





Appendix B

Effect of the computational
grid in the DLR burner

The grid quality analysis performed in Section 5.2.1 is complemented in this
appendix with the numerical results of the flow in the DLR burner using
meshes with different refinements. Fig. B.1 shows the three grids evaluated,
being the 53M element mesh the reference grid employed during the analysis
performed in Chapter 5. Note that the grid assessment is only applied to the
configuration with secondary oxidation air (Op 1). A coarser mesh has been
evaluated which is composed of ∼14M elements. In terms of the refinement
regions, it is quite similar to the reference mesh and the only difference lies
in the element size in all zones, which has been doubled compared to the
reference values. It is worth mentioning that the element size in the fuel
injection nozzle has not been modified due to the narrowness of the duct.
Although Section 5.2.1 in Chapter 5 evidences a very good flow resolution for
the reference mesh (in terms of Pope’s criterion and the comparison between
the filter size and Kolmogorov scales), a finer grid is also evaluated in order to
check the effect on the predictive capabilities of the combustion model. This
mesh contains up to 80M elements and the refinement affects primarily to three
regions. First, the injection zone and the main combustion region is further
refined. On the one hand, a very fine refinement (up to Δ𝑥 ∼ 0.075 mm) is
applied to the shear layers, where fuel is mixed with the air coming from the
primary and secondary ducts of the swirled injection system. On the other
hand, the refinement cone already present in the reference mesh (Δ𝑥 ∼ 0.15
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mm) is extended downstream, in order to fully cover the main combustion
region. The second refinement is applied downstream the combustion chamber
in order to homogenise the element size. Therefore, a constant filter size of
∼0.25 mm is specified up to 𝑧 ∼ 100 mm.

Figure B.1: Different meshes evaluated in the DLR burner. Color: filter size Δ𝑥.

Fig. B.2 illustrates the comparison between both meshes and the experi-
ments in terms of velocity components. In general, the three computational
grids provide very similar statistics for the three components. Notable dis-
crepancies are found at the 80 mm station, where the secondary jets induce
high flow disruption. In this region, the fine mesh (80M) seems to provide
slightly better results, specially for the velocity fluctuation. In addition, the
coarse mesh (14M) is not able to capture the near-nozzle profiles with the
same accuracy (see 6 mm station). With this grid, a slightly narrower swirled
jet is obtained compared to the experiments and to the 53M and 80M element
meshes.
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(a) Mean axial velocity at centerline. (b) RMS axial velocity at centerline.

(c) Mean axial velocity at stations. (d) RMS axial velocity at stations.

(e) Mean radial velocity at stations. (f) RMS radial velocity at stations.

(g) Mean tangential velocity at stations. (h) RMS tangential velocity at stations.

Figure B.2: Comparison of velocity components in the DLR burner. Lines: LES with
different computational grids. Symbols: experiments.
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Temperature field and statistics are presented in Fig. B.3 and similar con-
clusions can be extracted. Although the discrepancies between numerical grids
are higher in temperature statistics compared to the velocity field, all cases
provide quite similar profiles and statistics are accurately predicted. In view
of these results and the slightly higher discrepancies of the coarse mesh close
to the combustion chamber entry, the 53M element grid has been retained for
the analysis.

(a) Mean temperature at centerline. (b) RMS temperature at centerline.

(c) Mean temperature at stations. (d) RMS temperature at stations.

Figure B.3: Comparison of temperature field in the DLR burner. Lines: LES with
different computational grids. Symbols: experiments.
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Temporal statistics in the
DLR burner

In this appendix, additional results of the DLR burner are presented consider-
ing different time windows for the temporal statistics. In order to achieve the
convergence of velocity, temperature and soot field statistics, three temporal
windows have been considered, which are summarized in Table C.1. Note
that each case is characterized by the total averaging time and its equiva-
lence in flow-through times. In the DLR burner, one flow-through time is
approximately 23 ms, which has been estimated computing the averaged ax-
ial velocity integrated over the full combustion chamber volume. Besides the
temporal averaging, two perpendicular planes (XZ and YZ planes, see the
reference system in Fig. 5.10) have been considered for computing the final
statistics.

Case ID Averaging time Flow-through times
2FT 46 ms 2
4FT 90 ms 4
5FT 115 ms 5

Table C.1: Summary of the time windows considered for temporal statistics.

Velocity and temperature profiles at stations are shown in Fig. C.1. As
observed, the temporal windows considered for the analysis have no effect on
velocity and temperature statistics. Even the lowest averaging time, corre-
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sponding to two flow-through times, is sufficient to obtain good gas phase
statistics.
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(a) Mean axial velocity at stations. (b) RMS axial velocity at stations.

(c) Mean radial velocity at stations. (d) RMS radial velocity at stations.

(e) Mean tangential velocity at stations. (f) RMS tangential velocity at stations.

(g) Mean temperature at stations. (h) RMS temperature at stations.

Figure C.1: Velocity and temperature fields at stations in the DLR burner. Lines:
LES with different averaging time. Symbols: experiments.
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However, a more relevant effect of the averaging time is observed when
comparing the mean SVF field at stations, which is illustrated in Fig. C.2. As
appreciated at stations 18 and 45 mm, the SVF field becomes more symmetric
when increasing the temporal window. 2FT provides a considerably more
asymmetric soot profile compared with 4FT, which is further improved by
5FT. Furthermore, increasing the averaging time also affects the SVF peak at
the region close to the onset of soot (see 6 mm station) and 5FT case provides
a slightly better agreement with experiments. Therefore, although the gas-
phase is completely converged even for shorter time windows, an averaging
time equivalent to 5 flow-through times has been retained in order to properly
capture soot statistics.

Figure C.2: SVF field at stations in the DLR burner. Lines: LES with different
averaging time. Symbols: experiments.
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