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Abstract: One of the big challenges in decentralized Wi-Fi networks is how to select channels for the
different access points (APs) and their associated stations (STAs) in order to minimize interference
and hence maximize throughput. Interestingly enough, de facto standards in terms of uncoordinated
channel selection are quite simple, and in many cases result in fairly suboptimal channel allocations.
Here, we explore how graph coloring can be used to evaluate and inform decisions on Wi-Fi channel
selection in uncoordinated settings. Graph coloring, in its most basic form, is a classic mathematical
problem where colors have to be assigned to nodes in a graph while avoiding assigning the same
color to adjacent nodes. In this paper, we modeled Wi-Fi uncoordinated channel selection as a
graph coloring problem and evaluated the performance of different uncoordinated channel selection
techniques in a set of representative scenarios of residential buildings. The results confirm some of
the widely accepted consensus regarding uncoordinated channel selection but also provide some
new insights. For instance, in some settings, it would be better to delegate the decision on which
channel to use to transmit the STAs, rather than having the AP make the decision on its own, which
is the usual way.

Keywords: graph coloring; channel assignment; IEEE 802.11

1. Introduction

Perhaps the most pervasive scenarios in networking today are uncoordinated Wi-Fi
networks. These are the kind of networks we can find in residential buildings, malls,
and historical city centers. In these networks, also called infrastructure mode Wi-Fi net-
works, there are a number of Wi-Fi access points (APs) belonging to different parties
(e.g., small business owners, house owners, tenants. . . ). Each of these access points pro-
vides Wi-Fi connectivity to a set of client stations (STAs), which may be static (e.g., a Smart
TV in a house) or dynamic (e.g., customers at a coffee shop). All these access points and
stations communicate using the same shared unlicensed spectrum bands (typically 2.4 GHz,
5 GHz and, more recently, 6 GHz). Due to the pervasiveness of these scenarios, these
frequency bands tend to be quite crowded in terms of transmission interference. Therefore,
choosing the right frequency to operate can make a great difference in terms of performance
and user experience.

The Wi-Fi spectrum is divided into channels (e.g., 11 channels in the US 2.4 GHz band),
which typically overlap. Thus, a transmitting device (AP or STA) operating in a channel
will suffer interference not only from other transmissions in the same channel but also from
other transmissions in neighboring channels. The interference reduces as channels move
“further away” in the frequency domain, being even negligible if the channels are apart
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enough. For instance, in the US 2.4 GHz band, channels 1, 6, and 11 do not interfere with
each other and they are normally dubbed as “orthogonal channels”.

In coordinated Wi-Fi deployments, such as enterprise buildings, channel allocation
for optimal operation is more or less straightforward: It is enough to deploy APs in
strategic places so that the whole area of, e.g., the building can be covered using orthogonal
channels in a way so that no APs that are in range are using the same channel. Even if
such planning is not possible, centralized AP management allows for effective channel
assignment optimization using centralized techniques [1], so that interferences are avoided
and throughput can be maximized.

In decentralized Wi-Fi networks, however, optimal channel selection for the different
APs and their associated STAs can be quite a challenge since there is no prior agreement
among the different APs, and coordination emerges in a decentralized manner, using
different techniques, such as [2]. Interestingly enough, de facto standards are quite simple,
and, in many cases, result in fairly suboptimal channel allocations [1].

In this article, we explore the applicability of a well-known mathematical problem
called graph coloring to model uncoordinated Wi-Fi networks and to inform the decisions
about channel selection. In the classic version of graph coloring, we have the nodes (or
vertices) and links (or edges) of a graph, and the goal is to “color” the graph, that is,
to assign a color to each node so that no adjacent (linked) nodes receive the same color.
The goal, in the most basic version, is to use the least possible number of colors, but there
are variations of the problem. In particular, we proposed in [3] the Threshold Spectrum
Coloring (TSC), where the spectrum of available colors is limited and colors are endowed
with an interference matrix. The goal of TSC is to arrive at a coloring using the available
spectrum that minimizes interference. As the reader has probably deduced, this problem
maps directly to the Wi-Fi channel assignment, so it will guide our discussion throughout
the rest of this article.

When dealing with wireless network optimization, it is common to use models based
on Markov processes, Petri nets, or graphs (such as the one we use here) in the early and
middle stages of research, prior to implementation, before introducing more computa-
tionally costly tools, such as discrete event simulation. Our graph coloring model [4] is
complementary to simulation models [5], providing the opportunity for researchers to
compare different proposals with a lower computation cost than discrete event simula-
tors. Of course, our model focuses on some of the features of the wireless networks while
capturing others with less detail.

The main contributions of this paper are:

• We show a graph model that is well-suited to test and evaluate the distributed channel
selection techniques (Section 4.1).

• We propose and implement several channel selection techniques, modeling them as a
graph coloring problem. The main requirement of these techniques is that they are
based on simple and easily measurable parameters from the nodes’ point of view, such
as the interference level or the number of beacon frames received (Section 4.2).

• We demonstrate that the techniques based on the measurement of the interferences out-
perform those based on measuring the number of beacon frames (Sections 5.2 and 5.3).

• We show that, although the use of non-orthogonal channels is one of the main features
of IEEE 802.11 networks in the 2.4 GHz frequency band, the best channel selection
techniques mainly use orthogonal channels (Section 5.4).

The rest of this paper is organized as follows. We first describe some of the most
prominent works related to our proposal. Later, we briefly discuss the relationship between
graph coloring and Wi-Fi channel selection (Section 3). Then, we detail the model we
have used to evaluate channel allocations in a paradigmatic Wi-Fi deployment setting:
residential buildings (Section 4.1). Finally, we compare the most relevant channel selection
techniques (described in Section 4.2) and discuss the results (Section 5). Our results confirm
some of the widely accepted beliefs regarding uncoordinated channel selection, which had
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not been formally studied so far, and, in addition, provide some new insights, summarized
in Section 6.

2. Related Work

Channel selection in IEEE 802.11 networks has been a thoroughly studied topic during
recent years due to its relevance for network performance and its complexity. One of the
most prominent revisions of the research related to channel selection in a WLAN is [6].
However, it is already quite an old survey and there have been a number of proposals
in this field since its publication. To classify the proposals, we can divide the channel
selection techniques into two main types: centralized [1,3,7–17] or distributed [2,10,18–22].
It is important to highlight that the use of one type or another may depend on the kind of
Wi-Fi network under consideration. For Wi-Fi deployments, where each AP is managed
individually, we must resort to distributed or uncoordinated techniques. A well-known
example of this type of scenario is a residential environment. However, in Wi-Fi settings
that are managed by a central controller entity (such as a corporate network), we can
make use of either centralized (coordinated) or distributed techniques, although typically
the first option is chosen, as it is able to obtain higher performance if we can coordinate
the different APs in the network. Simultaneously, channel selection techniques can also
be classified into two main types: optimization approaches [1,7–9,13,14,18] and heuristic
processes [2,3,10–12,15–17,19–22].

Now the different types of channel selection techniques have been categorized, we
can now make a brief description of them. The number of approaches to channel selection
techniques based on optimization processes is more limited. For example, in [7], the authors
used integer linear programming to obtain an optimal centralized channel assignment,
but it is restricted to three orthogonal channels and only considers interferences from APs,
neglecting interferences from the other STAs. In [1], the authors proposed a centralized
optimization technique based on an evolutionary-type algorithm called coral reef optimiza-
tion with a substrate layer, which simulates some processes that really occur in living coral
populations. This work considers the whole range of available channels in Wi-Fi, in the
band of 2.4 GHz (as opposed to the works only considering orthogonal channels), and also
takes into account interferences from the STAs. It is worth mentioning that the results are
compared with a previously published manuscript [8] that uses simulated annealing to
determine the optimal channel assignment. The authors in [9] proposed an optimization
approach based on deep learning whose objective is to minimize the cochannel interference
by focusing on the interferences from the APs. Finally, it is important to mention [18], as it
considers an optimization approach suited for distributed Wi-Fi settings. In this work, the
authors considered the problem of channel selection as a negotiation process and used
belief propagation to address it, which is the first and unique gossip-like technique used in
the context of channel selection in Wi-Fi networks.

Now the main work related to the optimization approaches has been described, we
can now focus on the heuristic proposals. A discussion about the differences between the
optimization-based approaches and heuristics as techniques for channel selection can be
found in [23]. Notwithstanding, and without any doubt, the most prominent work and
widely-used technique for channel selection is the one described in [2]. This technique,
called Least Congested Channel Search, involves measuring the number of STAs using each
channel and using the channel where this number is the lowest. Another interesting work
is [10], where the authors proposed a two-phase radio resource management framework,
with a first phase of channel assignment and a second one of user association for improving
load balancing.

In Table 1, we show a summary of the main approaches for channel selection in Wi-Fi
networks, showing whether they are centralized or distributed and whether they propose
a centralized or heuristic approach. We also show whether those studies considered or not
the cochannel interference, i.e., if they considered the partial overlap between the nearby
IEEE 802.11 channels. From the table, we can situate our proposal within the related work.
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As can be seen, the proposal of distributed and heuristic approaches considering cochannel
interferences has not received much attention from the scientific community. In addition,
we impose on our proposals the requirement to keep the techniques as simple as possible
and to use easily measurable parameters to inform the decision-making.

Table 1. Related works in the area of channel selection techniques in Wi-Fi.

Reference Centralized Distributed Heuristic Optimization Cochannel

[1] X X X

[2] X X

[3] X X X

[7] X X

[8] X X X

[9] X X X

[10] X X X X

[11] X X X

[12] X X

[13] X X X

[14] X X X

[15] X X X

[16] X X X

[17] X X

[18] X X X

[19] X X

[20] X X

[21] X X

[22] X X

This paper X X X

3. Graphs and Channel Selection in Wi-Fi

Graphs, defined as a set of nodes (vertices) and a set of links (edges) that connect some
of those vertices, constitute a very useful tool to represent networks. The application of
graphs has received thorough attention from the scientific community since its application
is open to a wide number of research areas, with graph neural networks being a recent
hot topic [24,25]. Additionally, graph coloring represents another hot topic in the field of
discrete mathematics, attracting the interest of the scientific community from the fields of
both engineering and mathematics, due to its theoretical challenges and applications [26].
One of the most outstanding applications of graph coloring is the frequency assignment
problem [27] since assigning colors to the vertices of a graph is equivalent to assigning
frequencies to the different elements composing a network.

Although graph coloring is a thoroughly studied problem in discrete mathematics,
the most common proposals are focused on issues such as avoiding monochromatic edges
(i.e., no edge can connect two vertices of the same color). However, our problem of selecting
channels for APs is different since we are interested in selecting channels in such a way that
the STAs achieve a high throughput. This introduces key changes to the classic problem.
One of the most challenging differences is the fact that non-monochromatic edges may also
have a negative impact on the overall goodness of a solution. This is due to a peculiarity
of the Wi-Fi spectrum, which is the fact that channels partially overlap. For instance,
from the 11 channels that can be used in the 2.4 GHz frequency band in the USA, the set of
channels that do not overlap is limited to three (called orthogonal channels: 1, 6, and 11) as
shown in Figure 1. Interestingly enough, many of the proposals for channel selection in the
literature [6] do not address the issue of adjacent channel interference, despite its impact
on performance, which we have discussed in [28].
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Figure 1. Arrangement of IEEE 802.11 channels in the 2.4 GHz frequency band in USA.

Due to the cochannel interference between the adjacent channels, for an AP to select a
channel, we should take into account the “distance” between the channels in the spectrum,
as the “nearby” channels partially overlap in IEEE 802.11. This is why we proposed in [3]
a type of graph coloring called spectrum graph coloring that is suitable for Wi-Fi channel
selection. The goal of spectrum graph coloring is to find a coloring that minimizes interfer-
ence according to a given interference matrix. In the Wi-Fi setting, the interference matrix
specifies the effect that an AP operating in a channel has on the rest of the channels. An in-
teresting result of this previous work is that optimal colorings may include monochromatic
edges, which previous coloring conceptions forbade. An example of how graph coloring
can be used to assign channels in a network where those channels partially overlap is
shown in Figure 2, where we also show that avoiding monochromatic edges does not mean
that interferences are minimized. Figure 2, on the left side, shows the possible interferences
between pairs of APs depending on the channels (colors) assigned to them. In Figure 2, on
the right side, the total interference at a vertex is computed as the sum of the interferences
of its incident edges. We can see that when aiming to color the graph while avoiding the
monochromatic edges, three options arise for the horizontal edge, each of them forcing
the remaining color at the rest of vertices; these are the three subfigures of Figure 2, on the
right side, except from the bottom-right one. In the latter, we can see that, although it might
seem counterintuitive, the APs in the same channel (corresponding to the monochromatic
edges) allow the improvement of the average vertex interference.
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Figure 2. (Left): Interference matrix. (Right): All the possible colorings avoiding monochromatic
edges and a better coloring allowing them.

4. An Application of Graph Coloring to Channel Assignment in IEEE 802.11 Networks
4.1. System Model Using Graphs
4.1.1. Topological Model

As stated above, the problem of assigning channels to an infrastructure Wi-Fi network
can be studied as a graph-coloring problem, i.e., channel selection will correspond to
the coloring of the vertices of a graph. Strictly speaking, a graph is defined by a tuple
(V, E), where V is the set of vertices and E is the set of edges between those vertices,
i.e., E ⊆ {(u, v) | u, v ∈ V}. We used undirected geometric graphs, which means that
the nodes in the graph have specific positions in space (i.e., spatial coordinates) and the
links between the nodes are bidirectional and symmetric. Our graphs have two different
types of vertices: APs and STAs. There are also two types of edges, specifying the type of
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relationship between their vertices. One type of edge represents the association between
the STAs and APs, while the other represents the interferences between the Wi-Fi elements.
From now on, we will call them, respectively, signal and interference edges. Every STA will
be connected to its corresponding AP by a signal edge. In addition, two Wi-Fi elements
(regardless of being an AP or STA) will be connected by an interference edge if they are
associated with different APs. In addition, we define a cluster as the set of Wi-Fi elements
containing an AP and all its associated STAs. Finally, wireless devices normally do not
transmit all the time, so we assumed different activity indexes for the STAs and APs.

Although we will consider 3D graphs, for the sake of visibility, we show an example
of a graph that represents a floor of a building with eight flats, one AP per flat, and six
STAs per AP in Figure 3. In this figure, the APs are represented as large green circles, STAs
as black squares, signal edges as black lines, and interference edges as red lines.

Figure 3. Example of graph for a floor of a building with eight flats and six STAs per AP.

The 3D layouts that we have considered for the experiments consist of a five-floor
residential building. This setting is a paradigmatic example of a dense uncoordinated
Wi-Fi network. The dimensions of each floor are 40 × 30 × 3 m (length, width, and height,
respectively). On each floor, there are eight flats in a four-by-two arrangement. We
considered that, in each flat, there is an AP and η STAs (with η ranging from 1 to 10),
uniformly distributed in the xy-plane. In the z-axis, the APs and STAs are placed according
to a normal distribution with a mean of 1.5 m and a standard deviation of 0.5 m (and
bounded to the limits of the floor). Therefore, all the scenarios have 8× 5 = 40 APs while
the number of STAs ranges from 40 (for η = 1) to 400 (for η = 10). Finally, for each setting
with a specific value of η, we have five different scenarios, with different random positions
for the APs and STAs. Figure 4 shows a graphical representation of the scenario under
study with η = 3, where, for the sake of visibility, only the signal edges are shown. We
can see that the STAs are attached to the AP of the flat they are located in, which is a
reasonable assumption.
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Figure 4. 3D realistic uncoordinated Wi-Fi setting under study.

4.1.2. Propagation, Interferences, SINR, and Throughput Computation

We computed the throughput from the SINR (Signal-to-Interference-plus-Noise Ratio),
which can be derived from the geometry of the problem together with the propagation
losses and thermal noise. We have used the propagation model defined by the ITU-R in
Recommendation P.1238-10 [29]. This defines an indoor transmission loss model, assuming
the APs and STAs are inside the same building. The model also takes into account the
propagation loss across the different floors of the building. According to that propagation
model, the propagation loss for a signal (or interfering signal) with a central frequency of
f Mhz at a distance d meters from its origin can be computed as:

Ltotal = 20 log10 f − 28 + N log10 d + L f (n), (1)

where N is the power loss coefficient and L f (n) is the floor penetration factor for a signal
traversing n floors. We will focus on the 2.4 GHz band since it is the most widely used
and the more congested and, therefore, it is the most challenging from an engineering
point of view. In any case, following Equation (1), it would be straightforward to consider
the 5 GHz frequency band instead. The value used for the power loss coefficient N has
been chosen according to [29,30] because [29] defines, for the 2.4 GHz band, N = 28 in
residential environments but admits that the signal propagation across the walls increases
N considerably. For that reason, we have used, according to [30], N = 28 when d < 16 m
and N = 38 when d ≥ 16 m. Moreover, we have considered, according to [29], that the
signal propagation produces a loss of 10 dB when traversing a floor using concrete. The
signal power received in STA or AP i from another AP or STA j can be computed as:

Pj→i
r = Pj

trx + Gj + Gi − Ltotal , (2)

where Pj
trx is the transmission power of source j expressed in dBm and Gi (Gj) is the antenna

reception (transmission) gain in dB.
Apart from the previous considerations, which are valid for both the desired signal

and the interferences, there are some particularities that are relevant when considering
interferences. First, to account for the fact that an interfering source will not be continuously
transmitting, we included the activity factor, denoted as F , which is basically the fraction
of time that an interfered device is transmitting. Second, not all the interfering signals
will equally affect our signal since the impact will depend on the frequency channel the
interfering signal is in. To account for that issue, we introduced factor C. If we would
consider a frequency band whose channels were all orthogonal, C would be reduced to a
Kronecker Delta function. In fact, this is the trend in Wi-Fi 6 and 7 in the 5 GHz and 6 GHz
frequency bands. However, we now focus on the 2.4 GHz band since it is more complex.
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In this case, there is a partial overlap between the adjacent channels, so we resorted to an
empirical definition of C, according to Table 2 [31], where C is a function of the distance (in
terms of the frequency difference between the number of channels) δ. Once F and C have
been defined, we can easily derive the received power from an interfering signal using:

I j→i = Pj→i
r · F · C(δ). (3)

Using the received power of the desired signal, together with all the interfering signals, we
can easily compute SINR as:

SINRi =
Pχ→i

r

∑∀j∈J I j→i + N
, (4)

where Pχ→i
rx stands for the power of the received desired signal from node χ, J is the set of

wireless nodes that emit interfering signals, and N is the power of thermal noise (in dBm).
The thermal noise can be easily computed as:

N = −174 + 10 log10(∆ f ), (5)

where ∆ f is the bandwidth of the channel (in Hz).

Table 2. Spectral overlap between Wi-Fi channels [31].

δ 0 1 2 3 4 5 ≥6
C(δ) 1 0.8 0.5 0.2 0.1 0.001 0

Finally, we used the SINR to compute the throughput, which depends also on the
technology used and its configuration parameters. The most widespread Wi-Fi technology
used in the 2.4 GHz frequency band is IEEE 802.11n [32], also known as Wi-Fi 4. More
specifically, we have focused on the mandatory Guard Interval (GI) of 800 ns and mandatory
20 MHz channels, although other options could be used [33]. For that configuration,
the standard [32] defines eight MCS (Modulation and Coding Schemes), and, depending
on the SINR, we will be able to choose a certain MCS. We have used the threshold values
for the SINR defined in Table 3 [34] and we will be able to obtain data rates ranging
from 6.5 Mbps with MCS0 to 65 Mbbps with MCS7. Summarizing, for each STA, we
will compute the SINR using the power of the signal received from its AP and all the
interferences and the noise received, and, with that SINR, we can determine the MCS and,
therefore, the experienced throughput.

Table 3. Relationship between MCS, SINR, and throughput in Wi-Fi 4 using 20 MHz channels with
mandatory 800 ns GI [32].

MCS Modulation Coding Throughput SINR Range
Index Scheme Rate (Mbit/s) (dB) [34]

0 BPSK 1/2 6.5 (6.8, 7.9)
1 QPSK 1/2 13.0 (7.9, 10.6)
2 QPSK 3/4 19.5 (10.6, 13.0)
3 16-QAM 1/2 26.0 (13.0, 17.0)
4 16-QAM 3/4 39.0 (17.0, 21.8)
5 64-QAM 2/3 52.0 (21.8, 24.7)
6 64-QAM 3/4 58.5 (24.7, 28.1)
7 64-QAM 5/6 65.0 ≥28.1

4.2. Channel Selection Techniques

There have been many proposals to assign channels in Wi-Fi networks, as we re-
viewed in Section 1. However, the dominant technique in uncoordinated networks is
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just configuring the ISP router with the option of Automatic, so that it chooses the least
congested channel. In better cases, customers use an app on their smartphone to scan the
spectrum, determine which is the best channel to use for their Wi-Fi routers, and set up the
channel in the routers manually. As this trend in the configuration is expected to continue,
we evaluated and compared some of the most simple techniques that customers could use
to configure the operation channel of their Wi-Fi networks in a dense uncoordinated 3D Wi-
Fi deployment. Although this issue is of paramount importance for the Wi-Fi community,
to the best of our knowledge, there is not any study with this comparison.

The techniques we are studying and comparing must fulfill a clear requirement: They
must be based on simple information that can be easily gathered by either the STAs or APs.
In this sense, we considered two different approaches.

4.2.1. Least Interference Channel Selection (LI) Technique

The first intuition when choosing a channel is to scan the spectrum band measuring
the received interference power for each of the available channels. Since interferences
fluctuate over time (APs and STAs usually do not have uniform transmission patterns), it is
necessary to average some measurements taken over time. Once we have a vector with the
measured interference in each of the 11 possible channels, we select the channel with the
minimum interference. In the event of a tie between several channels, we choose one of
them randomly. If the channel we are already in is in the list of channels with minimum
interference, we will stay in the same channel.

4.2.2. Beacon-Based Channel Selection Techniques

To assign channels in a Wi-Fi network, we can also use beacon frames, which are
management frames that APs broadcast periodically. So, we can scan the spectrum looking
for beacon frames from the other APs to estimate which is the best channel to operate in.
There are three different beacon-based techniques that could be easily used by customers
to guide the channel assignment process. Two of them, very similar, measure the power
of the beacon frames received from the different APs. The third one counts the number of
received beacons from the other APs.

For the Least Beacon Power masked (LBPm), we scan the spectrum looking for beacon
frames transmitted from other clusters. Moreover, we only consider beacon frames whose
receiving power is higher than the receiver sensitivity. After this scan, we aggregate the
interference of each beacon frame into the appropriate channel of the spectrum, considering
that a beacon frame in a given channel also affects the adjacent channels. With that
information, we choose the channel where the power of the different beacon frames received
is minimal.

The Least Beacon Power (LBP) is very similar to LBPm, but we now restrict the measured
power of each beacon frame to the channel where it is received. This operation is very
easy to implement, as we know both the channel of the beacon frame and its power in
that channel.

The Least Number of Beacons (LNB) consists of measuring the number of beacon frames
in each channel. To implement this technique, we have to scan the beacon frames that are
received with a power higher than the sensitivity of the receiver and count their number in
each channel. The chosen channel will be the one with the lowest number of beacon frames
detected. In the event of a tie between several channels, we choose one of them randomly
(or stay in our current channel if it is one of the tied ones). This technique is similar to the
well-known Least Congested Channel Search (LCCS) [2] technique, based on measuring
the number of STAs using each channel. As the number of STAs per AP is a constant value
in each of the considered scenarios, choosing the channel with the least number of beacon
frames (LNB) will be equal to the results obtained by LCCS. However, we have preferred to
use the number of beacon frames since it is easier to measure, which is the main requisite
of the studied techniques.
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4.2.3. Baseline Techniques

Although the main objective is to compare the above-mentioned techniques between
them, it is also interesting to compare them with some baselines. In fact, we have considered
both lower and upper bounds. In a lower bound, we have included in the results two very
simple techniques. The first one is the worst possible choice, corresponding to choosing the
same channel for all the APs. Although we have chosen channel six, this specific choice is
irrelevant. In the second reference technique, each AP chooses a channel randomly from
the set of 11 available channels and, therefore, we will call it Random. An interesting feature
of these techniques is that they do not require any type of coordination, or even to sense
the physical environment.

4.2.4. Optimal Assignment

Finally, in an upper bound, we have considered a centralized optimization approach.
More specifically, we have used simulated annealing (SA) to compute the (quasi-)optimal
channel assignment distribution for each setting, as we conducted in [13]. SA is a nonlinear
optimization technique, and its purpose is to search for better solutions through the state
space, evaluating some neighboring states to the current state. After this evaluation, it
decides whether to move or not to one of these neighbor states with a finite probability,
which depends on the change of performance from the current state to the neighbor, a
parameter called annealing temperature, so that the probability of moving is higher as the
annealing temperature is higher. Moreover, the temperature decreases progressively as
the algorithm progresses to guarantee its convergence. In this paper, we have used an
implementation of SA, which is an extension to the one in [13]. In this implementation,
we generated just one neighbor solution per iteration, by randomly changing the channel
where a randomly chosen AP operates. With respect to the probability of movement, we
have used the following equation:

Pm = e−∆U/τ , (6)

where ∆U is the variation of “utility” (i.e., the throughput loss due to the movement) and
τ is the annealing temperature, which starts at one and linearly decreases to zero as the
algorithm iterates. The complete algorithm is shown in Algorithm 1 and works as follows:

• We start with a random base solution Sb, which is basically a random channel assign-
ment for all the APs (1).

• At time t, to generate the next candidate solution Sc
t , the optimizer takes the base

solution Sb and moves to a neighbor solution (2) by choosing a random access point
and selecting a new random channel for it.

• When a candidate solution yields a utility loss against the base solution, there will be
a probability for the optimizer to “move to it” nonetheless. As shown in Algorithm 1,
this probability Pm depends on the utility loss associated with the new contract ∆U,
and also depends on a parameter known as annealing temperature τ (3). Annealing
temperature begins at an initial value and linearly decreases to zero throughout
successive iterations of the protocol (4).

• If at time t the optimizer “moves to” the neighbor solution Sc
t , this solution will be

used as the new base solution Sb to generate the next neighbor Sc
t+1 (5). Otherwise,

the previous Sb will be used.
• After a fixed number of iterations, the optimizer returns the final solution, which will

be the last base solution (6).

Of course, since SA is a centralized algorithm, it cannot be applied to uncoordinated Wi-
Fi networks unless the APs collaborate, which allows for an improvement in performance.
Thus, the interest in using SA as a baseline is two-fold, as it represents an upper bound due
to its optimal nature and also because it considers that the APs collaborate, sharing their
state and accepting the optimal channels that are assigned to them.



Sensors 2023, 23, 5932 11 of 19

Algorithm 1: Centralized optimization based on Simulated Annealing
Input:

G: graph model of the Wi-Fi scenario
T: maximum number of iterations
τ0: initial annealing temperature

Output:
S: final solution, corresponding to a channel assignment for each AP

Uc
0 = 0

t = 1
1 Sb = generate_random_solution(G)

Ub = compute_aggregate_throughput(G, Sb)
while t ≤ T do

2 Sc
t = move→_neighbor_solution(Sb)

Uc
t = compute_aggregate_throughput(G, Sc

t )
∆U = Ub −Uc

t
3 τ = τ0(1− t

T )

4 Pm = e
−∆U

τ

5 if rand(0, 1) ≤ Pm then
Sb = Sc

t
Ub = Uc

t
end
t = t + 1

end
6 S = Sb

5. Experimental Evaluation

This section describes our experimental settings and discusses the results of our
experiments using the aforementioned model and techniques. Three different analyses have
been performed. First, we compared the performance of the different techniques and then
we studied different perspectives for data acquisition for the best different techniques.
Finally, the distribution of channels in the selection outcomes is discussed.

5.1. Experimental Settings

We have conducted experiments for the five techniques described in Section 4.2 and for
all 50 scenarios described in Section 4.1 for a total of 250 experiments. For each experiment,
100 trials were run in the case of the distributed techniques (LI, LBPm, LBP, and LNB).
For SA, since its variability is much smaller, we ran 10 trials. For each trial, we recorded the
resulting “coloring” (i.e., which channel was finally assigned to each AP) and the resulting
throughput obtained.

The proposed techniques are fairly straightforward but, for the sake of reproducibility
and statistical significance, we briefly outline here some of the experimental parameters.
Since LI, LBPm, LBP, and LNB are asynchronous techniques, we had to “simulate” the
asynchronicity. To achieve this, we let each AP change its channel up to 20 times, except if
the algorithm converged before. More specifically, in each trial run, there are up to 20 rounds
and, in each round, all the APs have the opportunity to change their channels. In each
round, the order in which the APs are offered this choice is random. If during a whole
round no AP changes its channel, the process has converged and there is no need to obtain
the maximum number of 20 rounds. In the case of SA, for each trial, the algorithm was run
with a maximum of 3000 iterations and an annealing temperature equal to one.

Regarding the parameters for throughput computation, we have considered a typical
transmission power for network elements Ptrx = 30 mW, and we have considered simple
transmission and reception antennas, with gains Gtrx = Grx = 0 dB. Finally, to account for
the fact that APs typically transmit for a longer time ratio than STAs and, following that,
the interferences produced by the APs are more harmful than those produced by the STAs,
we have considered for APs that F = 0.5 while for STAs we have considered that F = 0.1.



Sensors 2023, 23, 5932 12 of 19

Finally, the implementation of the graphs that model the different realistic uncoor-
dinated Wi-Fi settings has been performed using Python and the networkx library [35].
The implementation of the channel selection techniques (both the proposals, baseline, and
SA) has been programmed in Python to be easily integrated with the graph model.

5.2. Comparison of Techniques

We have first compared all the techniques described in Section 4.2. The purpose
is to determine what is the best approach for choosing the Wi-Fi channels for the APs.
Figure 5 compares the average downlink throughputs obtained using each technique for
the different STA densities. These densities are represented by a range of values of η, i.e., for
the different number of STAs per AP, ranging from 1 to 10. This figure also shows the 95%
confidence interval. As expected, the worst throughput is obtained when the same channel
is used for all the APs, followed by far by the Random, LBP, and LNB techniques. From the
figure, we can conclude that using LBP or LNB is not recommendable, as their performance
is similar to random channel assignment, which is definitely much easier to implement. We
can also see that the use of LBPm, and especially LI, is highly recommendable with respect
to the rest of the techniques under study. Although the performance of LI and LBPm is
fairly similar, LI is slightly better in all cases. Keep in mind that LBPm only considers the
power of the beacons received from the APs when this power is higher than the sensitivity
of the receivers, while LI considers every interfering signal, especially from the STAs since
their number is usually much higher than the number of APs. By analyzing the common
aspects of LI and LBPm, we can conclude that including the cochannel interference is a key
aspect to achieving better throughput. This conclusion is supported by the fact that the
cochannel interference is the only difference between LBPm and LBP, and the performance
is significantly better in the first case. Finally, we observed that, although the performance
of LI and LBPm is notably higher than the one obtained by LBP, LNB, and Random, there
is still room for improvement since SA is able to achieve better throughputs. Note that
the results obtained by SA must be regarded as a maximum performance bound since its
applicability is much more complex in terms of computation cost, and it is also a technique
not suited for distributed environments since it uses centralized optimization.
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Figure 5. Comparison between channel assignment techniques.

5.3. Who Should Decide? Evaluation of Different Perspectives on Channel Selection

In this section, we study where to place the perspective on the channel selection
decision. Up to this moment, we have considered that the decision of the channel choice is
taken using the “point of view” of the AP, i.e., the interferences, the power of the beacons,
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or the number of beacons are all measured at the AP. However, this decision can also be
taken from the point of view of an STA. For example, a computer or smartphone (STA)
can run an application to scan the spectrum looking for beacons or interferences, and this
measurement is not the same that the one that would be obtained at the AP. For that
reason, we will compare the usual “AP-centric” measurement with others that are more
“STA-centric”. More specifically, we will study three options for choosing the STA that scans
and configures the AP: (i) the STA that is closest to the AP, (ii) a random STA, and (iii) the
STA that is farthest from the AP. Figures 6–9 show that, depending on the network density,
the best choice may vary. For LBP and LNB, it is not important where to scan the spectrum
while for LI and LBPm, in general, it is not recommendable to use the AP when η is low or
to use the farthest STA when η is high.
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Figure 6. Evaluation of different choices to control the AP using LI.

1 2 3 4 5 6 7 8 9 10
η

15

20

25

30

T
h
ro

u
g
h
p
u
t 

[M
b
p
s]

AP

Closest STA

Random STA

Farthest STA

Figure 7. Evaluation of different choices to control the AP using LBPm.



Sensors 2023, 23, 5932 14 of 19

1 2 3 4 5 6 7 8 9 10
η

8

10

12

14

16

18

20

T
h
ro

u
g
h
p
u
t 

[M
b
p
s]

AP

Closest STA

Random STA

Farthest STA

Figure 8. Evaluation of different choices to control the AP using LBP.

1 2 3 4 5 6 7 8 9 10
η

8

10

12

14

16

18

20

T
h
ro

u
g
h
p
u
t 

[M
b
p
s]

AP

Closest STA

Random STA

Farthest STA

Figure 9. Evaluation of different choices to control the AP using LNB.

5.4. Evaluation of the Use of Channels

Now, we perform a more in-depth analysis of the distribution of channels used. More
specifically, for each value η of the number of STAs per AP, we have run each proposed
algorithm 100 times, registering the number of times that each Wi-Fi channel is used by an
AP. With that, for each value of η, we have a vector with length 11, where the k-th element
is the number of repetitions of channel k in the solutions obtained. Later, we normalized
that vector so that the sum of all its elements equals one, so that it represents the probability
of the use of a certain Wi-Fi channel, and we represented that information as a stack in
Figure 10, using a different color for each channel. So, the more a Wi-Fi channel is used,
the higher the length of the bar of its associated color in the stack. Each figure depicts the
results for a particular technique (LI, LBPm, LBP, LNB, and SA), while each column within
each figure represents the distribution of the channels for each different value of η under
consideration (η ∈ {1, . . . , 11}).
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Figure 10. Distribution of channels used under different channel selection techniques. (a) LI.
(b) LBPm. (c) LBP. (d) LNB. (e) SA.

Figure 10a,b shows the distribution of channels obtained by LI and LBPm. It is
significant to note that the distribution of the channels does not depend on the density of
users η. Additionally, we can see there is an uneven distribution of channels, i.e., there
are certain channels that are used much more often than others. In fact, some channels
are very scarcely used. The channels that are most widely used are the three-orthogonal
ones, i.e., channels 1, 6, and 11 (especially channels 1 and 11). Channels 4 and 8 are the next
channels being favored. Finally, the use of channels 2, 5, 7, and 10 is negligible since they
are the closest to the three orthogonal channels. Finally, we can see that LI and LBPm have
a natural tendency to choose one of the three orthogonal channels. It is interesting to note
how a simple, decentralized channel assignment technique reaches a similar “agreement”
to what we normally see in centralized channel assignment proposals [36].

In other words, orthogonal channels are used more often not because the channel
assignment techniques are restricted to the use of those orthogonal channels, but because
taking into account adjacent channel interference causes a natural trend to use these
channels. In fact, many channel assignment proposals restrict their operation to the three
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orthogonal channels due to the fact that it turns the channel assignment problem into a
more tractable one and because it is usually noted that these channels are the most widely
used. However, in this paper, we can conclude that the fact that these channels are so widely
used is a consequence of taking into account the interferences from the adjacent channels.

Additionally, Figure 10c,d shows that LBP and LNB have a natural trend to use all the
available channels evenly, as it would with the Random technique. In fact, as we concluded
from Figure 5, the performance of LBP and LNB is similar to the Random technique.

Finally, Figure 10e shows the use of the channels when using SA, where a similar
uneven use of the different channels, such as in the case of LI and LBPm, is shown. This
last behavior reinforces the idea that an uneven use of the channels (being the orthogonal
channels most widely used) is a consequence of trying to minimize interference.

6. Discussion

Channel selection in Wi-Fi networks represents a challenging problem for the the-
oretical and applied scientific communities. One of the main challenges arises from the
cochannel interferences that are produced by the Wi-Fi elements operating in “nearby”
channels since the channels partially overlap. In this paper, we showed that graph coloring
is a powerful tool to offer a theoretical basis for channel selection. Although classical graph
coloring problems cannot be directly applied to channel selection in Wi-Fi networks, we
have proposed spectrum graph coloring to use graph coloring for channel assignment in
IEEE 802.11 networks. In this paper, we used graph coloring to study a very common prob-
lem in uncoordinated Wi-Fi settings: How can customers optimize their Wi-Fi operating
channel using simple (and easy-to-scan) measurements? These measurements are based
on scanning the power of interference signals or the beacon frames that are periodically
transmitted by access points (APs). The main strength of this work is the focus on practical
and simple measurements, along with the consideration of adjacent channel interference in
an indoor 3D propagation model, which has never been studied before.

We compared these techniques with lower-bound baselines (everyone using the same
channel or everyone using random channels) and an upper-bound baseline (an optimizer
based on simulated annealing). The results show that the best choice is to base the channel
selection decision on the measured interference from other APs and stations (STAs), as the
resulting throughput is better than measuring the beacon frames (especially if we ignore the
cochannel interference). We also concluded that it is worthwhile to make the interference
measurement not at the AP (which is where it is measured in most cases) but in the closest
STA, as the perceived throughput is slightly better. Finally, we have studied the distribution
of the channels that are selected when using the different techniques, showing that the
best-performing approaches tend to choose the orthogonal channels much more often than
other channels. This is interesting because we see that uncoordinated, simple approaches
can obtain outcomes similar to the ones achieved by centralized management. For that
reason, we claim that most Wi-Fi networks operate in the orthogonal channels not because
APs are restricted to those channels (as many other scientific studies assume) but as a
consequence of adjacent channel interference.

Although our experiments yielded satisfactory results, there are further avenues of
work in this area. We are interested in developing simple negotiation mechanisms, such as
the ones devised in [37], to enable better-distributed cooperation between APs and STAs.
We also want to study dynamic models, where the mobility of STAs is introduced and
taken into account in the channel assignment mechanism. Finally, we want to study the
upcoming Wi-Fi 7 model.
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STA Station
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References
1. Camacho-Gómez, C.; Marsa-Maestre, I.; Gimenez-Guzman, J.M.; Salcedo-Sanz, S. A Coral Reefs Optimization algorithm with

substrate layer for robust Wi-Fi channel assignment. Soft Comput. 2019, 23, 12621–12640. [CrossRef]
2. Achanta, M. Method and Apparatus for Least Congested Channel Scan for Wireless Access Points. US Patent 10/959,446,

6 April 2006.
3. Orden, D.; Gimenez-Guzman, J.M.; Marsa-Maestre, I.; de la Hoz, E. Spectrum Graph Coloring and Applications to Wi-Fi Channel

Assignment. Symmetry 2018, 10, 65. [CrossRef]
4. Gimenez-Guzman, J.M.; Marsa-Maestre, I.; Cruz-Piris, L.; Orden, D.; Tejedor-Romero, M. IEEE 802.11 graph models. Alex. Eng. J.

2023, 66, 633–649. [CrossRef]
5. Chen, K. Performance Evaluation by Simulation and Analysis with Applications to Computer Networks; John Wiley & Sons: Hoboken,

NJ, USA, 2015.
6. Chieochan, S.; Hossain, E.; Diamond, J. Channel assignment schemes for infrastructure-based 802.11 WLANs: A survey.

IEEE Commun. Surv. Tutor. 2010, 12, 124–136. [CrossRef]
7. Seyedebrahimi, M.; Bouhafs, F.; Raschellà, A.; Mackay, M.; Shi, Q. SDN-based channel assignment algorithm for interference

management in dense Wi-Fi networks. In Proceedings of the 2016 European Conference on Networks and Communications
(EuCNC), Athens, Greece, 27–30 June 2016 ; pp. 128–132.

8. De La Hoz, E.; Marsa-Maestre, I.; Gimenez-Guzman, J.M.; Orden, D.; Klein, M. Multi-Agent Nonlinear Negotiation for Wi-Fi
Channel Assignment. In Proceedings of the 16th Conference on Autonomous Agents and MultiAgent Systems, Sao Paulo, Brazil,
8–12 May 2017; pp. 1035–1043.

https://doi.org/10.5281/zenodo.5703320
http://doi.org/10.1007/s00500-019-03815-9
http://dx.doi.org/10.3390/sym10030065
http://dx.doi.org/10.1016/j.aej.2022.12.016
http://dx.doi.org/10.1109/SURV.2010.020110.00047


Sensors 2023, 23, 5932 18 of 19

9. Lee, W.; Seo, J.B. Deep Learning-aided Channel Allocation Scheme for WLAN. IEEE Wirel. Commun. Lett. 2023, 12, 1007–1011.
[CrossRef]

10. Oh, H.S.; Jeong, D.G.; Jeon, W.S. Joint radio resource management of channel-assignment and user-association for load balancing
in dense WLAN environment. IEEE Access 2020, 8, 69615–69628. [CrossRef]

11. Gimenez-Guzman, J.M.; Crespo-Sen, D.; Marsa-Maestre, I. A Cluster-Based Channel Assignment Technique in IEEE 802.11
Networks. Telecom 2020, 1, 228–241. [CrossRef]

12. Drieberg, M.; Zheng, F.C. Centralized channel assignment for IEEE 802.11 WLANs: Utilization minmax-sum. In Proceedings
of the 2012 15th International Symposium on Wireless Personal Multimedia Communications (WPMC), Lisbon, Portugal,
24–27 November 2012; pp. 633–637.

13. de la Hoz, E.; Gimenez-Guzman, J.M.; Marsa-Maestre, I.; Orden, D. Automated negotiation for resource assignment in wireless
surveillance sensor networks. Sensors 2015, 15, 29547–29568. [CrossRef] [PubMed]

14. Orden, D.; Marsa-Maestre, I.; Gimenez-Guzman, J.M.; de la Hoz, E.; Álvarez-Suárez, A. Spectrum graph coloring to improve
Wi-Fi channel assignment in a real-world scenario via edge contraction. Discret. Appl. Math. 2019, 263, 234–243. [CrossRef]

15. Chen, H.J.; Chuang, C.P.; Wang, Y.S.; Ting, S.W.; Tu, H.Y.; Teng, C.C. Design and implementation of a Cluster-based Channel
Assignment in high density 802.11 WLANs. In Proceedings of the 2016 18th Asia-Pacific Network Operations and Management
Symposium (APNOMS), Kanazawa, Japan, 5–7 October 2016; pp. 1–5.

16. Mengual, E.; Garcia-Villegas, E.; Vidal, R. Channel management in a campus-wide WLAN with partially overlapping channels.
In Proceedings of the 2013 IEEE 24th International Symposium on Personal Indoor and Mobile Radio Communications (PIMRC),
London, UK, 8–11 September 2013; pp. 2449–2453.

17. Abeysekera, B.H.S.; Ishihara, K.; Inoue, Y.; Mizoguchi, M. Network-controlled channel allocation scheme for IEEE 802.11 wireless
LANs: Experimental and simulation study. In Proceedings of the 2014 IEEE 79th Vehicular Technology Conference (VTC Spring),
Seoul, Republic of Korea, 18–21 May 2014; pp. 1–5.

18. Marsa-Maestre, I.; Gimenez-Guzman, J.M.; de la Hoz, E.; Orden, D. Competitive belief propagation to efficiently solve complex
multi-agent negotiations with network structure. In Proceedings of the Autonomous Agents and Multiagent Systems: AAMAS
2017 Workshops, Visionary Papers, São Paulo, Brazil, 8–12 May 2017; Revised Selected Papers 16; Springer: Berlin/Heidelberg,
Germany, 2017; pp. 1–16.

19. Gong, D.; Zhao, M.; Yang, Y. Channel assignment in multi-rate 802.11 n WLANs. In Proceedings of the 2013 IEEE Wireless
Communications and Networking Conference (WCNC), Shanghai, China, 7–10 April 2013; pp. 392–397.

20. Bhartia, A.; Chakrabarty, D.; Chintalapudi, K.; Qiu, L.; Radunovic, B.; Ramjee, R. IQ-Hopping: Distributed oblivious channel
selection for wireless networks. In Proceedings of the 17th ACM International Symposium on Mobile Ad Hoc Networking and
Computing, Paderborn, Germany, 4–8 July 2016; pp. 81–90.

21. Kwon, Y.M.; Choi, K.; Kim, M.; Chung, M.Y. Distributed channel selection scheme based on the number of interfering stations in
WLAN. Ad Hoc Netw. 2016, 39, 45–55. [CrossRef]

22. Kasasbeh, H.; Wang, F.; Cao, L.; Viswanathan, R. Generous Throughput Oriented Channel Assignment for Infra-Structured WiFi
Networks. In Proceedings of the 2017 IEEE Wireless Communications and Networking Conference (WCNC), San Francisco,
CA, USA, 19–22 March 2017; pp. 1–6.

23. Iacoboaiea, O.; Krolikowski, J.; Houidi, Z.B.; Rossi, D. Real-time channel management in WLANs: Deep reinforcement learning
versus heuristics. In Proceedings of the 2021 IFIP Networking Conference (IFIP Networking), Paris, France, 21–24 June 2021;
pp. 1–9.

24. Wu, Z.; Pan, S.; Chen, F.; Long, G.; Zhang, C.; Philip, S.Y. A comprehensive survey on graph neural networks. IEEE Trans. Neural
Netw. Learn. Syst. 2020, 32, 4–24. [CrossRef] [PubMed]

25. Westarb, G.; Stefenon, S.F.; Hoppe, A.F.; Sartori, A.; Klaar, A.C.R.; Leithardt, V.R.Q. Complex graph neural networks for
medication interaction verification. J. Intell. Fuzzy Syst. 2023, 44, 10383–10395. [CrossRef]

26. Tuza, Z.; Gutin, G.; Plurnmer, M.; Tucker, A.; Burke, E.; Werra, D.; Kingston, J. Colorings and Related Topics. In Handbook of Graph
Theory; Discrete Mathematics and Its Applications; CRC Press: Boca Raton, FL, USA, 2003; pp. 340–483.

27. Aardal, K.I.; Van Hoesel, S.P.; Koster, A.M.; Mannino, C.; Sassano, A. Models and solution techniques for frequency assignment
problems. Ann. Oper. Res. 2007, 153, 79–129. [CrossRef]

28. Marsa-Maestre, I.; de la Hoz, E.; Gimenez-Guzman, J.M.; Orden, D.; Klein, M. Nonlinear negotiation approaches for complex-
network optimization: A study inspired by Wi-Fi channel assignment. Group Decis. Negot. 2019, 28, 175–196. [CrossRef]

29. Internation Telecommunication Union. 1238-10. In Propagation Data and Prediction Methods for the Planning of Indoor Radiocommuni-
cation Systems and Radio Local Area Networks in the Frequency Range 300 MHz to 450 GHz; Internation Telecommunication Union:
Geneva, Switzerland, 2019.

30. Chrysikos, T.; Georgopoulos, G.; Kotsopoulos, S. Site-specific validation of ITU indoor path loss model at 2.4 GHz. In Proceedings
of the 2009 IEEE International Symposium on a World of Wireless, Mobile and Multimedia Networks & Workshops, Kos, Greece,
15–19 June 2009; pp. 1–6.

31. Chowdhury, K.R.; Akyildiz, I.F. Cognitive wireless mesh networks with dynamic spectrum access. IEEE J. Sel. Areas Commun.
2008, 26, 168–181. [CrossRef]

http://dx.doi.org/10.1109/LWC.2023.3257128
http://dx.doi.org/10.1109/ACCESS.2020.2986581
http://dx.doi.org/10.3390/telecom1030016
http://dx.doi.org/10.3390/s151129547
http://www.ncbi.nlm.nih.gov/pubmed/26610512
http://dx.doi.org/10.1016/j.dam.2018.12.009
http://dx.doi.org/10.1016/j.adhoc.2015.12.005
http://dx.doi.org/10.1109/TNNLS.2020.2978386
http://www.ncbi.nlm.nih.gov/pubmed/32217482
http://dx.doi.org/10.3233/JIFS-223656
http://dx.doi.org/10.1007/s10479-007-0178-0
http://dx.doi.org/10.1007/s10726-018-9600-z
http://dx.doi.org/10.1109/JSAC.2008.080115


Sensors 2023, 23, 5932 19 of 19

32. IEEE Std 802.11n-2009 ; IEEE Standard for Information Technology—Local and Metropolitan Area Networks–Specific
Requirements—Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifications Amendment 5:
Enhancements for Higher Throughput. IEEE: Piscataway, NJ, USA, 2009; pp. 1–565.

33. Gimenez-Guzman, J.M.; Marsa-Maestre, I.; Orden, D.; Fernandez, S.; Tejedor-Romero, M. On the benefits of channel bonding in
dense, decentralized Wi-Fi 4 networks. Wirel. Commun. Mob. Comput. 2022, 2022, 8497585. [CrossRef]

34. Kim, M.; Choi, C.H. Hidden-node detection in IEEE 802.11n wireless LANs. IEEE Trans. Veh. Technol. 2013, 62, 2724–2734.
[CrossRef]

35. Hagberg, A.; Conway, D. Networkx: Network Analysis with Python. 2020. Available online: https://networkx.github.io
(accessed on 17 May 2023).

36. Gimenez-Guzman, J.M.; Marsa-Maestre, I.; Orden, D.; de la Hoz, E.; Ito, T. On the goodness of using orthogonal channels in
WLAN IEEE 802.11 in realistic scenarios. Wirel. Commun. Mob. Comput. 2018, 2018, 5742712. [CrossRef]

37. Marsa-Maestre, I.; Gimenez-Guzman, J.M.; Tejedor-Romero, M.; de la Hoz, E.; Murukannaiah, P. Democratic Wireless Channel
Assignment: Fair Resource Allocation in Wi-Fi Networks. IEEE Internet Comput. 2023, 27, 76–80. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1155/2022/8497585
http://dx.doi.org/10.1109/TVT.2013.2246594
https://networkx. github. io
http://dx.doi.org/10.1155/2018/5742712
http://dx.doi.org/10.1109/MIC.2022.3201454

	Introduction
	Related Work
	Graphs and Channel Selection in Wi-Fi 
	An Application of Graph Coloring to Channel Assignment in IEEE 802.11 Networks
	System Model Using Graphs 
	Topological Model
	Propagation, Interferences, SINR, and Throughput Computation

	Channel Selection Techniques
	Least Interference Channel Selection (LI) Technique
	Beacon-Based Channel Selection Techniques
	Baseline Techniques
	Optimal Assignment


	Experimental Evaluation
	Experimental Settings
	Comparison of Techniques
	Who Should Decide? Evaluation of Different Perspectives on Channel Selection
	Evaluation of the Use of Channels

	Discussion 
	References

