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## Resumen

El presente trabajo está dedicado al análisis de una clase particular de operadores (lineales y continuos) entre espacios de Banach de funciones. El objetivo es avanzar en la teoría de los llamados operadores factorizables a la $p$-potencia analizando todos los aspectos de la dualidad. Esta clase de operadores ha demostrado ser de utilidad tanto en la teoría de factorización de operadores sobre espacios de Banach de funciones (teoría de Maurey-Rosenthal) como en el Análisis Armónico (dominios óptimos de la transformada de Fourier y operadores de convolución). A fin de desarrollar esta teoría de dualidad y sus aplicaciones, se define y estudia una nueva clase de operadores con propiedades de extensión que involucran al operador y a su adjunto. Ésta es la familia de operadores factorizables a la ( $p, q$ )-potencia, $1 \leq p, q<\infty$, y pueden caracterizarse mediante un esquema de factorización a través del espacio de $p$-potencias del dominio y el dual del espacio de $q$-potencias del dual del codominio. También se obtiene una equivalencia mediante un diagrama de factorización a través de espacios $L^{p}(m)$ y $L^{q}(n)^{\prime}$, donde $m$ y $n$ son medidas vectoriales adecuadas y ésta será nuestra principal herramienta (Capítulo 3 y Capítulo 4). Para esta construcción resultan necesarios algunos resultados preliminares relativos a las $p$-potencias de los espacios de Banach de funciones que intervienen (Capítulo 2).

Con estos útiles se dan algunos resultados para caracterizar el rango óptimo -el menor espacio de Banach de funciones en el que puede tomar valores el operador- para operadores que van de un espacio de Banach a un espacio de Banach de funciones (Capítulo 3). Además, se desarrolla y presenta formalmente la idea de factorización óptima de un operador que optimiza una factorización previa, en términos del diagrama que debe satisfacer un operador factorizable a su ( $p, q$ )-potencia (Capítulo 4). Todos estos resultados extienden los actuales cálculos del dominio óptimo mediante medidas vectoriales para operadores sobre espacios de Banach de funciones. Dichos cálculos han dado resultados relevantes en diversas áreas del análisis matemático mediante una descripción del mayor espacio de Banach de funciones al cual, operadores relevantes - como la transformada de Fourier o el operador de Hardy- se pueden extender.

La teoría se aplica para encontrar nuevos resultados en determinados campos: como la teoría de interpolación de operadores entre espacios de Banach de funciones, los operadores de núcleo (Capítulo 5) y en particular, la transformada de Laplace (Capítulo 6).


#### Abstract

Resum

El present treball es dedica a l'anàlisi d'una classe concreta d'operadors (lineals i continus) entre espais de Banach de funcions. L'objectiu és avançar en la teoria dels anomenats operadors factoritzables a la $p$-potència analitzant tots els aspectes de la dualitat. Aquesta classe d'operadors ha demostrat ser útil tant a la teoria de factorització d'operadors sobre espais de Banach de funcions (teoria de Maurey-Rosenthal) com en l'Anàlisi Harmònic (dominis òptims de la transformada de Fourier i d'operadors de convolució). Per tal de desenvolupar la corresponent teoria de dualitat iles aplicacions, es defineixen i estudien una nova classe d'operadors amb propietats d'extensió que involucren a l'operador i al seu adjunt. Aquesta és la familia d'operadors factoritzables a la $(p, q)$-potència, $1 \leq$ $p, q<\infty$, els quals es poden caracteritzar mitjançant un diagrama de factorització per l'espai de $p$-potències del domini i el dual de l'espai de $p$-potències del dual del codomini. També s'obté una equivalència per mig d'un diagrama de factorització a través de $L^{p}(m)$ i $L^{q}(n)^{\prime}$ per a unes mesures vectorials $m$ i $n$ convenients, i que serà la nostra principal eina (Capítol 3 i Capítol 4). Per dur a terme aquesta tasca es necessiten alguns resultats preliminars en relació amb els espais de $p$-potència dels espais de Banach de funcions que actuen (Capítol 2).

Amb estes eines es dónen alguns resultats per caracteritzar el rang òptim -el menor espai de Banach de funcions al que pot prendre valors l'operador- per a operadors que van des d'un espai de Banach fins un espai de Banach de funcions (Capítol 3). A més a més, es presenta i desenvolupa la idea de factorització òptima d'un operador que optimitza una factorització prèvia en termes del diagrama de factorizació que satisfà un operador factoritzable a la $(p, q)$-potència (Capítol 4). Tots aquests resultats extenen els actuals càlculs del domini òptim mitjançant mesures vectorials per a operadors sobre espais de Banach de funcions. Aquests càlculs han donat resultats rellevants en diverses àrees de l'anàlisi matemàtic mitjançant una descripció del major espai de Banach de funcions al qual, operadors relevants - com la transformada de Fourier o l'operador de Hardy- es poden extendre.

La teoria s'aplica per trobar nous resultats en alguns camps concrets: como ara la teoria d'interpolació d'operadors entre espais de Banach de funcions, els operadors de nucli (Capítol 5) i en particular, la transformada de Laplace (Capítol 6).


#### Abstract

The present work is devoted to the analysis of a particular class of (linear and continuous) operators between Banach function spaces. The aim is to advance in the theory of the so-called $p$-th power factorable operators by analyzing all the aspects of the duality. This class of operators has proved to be useful both in the factorization theory of operators on Banach function spaces (Maurey-Rosenthal theory) and in Harmonic Analysis (optimal domains for the Fourier transform and convolution operators). In order to develop the corresponding duality theory and some applications, a new class of operators with extension properties involving both the operator and its adjoint is defined and studied. This is the family of the $(p, q)$-th power factorable operators, for $1 \leq p, q<\infty$, that can be characterized by means of a canonical factorization scheme through the $p$-th power space of the domain space and the dual of the $q$-th power space of the dual of the codomain space. An equivalent diagram factoring such an operator through $L^{p}(m)$ and $L^{q}(n)^{\prime}$ for suitable vector measures $m$ and $n$ is also obtained, and this becomes the main tool (Chapter 3 and Chapter 4). Some other preliminary results concerning $p$-th powers of Banach function spaces are also necessary for constructing the above mentioned ones (Chapter 2).

Using these tools, some results characterizing the optimal range -the smallest Banach function space in which the operator can take values- for operators from a Banach space into a Banach function space are given (Chapter 3). Also, the idea of optimal factorization of an operator optimizing a previous one is developed and formally presented in terms of the diagram that a $(p, q)$-th power factorable operator must satisfy (Chapter 4). All these results extend the nowadays well known computation of the optimal domain for operators on Banach function spaces by means of vector measures. These computations have provided relevant results in several fields of the mathematical analysis by means of a description of the biggest Banach function spaces to which some special relevant operators - for instance, the Fourier transform and the Hardy operator- can be extended.

The theory is applied for finding new results in some concrete fields: as interpolation theory for operators between Banach function spaces, kernel operators (Chapter 5) and in particular, to the Laplace transform (Chapter 6).
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## InTRODUCTION

The aim of the present work is to provide a duality theory for the so called $p$-th power factorable operators, that have been recently defined and used for the general study of the optimal domain of operators between Banach function spaces and Banach spaces, finding applications in Functional and Fourier Analysis. The idea is to define and show the applications of the class of $(p, q)$-th power factorable operators between Banach function spaces, that are defined in a way that concerns the $p$-th power factorability of the original operator and the $q$-th power factorability of its dual map. We will find applications to some classical topics of the operator theory and spaces of integrable functions, such as interpolation theory and kernel operators, bringing new light to the problem of finding the optimal domain and the optimal range of some classical operators as the Laplace transform.

Let us introduce some basic definitions. Given a Banach function space $X(\mu)$ over a finite measure $\mu$-i.e. a Banach ideal of classes of measurable functions in $L^{0}(\mu)$ - and $p>0$, we can define its $p$-th power space (also called $1 / p$-convexification) as the quasiBanach function space of $\mu$-measurable functions such that the $1 / p$ power of its modulus belongs to $X(\mu)$ itself. This space was explicitly introduced in [42, Defn. 1.9] and [23, p. 156] (see also [71]), and fruitfully applied in [79, Ch. 5] and [17, 28, 29] to the theory of Optimal Domains, to find representation theorems for Banach lattices in [15, 27, 38, 53] and for extending the Maurey-Rosenthal Theorems and its applications in Fourier Analysis in [79, Ch. 6,7].

Spaces of integrable functions with respect to a vector measure constitute a fundamental tool in our work. In fact, there is a direct association between vector measures and operators, and also between spaces of integrable functions with respect to a vector measure and order continuous Banach functions spaces over a finite measure. Given a Banach space valued operator $T$ from such a space $X(\mu)$ over the finite measure space $(\Omega, \Sigma, \mu)$, the expression $m_{T}(A):=T\left(\chi_{A}\right), A \in \Sigma$, defines a vector measure under some mild conditions on $T$ and $X(\mu)$.

The class of $p$-th power factorable operators was developed in 2008 by Okada, Ricker and Sánchez Pérez in [79, Ch. 5]. This is the family of Banach space valued (linear and continuous) operators from a Banach function space $X(\mu)$ over a finite measure $\mu$ that can be extended to the $p$-th power space $X(\mu)_{[p]}$ on $X(\mu)$. More precisely, if $E$ is a Banach space
$1<p<\infty$ and $T: X(\mu) \rightarrow E$ is an operator, there is a continuous operator $T_{[p]}: X(\mu)_{[p]} \rightarrow E$ such that $T=T_{[p]} \circ i_{[p]}$, where $i_{[p]}$ is the natural inclusion map $i_{[p]}: X(\mu) \hookrightarrow X(\mu)_{[p]}$. This is equivalent to the optimality of the extension of the map through the space of $p$-integrable functions with respect to $m_{T}$, the associated vector measure with $T$.

This main idea extends the basic fact that is known in this setting for continuous operators: the optimal domain for $T: X(\mu) \rightarrow E$-i.e. the maximal space to which the operator can be extended-is the space of $m_{T}$-integrable functions $L^{1}\left(m_{T}\right)$. If we consider an operator that can be extended to $X(\mu)_{[p]}$ for $1<p<\infty$, then its optimal domain preserving the same property, is $L^{p}\left(m_{T}\right)$. This provides direct information about both the operator and the corresponding space of integrable functions $L^{p}\left(m_{T}\right)$ (see [79, Th. 5.7]). More relevant properties of this class of operators is that they are always weakly compact, and $p$-convex when the operator is positive, since $L^{p}\left(m_{T}\right)$ is $p$-convex (see e.g. [66, Th. 1.d.9]).

Duality applied to factorization diagrams for operators is a well known technique for analyzing operators between Banach spaces and Banach lattices (see for instance [23, 24, 87, 88]). Regarding $p$-th power factorable operators, this is the main motivation of this work. Given a $p$-th power factorable operator $T: X(\mu) \rightarrow E$, there is no reason to think that its dual map is also $p$-th power factorable. However, to know if there is any factorability property for the dual map opens the door to a more detailed analysis of the properties of the operator. This leads us to the definition of a more general class of operators that we will call $(p, q)$-th power factorable operators and are defined as those operators between Banach function spaces $X(\mu)$ and $Y(v)$ which factor as $T=S \circ R$ through a Banach space $E$ and satisfy that $R: X(\mu) \rightarrow E$ is $p$-th power factorable and $S^{\prime}: Y(v)^{\prime} \rightarrow E^{*}$ is $q$-th power factorable, where $S^{\prime}$ is the restriction of the adjoint operator $T^{*}: Y(v)^{*} \rightarrow E^{*}$ to the Köthe adjoint $Y(v)^{\prime}$ of $Y(v)$. The definition of this class is natural and in a sense similar to the Kwapień decomposition for $(p, q)$-factorable operators and to the definition of $(p, q)$ dominated operators due to Pietsch, and finds also some analogies in other contexts, as the Nakano duality theory for Riesz spaces ([73, Sect. 1.4]). A special mention must be done here to the so called Maurey-Rosenthal Theorems for factorization of operators between Banach function spaces through an operator $T: L^{p}(\mu) \rightarrow L^{q}(v)$ for two particular positive (scalar) measures (see $[\mathbf{2 3}, \mathbf{2 5}]$ ) under certain convexity/concavity requirements. As we will show in this work, our class of operators can be characterized by a sort of vector measure version of this factorization.

Among other things, the results are applied to get more information on some particular topics of the theory of Banach function spaces. These spaces are ideals of ( $\mu$-almost everywhere equal) measurable functions, and two alternative ways of defining them are available in the mathematical literature. The first one can be found in [66, 107], where a direct definition as a normed sublattice (ideal) of $L^{1}(\mu)$ is given. The second one is given in $[\mathbf{8}, \mathbf{7 3}, \mathbf{9 8}, \mathbf{1 0 8}]$, where the definition by means of a so called function norm is presented. Both definitions are equivalent when we restrict our attention to the case of Banach spaces, whenever the order continuity and the Fatou properties are considered as
separated properties not implicitly assumed in the definition (see for example [8, Ch. 1 Defn. 1.1]). In the presentation of our results, we have chosen the first option in the version that can be found in [79, Rem. 2.3(ii)], where the quasi-Banach case is included. This is useful for us, since in general the $p$-th power of a Banach function space is not a Banach but a quasi-Banach space, and so we will need this case very often.

The reason for considering mainly Banach function spaces over a finite measure space is the same. In this case, such a Banach function space is always continuously contained in its (quasi-Banach) $p$-th power space. Moreover, the spaces of vector measure integrable functions appearing in a natural way in our results are Banach function spaces over a Rybakov measure for the corresponding vector measure.

The possibility of extending operators defined on a Banach function space to some sort of maximal or optimal domain -but, keeping the codomain space fixed- has been studied in various contexts within the general theory of kernel operators or differential operators; see for example $[\mathbf{6}, \mathbf{1 7}, \mathbf{6 5}, \mathbf{7 7}, \mathbf{1 0 0}, \mathbf{1 0 1}]$ and the references therein. See also [4, 10, 11, 85, 99, 103] for Hardy integral inequalities. In more recent years this idea has also turned out to be fruitful in the investigation of other large classes of operators (in addition to kernel and differential operators), such as convolutions, the Fourier transform and the Sobolev embedding; see $[\mathbf{1 8}, \mathbf{2 0}, \mathbf{2 1}, \mathbf{3 4}, \mathbf{7 5}, \mathbf{8 0}, 81,86]$.

The contents of this memoir are organized as follows. After some introductory results that are presented in Chapter 1, in Chapter 2 we develop the theory of what we call the Köthe $p$-dual $X(\mu)^{p}$ of a Banach function space $X(\mu)$. This is the space of multipliers from $X(\mu)$ to $L^{p}(\mu)$, and we introduce and study it because it is a useful substitute of the ordinary Köthe dual space when the dual of the $p$-th power $X(\mu)_{[p]}$ is required. In Chapter 3 we analyze the problem of finding the best range of an operator $T: E \rightarrow X(\mu)$, i.e. the smallest Banach function space in which the range of an operator lies. In order to do this, we construct the duality of the well known theory of optimal domains and their characterization by means of spaces of integrable functions with respect to a vector measure ([79, Ch. 4]). Although some applications of these results are already given, we use this case as an introduction to the setting of $(p, q)$-th power factorable operators that is analyzed in Chapter 4.

Thus, in Chapter 4 we develop the theory of $(p, q)$-th power factorable operators and we show that they can be associated to the optimality of the spaces between which the operator is defined. Let $X, Y, Z, W$ be Banach spaces, and let $T: X \rightarrow Y$ be an operator belonging to a class of operators $\mathscr{C}$. Roughly speaking, an operator $\widehat{T}: Z \rightarrow W$ in $\mathscr{C}$ gives an optimal factorization for $T$, if $X \subseteq Z$ and $W \subseteq Y$, and $Z$ is the biggest space (fixing $W$ ) and $W$ is the smallest space (fixing $Z$ ) such that $T$ can be factored in this way with a factorization map belonging to $\mathscr{C}$. This, in our case, can be translated in the following terms: if $Z \subseteq G$ and $\widehat{T}: Z \rightarrow W$ can be extended to $G$ with an operator $\widehat{\widehat{T}} \in \mathscr{C}$, then $Z=G$, and the same must happen with the adjoint $\widehat{T}^{*}$ and $W^{*}$. In case that the spaces involved $X, Y, Z, W$
are Banach function spaces with adequate properties, we will show that the optimal factorization for the class of the $(p, q)$-th power factorable operators can be constructed in a systematic way through a space $L^{p}\left(m_{R}\right)$ of $p$-integrable functions with respect to a vector measure and the dual of a space $L^{q}\left(m_{S^{*}}\right)$ of $q$-integrable functions with respect to other vector measure, where $T=S \circ R$ is a given factorization for $T$.

The final part of the thesis is devoted to show applications of the results obtained in the previous ones. Chapter 5 contains two parts. The first one deals with some applications in the setting of the interpolation theory for Banach function spaces, that has been recently developed specifically for the case of the spaces of $p$-integrable functions with respect to a vector measure (see $[\mathbf{2 6}, \mathbf{3 6}, \mathbf{3 7}, \mathbf{4 0}]$ ). In particular, we show that the properties of $p$-th and $(p, q)$-th power factorability are inherited by Calderón complex interpolation. The second part provides an analysis of the theory of kernel operators (Hille-Tamarkin) from the point of view of their factorization properties, and some optimality results are given. We provide also examples of how to apply these results to the study of some relevant kernel operators as convolution, Volterra, Hardy and Hartley operators. Finally, in Chapter 6 we center our attention in the problem of the optimal domain, optimal range and optimal factorizations for the Laplace transform, in order to show some concrete new results that are obtained by using our technique.

## CHAPTER 1

## Preliminaries and notation

In this chapter we establish the concepts used throughout the memoir on Banach lattices and specially Banach function spaces. We also collect useful results on factorization of operators and briefly recall the theory of integration of real functions with respect to vector measures defined on $\sigma$-algebras. All along in this memoir all the operators are considered linear and continuous.

### 1.1. Measures and spaces

We begin with some quite standard terminology and notations. A $\sigma$-algebra $\Sigma$ is a collection of subsets of a set $\Omega$ containing $\Omega$ which is closed for the difference and the numerable union, a pair $(\Omega, \Sigma)$ is a measurable space and an element of $\Sigma$ is a measurable element of the $\sigma$-algebra. The variation of a scalar measure $\mu$ is defined by

$$
|\mu|(A):=\sup \left\{\sum_{B \in \pi}|\mu(B)|: \pi \subset \Sigma \text { partition of } \mathrm{A}, \operatorname{card}(\pi)<\infty\right\}, \quad A \in \Sigma .
$$

Given a scalar (positive) measure $\mu$ and a measurable space the triad $(\Omega, \Sigma, \mu)$ is a measure space. We say that $A \in \Sigma$ is $\mu$-null if $|\mu|(A)=0$. Let $\mathscr{N}_{0}(\mu)$ denote the set of all $\mu$-null sets. We say that a measure $\mu$ is complete if every subset of every null set is measurable. We say that $\mu$ is a positive scalar measure if $0 \leq \mu(A) \leq \infty$ for every $A \in \Sigma$. If $\mu$ is a positive scalar measure, then $\mu=|\mu|$.
1.1.1. Vector measures. For a real Banach space $E$ a vector measure is a $\sigma$-additive (countably additive) mapping from $\Sigma$ taking values in $E, m: \Sigma \rightarrow E$. The variation of $a$ vector measure $m$ is defined as

$$
|m|(A):=\sup \left\{\sum_{B \in \pi}\|m(B)\|_{E}: \pi \subset \Sigma \text { partition of } \mathrm{A}, \operatorname{card}(\pi)<\infty\right\}, \quad A \in \Sigma .
$$

It is said that $m$ has finite variation if $|m|(\Omega)<\infty$, and $\sigma$-finite variation if there exists a sequence of subsets $\left\{A_{i}\right\}_{i \in \mathbb{N}} \subseteq \Sigma$ such that $\Omega=\cup_{i \in \mathbb{N}} A_{i}$ and $|m|\left(A_{i}\right)<\infty$ for every $i \in \mathbb{N}$.

By semivariation of $m$ we mean the set function $\|m\|: \Sigma \rightarrow[0, \infty)$ defined by

$$
\begin{equation*}
\|m\|(A):=\sup \left\{\left|\left\langle m, x^{*}\right\rangle\right|(A):\left\|x^{*}\right\|_{E^{*}} \leq 1\right\} \quad A \in \Sigma . \tag{1.1}
\end{equation*}
$$

The null sets of $m$ are those $A \in \Sigma$ such that $\|m\|(A)=0$, these sets are briefly called $m$-null sets. Recall that a Rybakov measure is a scalar measure defined as $\left\langle m, x^{*}\right\rangle(A)=\left\langle m(A), x^{*}\right\rangle$, where $x^{*} \in E^{*}$ and $A \in \Sigma$ and it is such that $\|m\| \ll\left|\left\langle m, x^{*}\right\rangle\right|$. Such a measure always exists (see [31, Th. IX.2.2]).

A simple function is a function that takes a finite number of values and it can be written as $s=\sum_{i=1}^{n} \alpha_{i} \chi_{A_{i}}$ where $\left\{\alpha_{i}\right\}_{i=1}^{n} \subset \mathbb{R}$ and $\left\{A_{i}\right\}_{i=1}^{n} \subseteq \Sigma$ is a partition of $\Omega$. $\mathscr{S}(\Sigma)$ will be the set of all simple functions. Recall that the Borel sets of a topological space are the members of the $\sigma$-algebra generated by the open sets. We will assume, without explicit mention, that the measure spaces considered are complete. In this way, a scalar function is Borel measurable (the preimage of every Borel subset of scalars is measurable) if and only if equals almost everywhere to the limit of a sequence of simple functions. Following the notation of [56] or [69, Defn. 23.1 and Ex. 23.3(iv)] we denote by $L^{0}(\mu)$ the space of classes of real-valued measurable functions modulo equality $\mu$-almost everywhere, which is a complete, metrizable and not normable topological vector space (see e.g. [79, Lem. 2.1]). If $m$ is a vector measure, consider the space $L^{0}(m)$ of equivalence classes of measurable functions which differ only in a $m$-null set. If $\left|\left\langle m, x^{*}\right\rangle\right|$ is a Rybakov measure, then $L^{0}(m)=L^{0}\left(\left|\left\langle m, x^{*}\right\rangle\right|\right)$. When we consider a measurable space $(\Omega, \Sigma)$ and measures $\mu, \lambda: \Sigma \rightarrow[0, \infty]$ such that $\lambda \ll \mu$ it is defined the map $[i]: L^{0}(\mu) \rightarrow L^{0}(\lambda)$ by $[i]\left([f]_{\mu}\right):=[f]_{\lambda}$, where $[\cdot]_{\mu}$ and $[\cdot]_{\lambda}$ denote the respective classes modulo equal $\mu$ and $\lambda$-almost everywhere, respectively. Let us denote this inclusion by " $\hookrightarrow_{[i]}$ ". This map is called inclusion/quotient map and is well defined (see e.g. [13, p. 90]). These notions with their theoretic developments can be found e.g. in $[31,32,45,79]$ ).
1.1.2. Banach lattices and Banach function spaces. A (real) Banach lattice is a (real) Banach space endowed with an order (i.e. a reflexive, antisymmetric and transitive binary relation) denoted by " $\leq$ " or " $<$ ", that is compatible with the sum and the multiplication by a non-negative scalar. Given a Banach lattice, the least upper bound is denoted by " v " and the greatest lower bound is denoted by " $\wedge$ ". If $X$ is a Banach lattice and $x \in X$, the absolute value of $x$ is defined as $|x|:=x \vee(-x)$, the positive part of $x$ as $x^{+}:=x \vee 0$ and the negative part as $x^{-}:=-(x \wedge 0)$. Observe that $|x|=x^{+}+x^{-}$and that $x=x^{+}-x^{-}$. Let us define $X^{+}$the positive cone as the set of all positive parts, and $X^{-}$the negative cone the set of all negative parts of the elements of $X$. An advantage property of Banach lattices versus Banach spaces is that an equality or inequality involving a finite number of elements holds if and only if it is valid for real numbers. We refer to $[\mathbf{2 , 6 6}, \mathbf{7 3}, \mathbf{1 0 8}]$ for the concepts on Banach lattices.

Let $(\Omega, \Sigma, \mu)$ be a $\sigma$-finite measure space that we assume complete. A Banach function space over $\mu$ (or over $(\Omega, \Sigma, \mu)$ ), denoted by $X(\mu)$, is a Banach space of classes modulo $\mu$ almost every where of functions locally $\mu$-integrable such that
(I) a measurable function $f \in X(\mu)$, whenever there exists $g \in X(\mu)$ such that $|f| \leq$ $|g| \mu$-almost everywhere, in that case $\|f\|_{X(\mu)} \leq\|g\|_{X(\mu)}$, and
(II) $\chi_{A} \in X(\mu)$ for all $A \in \Sigma$ such that $\mu(A)<\infty$.

All along this memoir, unless otherwise stated, we assume that the Banach function spaces are based over a finite measure. In this way $X(\mu)$ is a Banach lattice with the pointwise order $\mu$-almost everywhere. If the measure $\mu$ is clear in the context we simply write $X$ instead of $X(\mu)$. This definition can be found in [66, Defn. 1.b.17], for $\sigma$-finite measures. The approach by means of function norms can be found in [107, Sect. 30] or in [69, Ch. 1 §9] and the equivalence with our definition in [79, Rem. 2.3(ii)]. We can find some properties in [79, Prop. 2.2], for example $L^{\infty} \subseteq X$-since $\mu$ is finite-, $X \subseteq L^{0}$ continuously with the topology of convergence in measure and $\chi_{\Omega}$ is a weak order unit, i.e. $f \wedge n \chi_{\Omega} \rightarrow f$ point wise for every $f \in X^{+}$. In [98, Defn. 13.1] and [69, Ch.1 Sect. 9] there are other equivalent definitions.

We denote by $X^{\prime}$ the Köthe dual space of $X$, i.e. the Banach function space of all integral functionals in $X^{*}$-the (topological) dual space-, so $X^{\prime} \subseteq X^{*}$ and we denote by $\kappa: X^{\prime} \hookrightarrow X^{*}$ the isometric inclusion. The duality between a Banach function space $X$ and its dual space $X^{*}=\mathscr{L}(X, \mathbb{R})$ is denoted by $\langle f, \xi\rangle$, where $f \in X$ and $\xi \in X^{*}$. If $X$ is a Banach function space, $X^{*}$ is a Banach lattice and $X^{\prime}$ is a Banach function space (see e.g. [79, Lem. 2.8(i) and Prop. 2.16]). Notice that every function $f$ in a Banach function space $X$ is locally integrable by definition, thus $X \subseteq L^{1}$, since $X^{\prime}$ is a Banach function space and we may apply Hölder-Rogers inequality to $f \chi_{\Omega}$. If $E$ is a Banach space and $X$ is a Banach function space and $T: E \rightarrow X$ is an operator, i.e. a linear and norm continuous map, we write $T^{*}$ for its adjoint operator and $T^{\prime}$ for its Köthe adjoint operator, i.e. for the restriction of $T^{*}$ to the Köthe dual $X^{\prime}$. A quasi-norm is likewise a norm which do not satisfies the triangular inequality, which is replaced by $\|x+y\| \leq C(\|x\|+\|y\|)$ for $x, y \in X$ and some $C \geq 1$. A quasi-Banach function space is defined as in the case of a Banach function space by replacing the norm by a quasi-norm. The same definitions that we use for Banach function spaces make sense. Sometimes, we will need to consider quasi-Banach function spaces, which are complete vector lattices of measurable functions whose topology is given by means of a quasi-norm instead of a norm.

Let $X$ be a Banach function space. We say that $X$ is order continuous if for every sequence $\left(f_{n}\right)_{n} \subset X^{+}$such that $f_{n} \downarrow 0$ we have that the sequence of the norms also converges to zero, i.e. $\left\|f_{n}\right\| \downarrow 0$. Often it is said order continuous when the limit is defined by nets and $\sigma$-order continuous when it is defined by sequences. Thanks to [79, Rem. 2.5], both concepts coincide for Banach function spaces, hence the definition above makes sense. We say that $X$ has the Fatou property or simply that it is Fatou if for all sequences $\left(f_{n}\right)_{n} \subset X^{+}$ such that $f_{n} \uparrow f, f$ is measurable and $\sup _{n}\left\|f_{n}\right\|<\infty$, then $f \in X$ and $\lim _{n}\left\|f_{n}\right\|=\|f\|$. In [66, p.29-30] we can find the following characterizations: $X$ is order continuous if and only if $X^{\prime}=X^{*}$ and $X$ is Fatou if and only if $X^{\prime \prime}=X$. In this last case we say that $X$ is a perfect space. Observe that in case that $X$ is order continuous, then $\mathscr{S}(\Sigma)$ is dense in $X$ ([79, Rem 2.6]). An operator $T: X \rightarrow Y$ between Banach function spaces is order continuous if for each sequence $\left(f_{n}\right)_{n}$ of positive functions such that $f_{n} \rightarrow 0$ pointwise almost everywhere, we have that $T f_{n} \rightarrow 0$ in norm. Observe that a Banach function space is order continuous
if the identity operator of $X$ is order continuous. More useful facts on order continuity can be found, for example, in [66, p.32], [3, §1.4], [98].

Consider a pair $X$ and $Y$ of quasi-Banach function spaces and $1 \leq p \leq \infty$. An operator $T: X \rightarrow Y$ is $p$-convex if there exists $K_{p}<\infty$ such that for all $n \in \mathbb{N}$ and for all $\left\{f_{1}, \ldots, f_{n}\right\} \subseteq$ $X$,

$$
\left\|\left(\sum_{j=1}^{n}\left|T f_{j}\right|^{p}\right)^{1 / p}\right\|_{Y} \leq K_{p}\left(\sum_{j=1}^{n}\left\|f_{j}\right\|_{X}^{p}\right)^{1 / p}, \quad \text { if } p \in[1, \infty)
$$

or

$$
\left\|\bigvee_{j=1}^{n}\left|T f_{j}\right|\right\|_{Y} \leq K_{\infty} \max _{j=1, \ldots, n}\left\|f_{j}\right\|_{X}, \quad \text { if } p=\infty
$$

For $1 \leq q<\infty$, an operator $T: X \rightarrow Y$ is $q$-concave if there exists $K^{q}<\infty$ such that for all $n \in \mathbb{N}$ and for all $\left\{f_{1}, \ldots, f_{n}\right\} \subseteq X$,

$$
\left(\sum_{j=1}^{n}\left\|T f_{j}\right\|_{Y}^{q}\right)^{1 / q} \leq K^{q}\left\|\left(\sum_{j=1}^{n}\left|f_{j}\right|^{q}\right)^{1 / q}\right\|_{X}, \quad \text { if } q \in[1, \infty)
$$

A quasi-Banach function space $X$ is $p$-convex (respectively $q$-concave) if the identity map on $X$ is $p$-convex (respectively $q$-concave). Every operator and every Banach function space is 1 -convex.

The following definitions can be found in [66, Defn. 1.e.12] and also in [24, Sect. 7.7]. The Rademacher functions $r_{k}$ are defined for $t \in[0,1]$ by $r_{k}(t):=\operatorname{sign}\left(\sin 2^{k} \pi t\right)$, thus in each subinterval we have

$$
r_{k}(t)=(-1)^{j}, \quad t \in\left[\frac{j}{2^{k}}, \frac{j+1}{2^{k}}\right), j=0, \ldots, 2^{k}-1, k=1,2,3, \ldots .
$$

Let $E$ be a Banach space. We say that $E$ has type $p \in[1,2]$ if there exists $C \geq 0$ such that for every $x_{1}, \ldots, x_{n} \in E$

$$
\begin{equation*}
\left(\int_{0}^{1}\left\|\sum_{k=1}^{n} r_{k}(t) x_{k}\right\|_{E}^{2} d t\right)^{1 / 2} \leq C\left(\sum_{k=1}^{n}\left\|x_{k}\right\|_{E}^{p}\right)^{1 / p} \tag{1.2}
\end{equation*}
$$

It is said that $E$ has cotype $q \in[2, \infty]$ if there exists $C \geq 0$ such that for every $x_{1}, \ldots, x_{n} \in E$

$$
\begin{equation*}
\left(\sum_{k=1}^{n}\left\|x_{k}\right\|_{E}^{q}\right)^{1 / q} \leq C\left(\int_{0}^{1}\left\|\sum_{k=1}^{n} r_{k}(t) x_{k}\right\|_{E}^{2} d t\right)^{1 / 2} \tag{1.3}
\end{equation*}
$$

Every Banach space has cotype $\infty$ and type 1 [66, p. 73].
1.1.3. $L^{p}(m)$ spaces and optimal domains. Let us now regard vector measures and consider the space $L^{p}(m)$ of $p$-integrable functions with respect to a vector measure $m$. If $1 \leq p \leq \infty$, we will write $p^{\prime}$ for the extended real number satisfying $1 / p+1 / p^{\prime}=1$. An element $f \in L^{0}(m)$ is weakly integrable with respect to $m$ if it is integrable with respect to each scalar measure $\left|\left\langle m, x^{*}\right\rangle\right|$ for $x^{*} \in E^{*}$. If moreover for each $A \in \Sigma$ there is a unique vector denoted by $\int_{A} f d m \in E$ such that

$$
\begin{equation*}
\int_{A} f d\left\langle m, x^{*}\right\rangle=\left\langle\int_{A} f d m, x^{*}\right\rangle, \tag{1.4}
\end{equation*}
$$

for each $x^{*} \in E^{*}$-sometimes called the barycentric equality-, we say that $f$ is integrable with respect to $m$ ( $m$-integrable). The space of all $m$-integrable functions is denoted by $L^{1}(m)$, which is a Banach lattice when we consider the $m$-almost everywhere pointwise order. Such a function $f \in L^{0}(m)$ is $p$-integrable with respect to $m$ if $|f|^{p}$ is integrable with respect to $m, 1 \leq p<\infty$. The expression

$$
\begin{equation*}
\|f\|_{L^{p}(m)}:=\sup _{x^{*} \in B_{E^{*}}}\left(\int_{\Omega}|f|^{p} d\left|\left\langle m, x^{*}\right\rangle\right|\right)^{1 / p}, \tag{1.5}
\end{equation*}
$$

that is well defined for each measurable function $f$, defines in fact a function norm on $L^{0}(m)$. It is equivalent to the expression

$$
\begin{equation*}
\|f\|_{L^{p}(m)}:=\sup _{A \in \Sigma}\left\|\int_{A}|f|^{p} d m\right\|_{E}^{1 / p} . \tag{1.6}
\end{equation*}
$$

The space $\left(L^{p}(m),\|\cdot\|_{L^{p}(m)}\right)$ is a $p$-convex order continuous Banach function space over each Rybakov measure for $m$. The integration map $f \in L^{1}(m) \rightsquigarrow \int f d m \in E$ is always continuous.

Let $X$ be a quasi-Banach function space over a finite measure, let $E$ be a Banach space and $T: X \rightarrow E$ an order continuous operator. Then we define the vector measure associated with $T, m_{T}: \Sigma \rightarrow E$, is $m_{T}(A):=T\left(\chi_{A}\right)$ for every $A \in \Sigma$. Note that if $X$ is order continuous and $T$ is norm continuous, then $T$ is order continuous. Assuming that $X$ is based on $\mu$, then $\mathscr{N}_{0}(\mu) \subseteq \mathscr{N}_{0}\left(m_{T}\right)$. We say that $T$ is $\mu$-determined if $m_{T}$ and $\mu$ have the same null sets. Let us show some results related to such spaces. Here we have some useful properties for the measure associated with an operator.

Proposition 1.1 ([79, Prop. 4.4]). Let $X$ be an order continuous quasi-Banach function space on a finite measure $\mu$. Let $E$ be a Banach space and let $T: X \rightarrow E$ be an operator. Then the following statements hold for the associated vector measure $m_{T}: \Sigma \rightarrow E$ :
(1) If $f \in X$, then $f \in L^{1}\left(m_{T}\right)$ and $\int_{A} f d m_{T}=T\left(f \chi_{A}\right)$.
(2) The vector measure $m_{T} \ll \mu$, so the inclusion/quotient map $[i]: X \rightarrow L^{1}\left(m_{T}\right)$ is well defined, linear continuous and $\|[i]\|=\|T\|$.
(3) In case that $m_{T} \equiv \mu$ (i.e. they have the same null sets) the space $L^{1}\left(m_{T}\right)$ is a Banach function space based on $\mu$ that embeds $X$ by means of the map $[i]$, and the integration map $I_{m_{T}}: L^{1}\left(m_{T}\right) \rightarrow E$ is the unique extension of $T$ to its optimal domain.

Theorem 1.2 ([79, Th. 4.14]). Let $X$ be a order continuous quasi-Banach function space over a finite measure space $(\Omega, \Sigma, \mu)$. Let $T: X \rightarrow E$ be a Banach space valued operator. Suppose that $T$ is $\mu$-determined. Then the order continuous Banach function space $L^{1}\left(m_{T}\right)$ is the optimal domain among all quasi-Banach function spaces with order continuous quasinorm (based on ( $\Omega, \Sigma, \mu$ ).
1.1.4. The $p$-th power space. Let $X$ and $Y$ be two quasi-Banach function spaces over $\mu$. Given $g \in L^{0}$, if $f g \in X$ for every $f \in X$ the map $M_{g}(f)=f g \in Y$ is well defined for all
$f \in X$, it is said that $M_{g}$ is a multiplier operator from $X$ to $Y$, which is always continuous. Following the notation of [71] and [12], the space of multipliers from $X$ to $Y$ is denoted as

$$
X^{Y}:=\left\{g \in L^{0}: g \cdot X \subseteq Y\right\}
$$

We can define $\|g\|_{X^{Y}}:=\sup _{f \in B_{X}}\|g f\|_{Y}$ that is a complete norm in this space, since $X$ has weak order unit by definition and comments above, so $X^{Y}$ is a Banach space. Let us note that $X^{\prime}=X^{L^{1}}$. Observe that this definition makes sense also if $Y$ is a Banach function space over another measure $v$, such that $v<\mu \mu$. Let $1 \leq r<p \leq \infty$ and $q \geq 1$ be such that $\frac{1}{r}=\frac{1}{p}+\frac{1}{q}$, then $L^{q}=\left(L^{p}\right)^{L^{r}}$ (see [71, Prop. 3]), despite it can be the trivial space (e.g. $\left(L^{r}\right)^{L^{s}}=\{0\}$ for $\left.r<s\right)$. In [97, Th. 1.8] we can find the following condition: if $X$ and $Y$ are Banach function spaces based on a non-atomic measure and the following inequality holds

$$
\begin{equation*}
\inf \{p \geq 1: X \text { is } p \text {-concave }\}<\sup \{p \geq 1: Y \text { is } p \text {-convex }\}, \tag{1.7}
\end{equation*}
$$

then $X^{Y}=\{0\}$. For more information, including sufficient conditions to ensure that the space of multipliers between Banach lattices is a Banach function space can be found in [13], [71] and [79, Ch.2].

There are several results involving factorization through multiplier operators, for example the so-called Maurey-Rosenthal's Theorems.

Theorem 1.3 (Maurey-Rosenthal, see [23, Cor. 2]). For $1 \leq r<\infty$ let $T$ be an $r$-convex linear operator from a quasi-Banach space $E$ into an $r$-concave quasi-Banach function space $Y$. Then $T$ factors through $L^{r}$ as follows:

where $S$ is an operator and $0 \leq g \in\left(Y^{\prime}\right)^{L^{r^{\prime}}}$.
Theorem 1.4 (Maurey-Rosenthal, see [23, Cor. 5]). Let $1 \leq r<\infty$ let $T$ be an $r$-concave operator from an $r$-convex and order continuous quasi-Banach function space $X$ into a quasi-Banach space $E$. Then $T$ factors through $L^{r}$ as follows:

where $R$ is an operator and $0 \leq f \in X^{L^{r}}$.
For $0<p<\infty$, the $p$-th power space $X_{[p]}$ of $X$ is defined as

$$
X_{[p]}:=\left\{f \in L^{0}:|f|^{1 / p} \in X\right\} .
$$

This space is a quasi-Banach function space over $\mu$ when it is endowed with the quasinorm $\|f\|_{X_{[p]}}:=\left\||f|^{1 / p}\right\|_{X}^{p}$ ([79, Prop. 2.22]). Observe that if $X$ is a Banach lattice, then the quasi-norm defined for $X_{[p]}$ for $1 \leq p<\infty$ is a $1 / p$-norm, i.e.

$$
\|f+g\|_{X_{[p]}}^{1 / p} \leq\|f\|_{X_{[p]}}^{1 / p}+\|g\|_{X_{[p]}}^{1 / p}, \quad f, g \in X_{[p]} .
$$

It is not always true that a quasi-norm is continuous for the associated topology. If a quasinorm $\|\cdot\|$ is $r$-subadditive for some $r \geq 0$, i.e. $\|x+y\|^{r} \leq\|x\|^{r}+\|y\|^{r}$ for some $r>0$, then it is continuous, i.e. if $\left(x_{n}\right) \rightarrow x$ then $\left\|x_{n}\right\| \rightarrow\|x\|$. Aoki-Rolewicz's Theorem [92] asserts that every quasi-norm has an $r$-subadditive quasi-norm for some $r>0$ that defines the same topology. The main basic properties of this space can be found in [79, Ch. 2 Sect. 2].

Proposition 1.5. Let $X$ be a quasi-Banach function space over a finite measure $\mu$.
(1) Let $0<p, q<\infty$. Then $X_{[p]}^{[q]}$ $=X_{[p q]}$.
(2) Let $0<p<\infty$. If $Y$ is a quasi-Banach function space over $\mu$ we have that $X \subseteq Y$ if and only if $X_{[p]} \subseteq Y_{[p]}$.
(3) Let $q, r, s>0$ be such that $q=r+s$. Then $\|f g\|_{X_{[q]}} \leq C\|f\|_{X_{[r]}}\|g\|_{X_{[s]}}$ for all $f \in X_{[r]}$ and $g \in X_{[s]}$.
(4) Let $0<p<\infty$. Then $X_{[p]}$ is a quasi-Banach function space.
(5) Let $0<p<\infty$. Then $X$ is order continuous if and only if $X_{[p]}$ is order continuous.
(6) If $0<p \leq q<\infty$ we have that $X_{[p]} \subseteq X_{[q]}$, in particular $X=X_{[1]} \subseteq X_{[p]}$ for all $1 \leq p<\infty$ and $X_{[p]} \subseteq X$ for all $0<p \leq 1$.
(7) Let $0<p \leq 1$. If $X$ is a Banach function space, so is $X_{[p]}$.
(8) Let $1 \leq p<\infty$. If $X$ is a $p$-convex Banach function space, then $X_{[p]}$ is a Banach function space.
(9) The following statements are equivalent
(a) $X=L^{\infty}$.
(b) $X=X_{[p]}$ for some $p \neq 1$. In that case it holds for all $p \in(0, \infty)$.
(c) $X$ is an algebra of functions with the ( $\mu$-almost everywhere) pointwise multiplication.
(10) $\left(X^{Y}\right)_{[p]}=\left(X_{[p]}\right)^{Y_{[p]}}$ for $p \in(0, \infty)$.
(11) $\left(X_{[p]}\right)^{\prime}=\left(X^{L^{p}}\right)_{[p]}$ for $p \in(0, \infty)$.

All along this research will be important to find a representation formula for the dual of the space $X_{[p]}$, so the property (11) above plays an important role. For a proof of this last statement see e.g. [79, Prop. 2.29], [71, Sect. 2(g)] or [97, Th. 3.2]. We note that, since $X^{L^{p}}$ is $p$-convex with constant 1 (see [12, Th. 5.1] or [97, Prop. 3.1]), then $\left(X^{L^{p}}\right)_{[p]}$ is a Banach function space (see in [79, Prop. 2.23(iii)]). However, if $X$ is not $p$-convex we cannot assure that $X_{[p]}$ is again a Banach function space, in consequence it may happens that $\left(X_{[p]}\right)^{\prime}=$ $\{0\}$. It does not necessarily imply that $\left(X^{p}\right)_{[p]} \neq\left(X_{[p]}\right)^{\prime}$, for instance, $L^{p}[0,1]_{[q]}=L^{p / q}[0,1]$ has trivial dual when $p<q$, in this case $\left(L^{p}[0,1]\right)^{q}=\{0\}$ and so its $q$-th power space is also trivial. In conclusion, in virtue of these arguments and (1.7), in order to work with non
trivial spaces, usually we will assume that $X$ is $p$-convex, since often the measures that we will use are non-atomic.

### 1.2. Operators

The following fact was shown for a more general case in [79, Lem. 2.21]. Let $1 \leq p<\infty$, let $X$ be a Banach function space and let $f \in X$. Let us define $g:=\frac{f}{\|f\|_{X}}$ and $h:=\frac{\chi_{\Omega}}{\left\|\chi_{\Omega}\right\|_{X_{[p-1]}}}$. By the Young inequality we have

$$
\|g h\|_{X_{[p]}}=\left\||g|^{1 / p}\left(|h|^{p^{\prime} / p}\right)^{1 / p^{\prime}}\right\|_{X}^{p} \leq\left(\frac{1}{p}\|g\|_{X}+\frac{1}{p^{\prime}}\left\||h|^{p^{\prime} / p}\right\|_{X}\right)^{p}=\left(\frac{1}{p}+\frac{1}{p^{\prime}}\|h\|_{X_{[p-1]}}^{1 /(p-1)}\right)^{p}=1
$$

Therefore $\|f\|_{X_{[p]}}=\left\|f \chi_{\Omega}\right\|_{X_{[p]}} \leq\left\|\chi_{\Omega}\right\|_{X_{[p-1]}}\|f\|_{X}$. So if $i_{[p]}: X \hookrightarrow X_{[p]}$ denotes the inclusion map, then $\left\|i_{[p]}\right\| \leq\left\|\chi_{\Omega}\right\|_{X}^{p-1}$.
1.2.1. The $p$-th power factorable operators. The following definition was introduced in [79, Defn. 5.1].

Definition 1.6. Let $1 \leq p<\infty$ and $X$ be an order continuous Banach function space based on a finite measure, and let $E$ be a Banach space. An operator $T: X \rightarrow E$ is $p$-th power factorable, if there exists an operator $T_{[p]}: X_{[p]} \rightarrow E$, such that $\left.T_{[p]}\right|_{X}=T$. In other words, if $i_{[p]}$ denotes the natural inclusion and $T_{[p]}$ the extension of $T$ to its $p$-th power space, then $T=T_{[p]} \circ i_{[p]}$, i.e. the following diagram commutes


Diagram 1.1. Definition of $p$-th power factorable operator

We observe that this extension $T_{[p]}$ must be unique, since $i_{[p]}$ is continuous and has dense range. The main characterization for this definition follows from the density of $X$ in $X_{[p]}$ for $p \geq 1$, since the base measure is finite and $X$ is assumed to be order continuous, i.e. there is a constant $C>0$ such that $\|T f\|_{E} \leq C\left\||f|^{1 / p}\right\|_{X}^{p}=C\|f\|_{X_{[p]}}$, for every $f \in X$ (see Theorem 1.7 below).

One of the aims of our research is to find factorization schemes. In this sense we will greatly use factorization theorems as the followings. The main factorization that we investigate is the optimal domain factorization, from the point of view of the $p$-th power factorability.

Theorem 1.7 ([79, Th. 5.7]). Given are $1 \leq p<\infty$, an order continuous quasi-Banach function space $X$ based on a finite measure space $(\Omega, \Sigma, \mu)$, and a Banach space E. The following assertions for a $\mu$-determined operator $T: X \rightarrow E$ are equivalent.
(1) $T$ is $p$-th power factorable.
(2) There is a constant $C>0$ such that

$$
\|T f\|_{E} \leq C\|f\|_{X_{[p]}}=C\left\||f|^{1 / p}\right\|_{X}^{p}, \quad f \in X \subseteq X_{[p]} .
$$

(3) $X \subseteq L^{p}\left(m_{T}\right)$.
(4) $X_{[p]} \subseteq L^{1}\left(m_{T}\right)$.
(5) For every $x^{*} \in E^{*}, d\left\langle m_{T}, x^{*}\right\rangle / d \mu \in\left(X_{[p]}\right)^{\prime}$.

Let us illustrate how the indexes work for a $p$-th power factorable operator $T: X \rightarrow E$ with respect to the $p$-integrability. Let $1 \leq q \leq p<\infty$. Under the requirements of the theorem above, we have two different factorization schemes


DIAGRAM 1.2. $p$-th power factorization versus factorization through optimal domains

If $X$ is an order continuous Banach function space based on a finite measure $\mu$ and $T: X \rightarrow E$ is a Banach space-valued operator, we know that $m_{T}(A):=T\left(\chi_{A}\right)$ is a vector measure. For the case of $p$-th power factorable operators, if $T$ is $\mu$-determined, the inclusion/quotient map $[i]: X \rightarrow L^{p}\left(m_{T}\right)$ is injective. Since $\left\|m_{T}\right\| \ll \mu$ we always can consider $f \in X$ as a function in $L^{1}\left(m_{T}\right)$, this can be deduced from the density of the simple functions and the Dominated Convergence Theorem. Moreover $\int_{\Omega} f d m_{T}=T(f)$, let us rewrite this with the equivalence classes, i.e. $T\left([f]_{\mu}\right)=\int_{\Omega}[f]_{m_{T}} d m_{T}=\int_{\Omega}[i]\left([f]_{\mu}\right) d m_{T}=$ $I_{m_{T}} \circ[i]\left([f]_{\mu}\right)$. If $\mu$ is not absolutely continuous with respect to $m_{T}$, the inclusion/quotient map cannot be injective. Without the injectivity assumption, taking into account that 1-th power factorability coincides with continuity, the map $[i]$ is still well defined and continuous, and we always have that $[i](X) \subseteq L^{1}\left(m_{T}\right)$ continuously (since $\left\|m_{T}\right\| \ll \mu$ ), i.e. $X \hookrightarrow_{[i]} L^{1}\left(m_{T}\right)$. In the case that we can assure that in fact $[i](X)$ is included in the subspace $L^{p}\left(m_{T}\right)$ of $L^{1}\left(m_{T}\right)$ for any $p>1$, we will also write $X \hookrightarrow_{[i]} L^{p}\left(m_{T}\right)$. The proof of the next result follows the ideas of [13].

Proposition 1.8. Let $1 \leq p<\infty$, and let $X$ be an order continuous Banach function space. Consider a Banach space $E$. The following assertions for an operator $T: X \rightarrow E$ are equivalent.
(1) $T$ is $p$-th power factorable.
(2) $X \hookrightarrow_{[i]} L^{p}\left(m_{T}\right)$.

Proof. Assume (1). Obviously the extension $T_{[p]}: X_{[p]} \rightarrow E$ of $T$ to $X_{[p]}$ is unique since $X$ is dense in $X_{[p]}$ and $T$ is continuous. Note that $m_{[p]}=m_{T}$. By the comments above we can assure that $X_{[p]} \hookrightarrow_{[i]} L^{1}\left(m_{T_{[p]}}\right)=L^{1}\left(m_{T}\right)$. Finally for $f \in X$ we have that $|f|^{p} \in X_{[p]} \hookrightarrow_{[i]} L^{1}\left(m_{T}\right)$, hence

$$
\|f\|_{L^{p}\left(m_{T}\right)}=\left\|\left(|f|^{p}\right)^{1 / p}\right\|_{L^{p}\left(m_{T}\right)}=\left\||f|^{p}\right\|_{L^{1}\left(m_{T}\right)}^{1 / p} \leq K^{1 / p}\left\||f|^{p}\right\|_{X_{[p]}}^{1 / p}=K^{1 / p}\|f\|_{X}
$$

So we have that $X \hookrightarrow_{[i]} L^{p}\left(m_{T}\right)$. For the converse suppose that $X \hookrightarrow_{[i]} L^{p}\left(m_{T}\right)$. Then the calculation above shows that $X_{[p]} \hookrightarrow_{[i]} L^{1}\left(m_{T}\right)$. In consequence, $T=I_{m_{T}} \circ[i] \circ i_{[p]}$ (see [79, Prop. 4.4(i)]. Thus, for $f \in X$, we have that

$$
\|T f\|_{E}=\left\|\left(I_{m_{T}} \circ[i] \circ i_{[p]}\right) f\right\|_{E} \leq\left\|I_{m_{T}} \circ[i]\right\|\|f\|_{X_{[p]}}
$$

This finishes the proof.
Theorem 1.9 ([39, Th. 5]). Let $X$ and $Y$ be Banach lattices. Let $n: \Sigma \rightarrow X$ and $m: \Gamma \rightarrow Y$ be positive vector measures, and let $p, q>1$. For an operator $T: L^{p}(n) \rightarrow\left(L^{q}(m)\right)^{\prime}$, the following statements are equivalent:
(1) There is a constant $K>0$ such that, for every finite set of functions $f_{1}, \ldots, f_{N} \in$ $L^{p}(n)$

$$
\left\|\left(\sum_{i=1}^{N}\left|T f_{i}\right|^{p}\right)^{1 / p}\right\|_{\left(L^{q}(m)\right)^{\prime}} \leq K\left\|\left(\sum_{i=1}^{N}\left|f_{i}\right|^{p}\right)^{1 / p}\right\|_{L^{p}(n)}
$$

(2) The operator $T$ factors as follows:


DIAGRAM 1.3. Factorizaton through $L^{p}$-spaces for $T: L^{p}(n) \rightarrow\left(L^{q}(m)\right)^{\prime}$
where $0 \leq x_{0}^{*} \in B_{X^{*}}, 0 \leq y_{0}^{*} \in B_{Y^{*}},[i]$ is the inclusion/quotient operator, $[i]^{*}$ is the adjoint of the inclusion/quotient map and $\widehat{T}$ is an extension of $T$.

Theorem 1.10 (Nikishin, see e.g. [106, Th. III.H.6] and [43, Cor. VI-2.7]). Let X be a Banach space of type $p$ and $(\Omega, \Sigma, \mu)$ a $\sigma$-finite measure space. Then every sublinear operator $T: X \rightarrow L^{0}(\mu)$ factors through $L^{p, \infty}(\mu)$. In other words, for a suitable operator $H$ and suitable $f \in X^{L^{p, \infty}(\mu)}$ we have


Diagram 1.4. Nikishin's Theorem

Remark 1.11. The factorization of the Nikishin's Theorem above can be written in the particular case of an operator $T: L^{p} \rightarrow Y(\mu)$ defined on the $L^{p}$-space of a scalar measure as follows

where $q=\min \{2, p\}$ and $i: Y(\mu) \rightarrow L^{0}(\mu)$ denotes the natural inclusion.
1.2.2. Kernel operators. Finally, we give the notation for the study of kernel operators. Let $\left(\Omega_{1}, \Sigma_{1}, \mu_{1}\right)$ and $\left(\Omega_{2}, \Sigma_{2}, \mu_{2}\right)$ be two finite measure spaces. A kernel function is a non-negative function $K \in L^{1}\left(\mu_{1} \otimes \mu_{2}\right)$. Consider a pair of Banach function spaces $X\left(\mu_{2}\right)$ and $Y\left(\mu_{1}\right)$, and assume that the formula

$$
\left(T_{K} f\right)\left(\omega_{1}\right):=\int_{\Omega_{2}} K\left(\omega_{1}, \omega_{2}\right) f\left(\omega_{2}\right) d \mu_{2}\left(\omega_{2}\right), \quad f \in X\left(\mu_{2}\right),
$$

defines a continuous map $T_{K}: X\left(\mu_{2}\right) \rightarrow Y\left(\mu_{1}\right)$. Then we say that $T_{K}$ is the kernel operator associated with $K$. Let $\omega_{1} \in \Omega_{1}$ and $\omega_{2} \in \Omega_{2}$, we define the functions $K\left(\cdot, \omega_{2}\right)\left(\omega_{1}\right):=$ $K\left(\omega_{1}, \omega_{2}\right)$ for $\omega_{1} \in \Omega_{1}$ and $K\left(\omega_{1}, \cdot\right)\left(\omega_{2}\right):=K\left(\omega_{1}, \omega_{2}\right)$ for $\omega_{2} \in \Omega_{2}$. Notice that $K\left(\omega_{1}, \cdot\right) \in$ $\left(X\left(\mu_{2}\right)\right)^{*}$, since $K \in L^{1}\left(\mu_{1} \otimes \mu_{2}\right)$.

In general, the duality defines the adjoint kernel operator beyond of a set of functions, that is for functionals that not necessarily have an integral representation. In [52, Prop. 2.1] there is an attempt to save this handicap. However, if we restrict our attention to integrable functions we save this problem. For the aim of simplicity we assume that functionals have an integral representation, or in other words we will work with the Köthe adjoint operator defined on the Köthe dual space. For all $f \in X\left(\mu_{2}\right)$ and for all $g \in\left(Y\left(\mu_{1}\right)\right)^{\prime}$, we know that $\left\langle T_{K} f, g\right\rangle=\left\langle f, T_{K}^{\prime} g\right\rangle$, where $T_{K}^{\prime}:\left(Y\left(\mu_{1}\right)\right)^{\prime} \rightarrow\left(X\left(\mu_{2}\right)\right)^{\prime}$. Applying Fubini's Theorem we obtain that

$$
\left(T_{K}^{\prime} g\right)\left(\omega_{2}\right)=\int_{\Omega_{1}} K\left(\omega_{1}, \omega_{2}\right) g\left(\omega_{1}\right) d \mu_{1}\left(\omega_{1}\right), \quad g \in\left(Y\left(\mu_{1}\right)\right)^{\prime}
$$

Therefore it is sufficient that $K\left(\cdot, \omega_{2}\right)$ be $\mu_{2}$-integrable for almost every $\omega_{2} \in \Omega_{2}$. Let us define $K^{\prime}(x, y):=K(y, x)$, which is the kernel function for the adjoint operator. So, Fubini's Theorem implies that $K^{\prime} \in L^{1}\left(\mu_{2} \otimes \mu_{1}\right)$, hence the requirement $K \in L^{1}\left(\mu_{1} \otimes \mu_{2}\right)$ makes sense.

In fact this assumption implies that both $T_{K}$ and $T_{K}^{\prime}$ are Carleman operators (see e.g. [94] for the definition of this type of operators). The theory of kernel operators is widely studied, here we refer the reader to [1, Ch. 5], [46], [60, §15 and §16], [73, Sect. 3.3], [76], [108, Ch. 13] and the references therein.

In the present memoir we work with Banach function spaces $X$ and $Y$, which are based on the same measure space $(\Omega, \Sigma, \mu)$ or in Banach function spaces based on the Lebesgue measure. Also, in general, the kernel functions that we consider are positive. So in each case we will adapt the notation above to the context.

Often, we will need to compute the double norm of $K$ or of $K^{\prime}$. In order to decide, in the usual situation, over which of the two variables we compute first the norm, let us introduce the following notation. Let $(\Omega, \Sigma, \mu)$ be a measure space and let $K \in L^{1}(\mu \otimes \mu)$ be a positive kernel. Let $\omega_{2} \in \Omega$ and let $Z$ be a quasi-Banach function space, we denote by $\|K\|_{Z, \omega_{1}}$ the norm in $Z$ of the function $K\left(\cdot, \omega_{2}\right) \in Z$, i.e. $\left(\|K\|_{Z, \omega_{1}}\right)\left(\omega_{2}\right):=\left\|K\left(\cdot, \omega_{2}\right)\right\|_{Z}$, where $\omega_{2} \in \Omega$. By $\|K\|_{Z, \omega_{2}}$ we denote the norm for the second coordinate, i.e. $\left(\|K\|_{Z, \omega_{2}}\right)\left(\omega_{1}\right):=$ $\left\|K\left(\omega_{1}, \cdot\right)\right\|_{Z}$, where $\omega_{1} \in \Omega$. Again it is assumed that $K\left(\omega_{1}, \cdot\right) \in Z$. Thus, if $Y$ is a quasiBanach function space, in what follows the notations that we use for the double norms are $\left\|\|K\|_{Z, \omega_{2}}\right\|_{Y}$ and $\left\|\|K\|_{Z, \omega_{1}}\right\|_{Y}$. Observe that $\left\|\|K\|_{Z, \omega_{2}}\right\|_{Y}=\| \| K^{\prime}\left\|_{Z, \omega_{1}}\right\|_{Y}$ and also that $\left\|\|K\|_{Z, \omega_{1}}\right\|_{Y}=\| \| K^{\prime}\left\|_{Z, \omega_{2}}\right\|_{Y}$.

For the aim of simplicity, when $Z=L^{q}$ we will write $\|K\|_{q, \omega_{2}}$ and $\|K\|_{q, \omega_{1}}$. For example

$$
\left\|\|K\|_{q, \omega_{2}}\right\|_{p}=\left(\int_{\Omega}\left(\int_{\Omega}\left|K\left(\omega_{1}, \omega_{2}\right)\right|^{q} d \mu\left(\omega_{2}\right)\right)^{p / q} d \mu\left(\omega_{1}\right)\right)^{1 / p}
$$

The compactness property has an important role in the theory of kernel operators. In [94, Th. 2.3] we can find equivalent conditions for a kernel operator to be a Hille-Tamarkin operator, that is a kernel operator $T_{K}: X \rightarrow Y$ such that $\left\|\|K\|_{X^{\prime}, \omega_{2}}\right\|_{Y}<\infty$.

We also will use the Minkowski's integral inequality. Let $0<p \leq q<\infty$. Let $\left(\Omega_{1}, \Sigma_{1} \mu_{1}\right)$ and $\left(\Omega_{2}, \Sigma_{2}, \mu_{2}\right)$ be two measure spaces and let $F: \Omega_{1} \times \Omega_{2} \rightarrow \mathbb{R}$ be a $\Sigma_{1} \otimes \Sigma_{2}$-measurable function. Then

$$
\begin{align*}
\left(\int_{\Omega_{2}}\left(\int_{\Omega_{1}}\left|F\left(\omega_{1}, \omega_{2}\right)\right|^{p} d \mu_{1}\left(\omega_{1}\right)\right)^{q / p}\right. & \left.d \mu_{2}\left(\omega_{2}\right)\right)^{1 / q}  \tag{1.8}\\
& \leq\left(\int_{\Omega_{1}}\left(\int_{\Omega_{2}}\left|F\left(\omega_{1}, \omega_{2}\right)\right|^{q} d \mu_{2}\left(\omega_{2}\right)\right)^{p / q} d \mu_{1}\left(\omega_{1}\right)\right)^{1 / p}
\end{align*}
$$

If $F$ is a kernel function, so is $F^{\prime}$, thus by using the notation with norms given above we have

$$
\begin{equation*}
\left\|\|F\|_{p, \omega_{1}}\right\|_{q} \leq\| \| F\left\|_{q, \omega_{2}}\right\|_{p} \Longleftrightarrow\| \| F^{\prime}\left\|_{p, \omega_{2}}\right\|_{q} \leq\| \| F^{\prime}\left\|_{q, \omega_{1}}\right\|_{p} \tag{1.9}
\end{equation*}
$$

See [49] for more information or [95, Th. 2.3] for a generalization.
Finally, we refer to [110] for the standard formulas that we use in some examples all along this memoir.

## CHAPTER 2

## Generalized Köthe dual space

In this chapter we study the representation for the Köthe dual space of the $p$-th power of a Banach function space. To do this we introduce the definition of the Köthe $p$-dual space, which will play a central role in the following chapters. We also define the Köthe $p$ adjoint operator, which is always $p$-th power factorable. Then we study the properties of these two concepts and provide some applications as a characterization of Hilbert spaces or a factorization through Lorentz spaces.

### 2.1. The Köthe $p$-dual space

We start by showing that for general Banach function spaces over a finite non atomic measure and $p \in(0, \infty) \backslash\{1\}$, we have the following inequality

$$
\left(X^{\prime}\right)_{[p]} \neq\left(X_{[p]}\right)^{\prime} .
$$

Let $X$ be a Banach function space over a non atomic finite measure. Assume that $\left(X^{\prime}\right)_{[p]}=$ $\left(X_{[p]}\right)^{\prime}$, then if $1<p<\infty$ we have $X^{\prime} \subseteq\left(X^{\prime}\right)_{[p]}=\left(X_{[p]}\right)^{\prime} \subseteq X^{\prime}$ and if $0<p<1$ we have $X^{\prime} \subseteq\left(X_{[p]}\right)^{\prime}=\left(X^{\prime}\right)_{[p]} \subseteq X^{\prime}$. Thanks to [79, Prop. 2.26], $X^{\prime}=\left(X^{\prime}\right)_{[p]}=L^{\infty}$, thus $X=L^{1}$. For $p>1$ we have that $X^{\prime}=\left(X_{[p]}\right)^{\prime}=\left(L^{1 / p}\right)^{\prime}=\{0\}$ (see [107, Ch. 15]), which is a contradiction. If $p<1$ we have that

$$
L^{\infty}=L_{[p]}^{\infty}=\left(X^{\prime}\right)_{[p]}=\left(X_{[p]}\right)^{\prime}=L^{(1 / p)^{\prime}}=L^{1 /(1-p)}
$$

then $p=1$, which is a contradiction.
Nevertheless, we have that $\left(X_{[p]}\right)^{\prime}=\left(X^{L^{p}}\right)_{[p]}$ for every $p \in(0, \infty)$ (Proposition 1.5(11)). This motivates the introduction of the space $X^{p}$ that plays the role of the Köthe dual but satisfying this equality.

Definition 2.1. Let $0<p \leq \infty$. Let $X$ be a quasi-Banach function space, we define its Köthe $p$-dual space $X^{p}$ as

$$
X^{p}:=\left\{g \in L^{0}: g f \in L^{p} \text { for every } f \in X\right\}=X^{L^{p}} .
$$

Notice that $X^{p}$ may be trivial, for example if $X:=L^{1}[0,1]$ we have that $X^{p}=\{0\}$ for every $1<p<\infty$. We will see that this space is useful for representing the Köthe dual space $\left(X_{[p]}\right)^{\prime}$. In what follows we set some properties of this space in terms of the space $X^{p}$.

The papers of reference are [71] and [12]. In the following lemma we reproduce some of these results in the context of finite measure. Observe also that $X^{p}$ has weak order unit, whenever $X^{p} \subseteq L^{p}$ and [12, Rem. 2.3] (by the below Lemma 2.5(1) this is always true in our case), but in general we cannot affirm that $X^{p}$ has weak order unit, it depends on the election of $X$.
2.1.1. Computation rules for the Köthe $p$-dual space. In [12],[59, Sect. 2] and [71, Sect. 2, Cor. 1] we can find several properties involving general spaces of multipliers. Let us now prove some properties for our setting of Köthe $p$-dual and $p$-th power spaces. Recall that all spaces are based on the same finite measure $\mu$.
Lemma 2.2. Let $X$ and $Y$ be Banach function spaces over the same finite measure. The following statements hold:
(1) If $0<p \leq q \leq \infty$, then $X^{q} \subseteq X^{p}$.
(2) If $1 \leq p<\infty$, then $X^{p} \subseteq\left(X^{p}\right)_{[p]} \subseteq X^{\prime}$.
(3) If $0 \leq p \leq q<\infty$, then $\left(X_{[p]}\right)^{q}=\left(X^{p q}\right)_{[p]}$ and $\left(X^{q}\right)_{[p]}=\left(X_{[p]}\right)^{q / p}$.
(4) If $0<p \leq \infty$ and $X \subseteq Y$ then $Y^{p} \subseteq X^{p}$.
(5) If $0<p \leq q \leq \infty$, then $\left(X^{p}\right)^{q} \subseteq\left(X^{q}\right)^{p}$.
(6) If $1 \leq p \leq q \leq \infty$, then $\left(X_{[p]}\right)^{q} \subseteq X^{p}$.
(7) If $s \leq r \leq t$ and $1 \leq p \leq q \leq \infty$, then

$$
\left(X_{[q]}\right)^{t} \subseteq\left(X_{[q]}\right)^{r} \subseteq\left(X_{[p]}\right)^{r} \subseteq\left(X_{[p]}\right)^{s}
$$

(8) If $r q \leq t p$ and $1 \leq p \leq q \leq \infty$, then $\left(X_{[p]}\right)^{t} \subseteq\left(X_{[q]}\right)^{r}$.

Proof. (1) Let $f \in X^{q}$. Then $L^{q} \subseteq L^{p}$ implies that for some $C>0$

$$
\|f\|_{X^{p}}=\sup _{g \in B_{X}}\|f g\|_{p} \leq C \sup _{g \in B_{X}}\|f g\|_{q}=C\|f\|_{X^{q}} .
$$

(2) By Proposition 1.5(6), $X^{p} \subseteq\left(X^{p}\right)_{[p]}$ and $X \subseteq X_{[p]}$. Now, by Proposition 1.5(11), we have that $X^{p} \subseteq\left(X^{p}\right)_{[p]}=\left(X_{[p]}\right)^{\prime} \subseteq X^{\prime}$.
(3) It follows from the definitions and the properties (1) and (10) of Proposition 1.5

$$
\left(X_{[p]}\right)^{q}=\left(X_{[p]}\right)^{L^{q}}=\left(X_{[p]}\right)^{L_{[1 / q]}^{1}}=\left(X_{[p]}\right)^{L_{[p / p q]}^{1}}=\left(X_{[p]}\right)^{\left(L_{[1 / p q]}^{1}\right)_{[p]}}=\left(X_{[p]}\right)^{L_{[p]}^{p q}}=\left(X^{p q}\right)_{[p]} .
$$

Thus $\left(X^{q}\right)_{[p]}=\left(X^{p(q / p)}\right)_{[p]}=\left(X_{[p]}\right)^{q / p}$.
(4) Since $X \subseteq Y,\|f\|_{X^{p}}=\sup _{g \in B_{X}}\|f g\|_{p} \leq C \sup _{g \in B_{Y}}\|f g\|_{p}=C\|f\|_{Y^{q}}$, for some $C>0$, which implies the statement.
(5) Applying twice (4) and once (1), since $X^{q} \subseteq X^{p}$, we have $\left(X^{p}\right)^{q} \subseteq\left(X^{p}\right)^{p} \subseteq\left(X^{q}\right)^{p}$.
(6) Since $1 \leq p \leq q, L^{q} \subseteq L^{p}$ and by Proposition 1.5(6) $X \subseteq X_{[p]}$. Let $f \in\left(X_{[p]}\right)^{q}$. Then $f g \in L^{q} \subseteq L^{p}$ for all $g \in X_{[p]}$, in particular for all $g \in X$ and so $f \in X^{p}$.
(7) Since $1 \leq p \leq q$, it holds $X_{[p]} \subseteq X_{[q]}$ and $X^{q} \subseteq X^{p}$. Thus, if $s \leq r \leq t$,

$$
\left(X_{[q]}\right)^{t} \subseteq\left(X_{[q]}\right)^{r} \subseteq\left(X_{[p]}\right)^{r} \subseteq\left(X_{[p]}\right)^{s} .
$$

(8) Using the given conditions: $\left(X_{[p]}\right)^{t}=\left(X^{p t}\right)_{[p]} \subseteq\left(X^{q r}\right)_{[p]} \subseteq\left(X^{q r}\right)_{[q]}=\left(X_{[q]}\right)^{r}$.

Example 2.3. Let $L^{p}(m)$ denote, for $1 \leq p<\infty$, the space of $p$-integrable real-valued functions with respect to the vector measure $m$. Assume that the Banach function space $L^{1}(m)$ has the Fatou property (see [19, Prop. 3.38] for equivalences with this requirement). By Lemma 2.2(3) we have

$$
L^{p}(m)=\left(L^{1}(m)\right)_{[1 / p]}=\left(\left(L^{1}(m)\right)^{\prime \prime}\right)_{[1 / p]}=\left(\left(\left(L^{1}(m)\right)^{\prime}\right)_{[1 / p]}\right)^{p}=\left(\left(L^{p}(m)\right)^{p}\right)^{p}
$$

Applying [12, Prop. 5.3] we obtain that $L^{p}(m)$ is Fatou and $p$-convex with constant one. These facts can be verified directly.

Let us now deduce some other consequences.
Proposition 2.4. Let $X$ and $Y$ be Banach function spaces over the same finite measure. The following statements hold:
(1) Let $0<p, q<\infty$, then $X^{p}=\left(\left(X_{[1 / q]}\right)^{p q}\right)_{[q]}$. In particular $X^{\prime}=\left(\left(X_{[1 / q]}\right)^{q}\right)_{[q]}$.
(2) Let $1 \leq p<\infty$, then $X^{p} \subseteq\left(X_{[p]}\right)^{\prime} \subseteq X^{\prime}$.
(3) Let $0<p<\infty$, then $Y \subseteq X^{p}$ if and only if $X \subseteq Y^{p}$.

Proof. (1) We proceed directly using the definition of Köthe $p$-dual. $L^{p}=\left(L^{1}\right)_{[1 / p]}$, then we apply the properties (1) and (11) of Proposition 1.5

$$
X^{p}=\left(\left(X^{p}\right)_{[1 / q]}\right)_{[q]}=\left(\left(X_{[1 / q]}\right)^{\left.\left(L^{p}\right)_{[1 / q]}\right)_{[q]}}=\left(\left(X_{[1 / q]}\right)^{\left.\left(\left(L^{1}\right)_{[1 / p]}\right)_{[1 / q]}\right)_{[q]}=\left(\left(X_{[1 / q]}\right)^{p q}\right)_{[q]} . . . . ~ . ~}\right.\right.
$$

(2) Apply Proposition 1.5(6) and Lemma 2.2(4). It also can be proved directly with Lemma 2.2(2).
(3) Assume that $Y \subseteq X^{p}$. By this hypothesis and Proposition 1.5(11) we have that $Y_{[p]} \subseteq$ $\left(X^{p}\right)_{[p]}=\left(X_{[p]}\right)^{\prime}$, hence $X_{[p]} \subseteq\left(X_{[p]}\right)^{\prime \prime} \subseteq\left(Y_{[p]}\right)^{\prime}$. Let $g \in X$. Then, for some $C>0$, it holds

$$
\|g\|_{Y^{p}}=\left\||g|^{p}\right\|_{\left(Y^{p}\right)_{[p]}}^{1 / p}=\left\||g|^{p}\right\|_{\left(Y_{[p)^{\prime}}\right.}^{1 / p} \leq C\left\||g|^{p}\right\|_{X_{[p]}}^{1 / p}=C\|g\|_{X} .
$$

The converse is analogous, just changing the roles of $X$ and $Y$.

The following lemma is the best approximation to the Köthe $p$-dual space that we have reached in terms of $L^{p}$-spaces.

Lemma 2.5. Let $1 \leq p<\infty$. Let $X$ be a Banach function space over a positive finite measure. Then
(1) $X^{p} \subseteq L^{p}$.
(2) Let $q \leq r, p \leq \infty$ be such that $\frac{1}{q}=\frac{1}{p}+\frac{1}{r}$. If $X \subseteq L^{r}$, then $L^{p} \subseteq X^{q}$.

Proof. Let us prove (1). In order to obtain a bound for the norm of the inclusion map, let us adapt the proof of Hölder-Rogers inequality as given in [8, Ch. 1 Th .2 .4 . Let be $f \in X^{p}$, since $\chi_{\Omega} \in X$ then $f=f \chi_{\Omega} \in L^{p}$. In order to prove the continuity we consider the following

$$
\begin{aligned}
\|f\|_{p}=\left\|f \chi_{\Omega}\right\|_{p} & =\left\|\chi_{\Omega}\right\|_{X}\left\|f \frac{\chi_{\Omega}}{\left\|\chi_{\Omega}\right\|_{X}}\right\|_{p} \leq\left\|\chi_{\Omega}\right\|_{X} \sup _{g \in X \backslash\{0\}}\left\|f \frac{g}{\|g\|_{X}}\right\|_{p} \\
& =\left\|\chi_{\Omega}\right\|_{X} \sup _{g \in B_{X}}\|f g\|_{p}=\left\|\chi_{\Omega}\right\|_{X}\|f\|_{X^{p}} .
\end{aligned}
$$

So $X^{p} \subseteq L^{p}$. For the assertion (2), we use Hölder-Rogers inequality

$$
\|f\|_{X^{q}}=\sup _{g \in B_{X}}\|g f\|_{q} \leq \sup _{g \in B_{X}}\|g\|_{r}\|f\|_{p}=\sup _{g \in B_{X}}\left\|g \chi_{\Omega}\right\|_{r}\|f\|_{p}=\left\|\chi_{\Omega}\right\|_{X^{r}}\|f\|_{p},
$$

hence $L^{p} \subseteq X^{q}$, which completes the proof.

As we have seen, the Köthe $p$-dual space of a Banach function space is quite similar to the $L^{p}$ space.
Corollary 2.6. Let $X$ be a Banach function space over a finite measure. Let $1 \leq p<\infty$. Then $X^{p}=L^{p}$ if and only if $X=L^{\infty}$.

Proof. We only need to show that $X^{p}=L^{p}$ implies that $X=L^{\infty}$. It follows from Proposition 2.4(3), since $L^{p} \subseteq X^{p}$ implies that $X \subseteq\left(L^{p}\right)^{p}=L^{\infty}$. Then $X=L^{\infty}$.
2.1.2. The Köthe $p$-adjoint operator. Let us now study operators defined on Köthe $p$-dual spaces. They provide a natural $p$-th power factorization, for $1 \leq p<\infty$, as the next diagram shows


## DIAGRAM 2.1. Köthe $p$-adjoint operator

Definition 2.7. Let $1 \leq p<\infty$. Let $X$ be a quasi-Banach function space, $E$ a Banach space and $T: E \rightarrow X$ an operator. It is defined the operator $T^{p}: X^{p} \rightarrow E^{*}$ as $T^{p}:=\left.T^{*}\right|_{X^{p}}$, that we will call Köthe $p$-adjoint operator. For $p=1$, this operator coincides with the Köthe adjoint operator $T^{\prime}$.

The following proposition gives examples of $p$-th power factorable operators. We also provide an expression for the extension map, which will be useful in the sequel.

Proposition 2.8. Let $1 \leq p<\infty$. Let $E$ be a Banach space, and let $X$ be an order continuous Banach function space over a finite measure such that $X^{p}$ is order continuous. Let $T: E \rightarrow X$
be an operator. Then the Köthe p-adjoint operator $T^{p}$ is $p$-th power factorable, and the extension operator is $\left(T^{p}\right)_{[p]}:=\left(i_{[p]} \circ T\right)^{*}=T^{*} \circ\left(i_{[p]}\right)^{\prime}$.

Proof. The first assertion is immediate from Diagram 2.1. Let us formalize this fact. Let $f \in X^{p} \subseteq X^{\prime}=X^{*}$, and $T^{p}=\left.T^{*}\right|_{X^{p}}$, hence

$$
\left\|T^{p}(f)\right\|_{E^{*}}=\left\|T^{*}(f)\right\|_{E^{*}}=\sup _{g \in B_{E}}\left|\left\langle g, T^{*}(f)\right\rangle\right|=\sup _{g \in B_{E}}|\langle T(g), f\rangle| .
$$

Since $\mu$ is finite, $X \subseteq X_{[p]}$, and by Proposition 1.5(11), $\left(X_{[p]}\right)^{\prime}=\left(X^{p}\right)_{[p]}$, thus

$$
\begin{aligned}
\sup _{g \in B_{E}}|\langle T(g), f\rangle| & \leq\|T\| \sup _{h \in B_{X}}|\langle h, f\rangle| \leq C\|T\| \sup _{h \in B_{X_{[p]}}}|\langle h, f\rangle| \\
& \leq C\|T\|\|f\|_{\left(X_{[p]}\right)^{\prime}}=C\|T\|\|f\|_{\left(X^{p}\right)_{[p]}},
\end{aligned}
$$

for some $C>0$. Since $X^{p}$ is order continuous by hypothesis, we apply Proposition 1.8 (picking $X^{p}$ instead of $X$ ) and we obtain that $T^{p}: X^{p} \rightarrow E^{*}$ is $p$-th power factorable.

For the second assertion, by definition of Köthe $p$-adjoint we have $T^{p}=\left(T^{p}\right)_{[p]} \circ k_{[p]}$, where $k_{[p]}: X^{p} \hookrightarrow\left(X^{p}\right)_{[p]}$ is the canonic inclusion and $\left(T^{p}\right)_{[p]}$ is the unique extension. On the other hand $i_{[p]}: X \hookrightarrow X_{[p]}$ is canonic and so is $\left(i_{[p]}\right)^{*}:\left(X_{[p]}\right)^{*}=\left(X_{[p]}\right)^{\prime}=\left(X^{p}\right)_{[p]} \hookrightarrow X^{*}$. Since $X$ is order continuous by Proposition 1.5(5), so is $X_{[p]}$. Then, by uniqueness of the extension, we have that $\left(T^{p}\right)_{[p]}:\left(X_{[p]}\right)^{\prime} \xrightarrow{\left(i_{[p p}\right)^{\prime}} X^{*} \xrightarrow{T^{*}} E^{*}$.

Remark 2.9. Let us analyze the factorization of $T^{2}: X^{2} \rightarrow E^{*}$. Under the requirements of Proposition 2.8 we have that $T^{2}=\left(T^{2}\right)_{[2]} \circ i_{[2]}$. On the other hand by [97, Prop. 3.1] $X^{2}$ is 2convex. If $X$ is 4-convex, then $X_{[2]}$ is 2-convex, and so $\left(X^{2}\right)_{[2]}=\left(X_{[2]}\right)^{\prime}$ is 2-concave (see e.g. [23, Lem. 2]). Therefore $i_{[2]}: X^{2} \rightarrow L^{2} \rightarrow\left(X^{2}\right)_{[2]}$ (see [66, Cor. 1.f.15(iii)]). In consequence $T^{2}$ factors through a Hilbert space.

From [71, Th. 4] and [12, Rem. 6.8] we deduce the following example (see also [68]).
Example 2.10. See $[\mathbf{6 0}, 90]$ for theory and applications of Orlicz spaces. Let $(\mathbb{R}, \Sigma, \mu)$ be a finite measure space. Let $\varphi$ be an Orlicz function, i.e. a convex, continuous, increasing and unbounded function defined on $[0, \infty)$, so that $\varphi(0)=0$. The Orliz space is defined by

$$
L^{\varphi}:=\left\{f \in L^{0}: \inf \left\{\lambda>0: \int_{\mathbb{R}} \varphi(|f(\omega)| / \lambda) d \mu(\omega) \leq 1\right\}<\infty\right\},
$$

where $\varphi$ is an Orlicz function that satisfies the $\Delta_{2}$-condition, i.e. there exists $k>0$ and $u_{0} \geq 0$ such that $\varphi(2 u) \leq k \varphi(u)$ for every $u \geq u_{0}$. Assume that $\frac{\varphi(u)}{u}$ is increasing and

$$
\lim _{u \rightarrow \infty} \sup \frac{u}{\varphi(u)}=\lim _{u \rightarrow 0} \sup \frac{\varphi(u)}{u}=0 .
$$

Let us define $\varphi_{0}(u):=\sup _{v>0}\{2 u v-\varphi(\nu)\}$ for $u \geq 0$. Then $\left(L^{\varphi}\right)^{\prime}=L^{\varphi_{0}}([12$, Rem. 6.8]).

Let us consider the 4-convex space $X_{\varphi}:=\left(\left(L^{\varphi}\right)^{4}\right)^{4}$. The one-dimensional Riesz transform $R: L^{\varphi} \rightarrow L^{\varphi}$, defined by

$$
(R f)(x):=c \int_{\mathbb{R}} \frac{x-y}{|x-y|} f(y) d \mu(y)
$$

where $c:=\frac{\Gamma(1 / 2)}{\pi^{1 / 2}}$, is continuous (see [58, Th. 3.11]). Let $i: L^{\varphi} \hookrightarrow X_{\varphi}$ be the inclusion map, thus we can define $T:=i \circ R: L^{\varphi} \rightarrow X_{\varphi}$, which is a Riesz transform. In this case the operator $T$ has Köthe 2-adjoint operator $T^{2}:\left(X_{\varphi}\right)^{2} \rightarrow L^{\varphi_{0}}$, and $T^{2}$ is still the Riesz transform. In virtue of the remark above, it factors through a Hilbert space.

Remark 2.11. In order to summarize the relations and spaces that we have considered in this chapter we present the following diagram, for $1 \leq q \leq p<\infty$ and $u, v>1$. $X$ is a Banach function space over a finite measure, $E$ is a Banach space and $T: E \rightarrow X$ is an operator.


Diagram 2.2. Context diagram for the Köthe $p$-dual space and Köthe $p$-adjoint operator

### 2.2. Some geometrical aspects

The geometric structure of the space of multipliers is strongly connected with the notions of concavity and convexity (see e.g. [66, Sect. 1.c, 1.d and 1.e] or in a more general context [35, Ch. 9, 10 and 11]). Now we are going to study the $p$-convexity and $q$-concavity, type and coptype of the Köthe $r$-dual spaces. In general for a given Banach space $E$, these notions describe the local behavior (understanding local as finite-dimensional) of the spaces $\ell^{p}\left(E_{n}\right)$, where $E_{n}$ is an $n$-dimensional linear subspace of $E$.

Let us recall Kwapień's characterization of Hilbert spaces [64], $X$ is isomorphic to a Hilbert space if and only if has type 2 and cotype 2 . See [88, Ch. 3] for more details and applications.

### 2.2.1. Convexity and concavity. Let us state a first corollary.

Corollary 2.12. Let $1 \leq p<\infty$. Let $E$ be a $p^{\prime}$-convex Banach lattice and $X$ an order continuous Banach function space. Let $T: E \rightarrow X$ be an operator. If $T^{p}: X^{p} \rightarrow E^{*}$ is positive, then $T^{p}$ factors through $L^{p}$.

Proof. Since $E$ is $p^{\prime}$-convex, $E^{*}$ is $p$-concave ([66, Prop. 1.d.4(iii)]), then $T^{p}$ is $p$ concave too, since $T^{p}$ is positive ([66, Prop. 1.d.9]). On the other hand thanks to [12, Lem. 5.1] we have that $X^{p}$ is $p$-convex, thus Maurey-Rosenthal's Theorem 1.4 ensure us that $T^{p}$ factors through $L^{p}$.

In particular for $p=1$ we have the following. If $T: E=L^{\infty} \rightarrow X, T^{\prime}$ is positive and $T^{\prime}\left(X^{\prime}\right) \subseteq L^{1}$, then $T^{\prime}$ factors through $L^{p}$ for every $1 \leq p<\infty$.

Let $p \in[1, \infty]$, it is well known that $X^{p}$ is $p$-convex with constant 1. (see e.g. [97, Prop 3.1]). However, this result does not hold for the $p$-concavity. For instance $\left(L^{p}\right)^{p}=L^{\infty}$, which is not $p$-concave for any $p<\infty$. The following theorem sheds some light on the $p$ concave case. In fact it is a generalization of [66, Prop. 1.d.4](iii), see also [62]. The proof is adapted from [83, Lem. 2.2] (see also [41, Lem. 4.2]).
Theorem 2.13. Let $1 \leq r \leq p \leq \infty$ and let $X$ and $Y$ be two Banach function spaces over the same measure, such that $Y$ is $r$-concave and $X$ is $p$-convex. Then $X^{Y}$ is $q$-concave for $\frac{1}{q}=\frac{1}{r}-\frac{1}{p}$.

Proof. We assume without loss of generality that the involved concavity and convexity constants are equal to 1 . Let us take $n \in \mathbb{N}, f_{1}, \ldots, f_{n} \in X^{Y}$ and $g_{1}, \ldots, g_{n} \in B_{X}$. Thanks to [71, Prop. 3] it is clear that $\ell^{q}=\left(\ell^{p}\right)^{r}$, so for an element $\left(\tau_{i}\right)_{i} \in \ell^{q}$

$$
\begin{equation*}
\left\|\left(\tau_{i}\right)_{i}\right\|_{q}=\left(\sum_{i}\left|\tau_{i}\right|^{q}\right)^{1 / q}=\sup _{\left(\lambda_{i}\right)_{i} \in B_{\ell} p}\left(\sum_{i}\left|\lambda_{i} \tau_{i}\right|^{r}\right)^{1 / r} \tag{2.1}
\end{equation*}
$$

Since $X$ is $p$-convex with constant 1, if $\left(\lambda_{i}\right)_{i} \in B_{\ell}$, (note that $\lambda_{i} g_{i} \in X$ ) we have

$$
\begin{equation*}
\left\|\left(\sum_{i=1}^{n}\left|\lambda_{i} g_{i}\right|^{p}\right)^{1 / p}\right\|_{X} \leq\left(\sum_{i=1}^{n}\left\|\lambda_{i} g_{i}\right\|_{X}^{p}\right)^{1 / p}=\left(\sum_{i=1}^{n}\left|\lambda_{i}\right|^{p}\left\|g_{i}\right\|_{X}^{p}\right)^{1 / p} \leq\left(\sum_{i=1}^{n}\left|\lambda_{i}\right|^{p}\right)^{1 / p} \leq 1 \tag{2.2}
\end{equation*}
$$

hence $\left(\sum_{i=1}^{n}\left|\lambda_{i} g_{i}\right|^{p}\right)^{1 / p} \in B_{X}$. So, applying (2.1), that $Y$ is $r$-concave and (2.2), we obtain

$$
\begin{align*}
\left(\sum_{i=1}^{n}\left\|f_{i} g_{i}\right\|_{Y}^{q}\right)^{1 / q} & =\sup _{\left(\lambda_{i}\right)_{i} \in B_{\ell} p}\left(\sum_{i=1}^{n}\left|\lambda_{i}\right|^{r}\left\|f_{i} g_{i}\right\|_{Y}^{r}\right)^{1 / r}=\sup _{\left(\lambda_{i}\right)_{i} \in B_{\ell} p}\left(\sum_{i=1}^{n}\left\|\lambda_{i} g_{i} f_{i}\right\|_{Y}^{r}\right)^{1 / r}  \tag{2.3}\\
& \leq \sup _{\left(\lambda_{i}\right)_{i} \in B_{\ell} p}\left\|\left(\sum_{i=1}^{n}\left|\lambda_{i} g_{i} f_{i}\right|^{r}\right)^{1 / r}\right\|_{Y}=\sup _{\left(\lambda_{i}\right)_{i} \in B_{\ell} p}\left\|\left(\sum_{i=1}^{n}\left|\lambda_{i} g_{i}\right|^{p}\right)^{1 / p}\left(\sum_{i=1}^{n}\left|f_{i}\right|^{q}\right)^{1 / q}\right\|_{Y} \\
& \leq \sup _{g \in B_{X}}\left\|g\left(\sum_{i=1}^{n}\left|f_{i}\right|^{q}\right)^{1 / q}\right\|_{Y}=\left\|\left(\sum_{i=1}^{n}\left|f_{i}\right|^{q}\right)^{1 / q}\right\|_{X^{Y}} .
\end{align*}
$$

Given $\varepsilon>0$ we can select $\left\{g_{1}, \ldots, g_{n}\right\} \in B_{X}$ such that $\left\|f_{i}\right\|_{X^{Y}} \leq\left\|f_{i} g_{i}\right\|_{Y}+\varepsilon /\left(n^{1 / q}\right)$ for each $i=1, \ldots, n$. Then applying (2.3)

$$
\begin{aligned}
\left(\sum_{i=1}^{n}\left\|f_{i}\right\|_{X^{Y}}^{q}\right)^{1 / q} & \leq\left(\sum_{i=1}^{n}\left(\left\|f_{i} g_{i}\right\|_{Y}+\frac{\varepsilon}{n^{1 / q}}\right)^{q}\right)^{1 / q} \leq\left(\sum_{i=1}^{n}\left(\left\|f_{i} g_{i}\right\|_{Y}\right)^{q}\right)^{1 / q}+\left(\sum_{i=1}^{n}\left(\frac{\varepsilon}{n^{1 / q}}\right)^{q}\right)^{1 / q} \\
& =\left(\sum_{i=1}^{n}\left(\left\|f_{i} g_{i}\right\|_{Y}\right)^{q}\right)^{1 / q}+\varepsilon \leq\left\|\left(\sum_{i=1}^{n}\left|f_{i}\right|^{q}\right)^{1 / q}\right\|_{X^{Y}}+\varepsilon,
\end{aligned}
$$

for every $\varepsilon>0$, which yields us that $X^{Y}$ is $q$-concave.

The conclusion of this theorem may fail without the requirement on the $p$-convexity of $X$.
Example 2.14. Let $1 \leq r<p<\infty$ and $r \leq q<\infty$ be such that $\frac{1}{r}=\frac{1}{p}+\frac{1}{q}$. Let us take $X:=L^{s}$ for $r \leq s<p$. Then $X$ is not $p$-convex and $X^{r}=L^{t}$, where $\frac{1}{t}=\frac{1}{r}-\frac{1}{s}$. Taking $Y:=L^{r}$ in the previous theorem and taking into account that $\frac{1}{t}=\frac{1}{r}-\frac{1}{s}=\frac{1}{q}+\frac{1}{p}-\frac{1}{s}$, we have that $\frac{1}{t}-\frac{1}{q}=\frac{1}{p}-\frac{1}{s}<0$ since $s<p$, therefore $q<t$, and so $X^{r}=L^{t}$ cannot be $q$-concave.
Remark 2.15. For the case of Lebesgue spaces we have $\left(L^{q}\right)^{p}=\{0\}$ for $1 \leq q<p \leq \infty$. However, it is not in general true that $\left(X^{q}\right)^{p}=\{0\}$ for every $X$ and every $1 \leq q<p \leq \infty$. Take $1 \leq q<r$ and choose $s \geq 1$ so that $\frac{1}{s}=\frac{1}{q}-\frac{1}{r}$. Then, for $q<p<s$ and $X:=L^{r}$, we conclude that $X^{q}=L^{s}$ and so $\left(X^{q}\right)^{p}=L^{t} \neq\{0\}$, where $\frac{1}{t}=\frac{1}{p}-\frac{1}{s}$.

The following corollary provides conditions on the indexes $p$ and $q$ that implies $\left(X^{q}\right)^{p}=$ $\{0\}$ when $q<p$.
Corollary 2.16. Let $1 \leq q<p \leq \infty$ and let $r>1$ such that $\frac{1}{r}<\frac{1}{q}-\frac{1}{p}$. Let $X$ be an $r$-convex Banach function space over a non-atomic finite measure. Then $\left(X^{q}\right)^{p}=\{0\}$.

Proof. By the previous theorem $X^{q}$ is $s$-concave for $s \geq 1$ such that $\frac{1}{q}=\frac{1}{r}+\frac{1}{s}$. Since $\frac{1}{p}<\frac{1}{q}-\frac{1}{r}=\frac{1}{s}$, we have that $s<p$. Now, since $L^{p}$ is $p$-convex, by (1.7) we obtain that $\left(X^{q}\right)^{p}=\{0\}$.
2.2.2. Type and cotype. To finish the chapter we will use the 2-Köthe dual space in order to find a simple characterization for Hilbert spaces. The proof of the following theorem uses the type and cotype inequalities for $L^{p}$ spaces, which has type $\min \{2, p\}$ and cotype $\max \{2, p\}$ (see [24, Prop. 8.6] or [66, p. 73]). Recall that an AM-space $F$ is a Banach lattice such that satisfies $\|x \vee y\|_{F}=\max \left\{\|x\|_{F},\|y\|_{F}\right\}$ for $0<x, y \in F$. If the Banach lattice is a Banach function space $X$, then $(f \vee g)(\omega):=\max \{f(\omega), g(\omega)\}$ for $f, g \in X$. We show that we can provide a direct proof by using this abstract axiomatic definition, instead of writing the direct result for the case $X=L^{\infty}$, in such case $X^{p}=L^{p}$. This fact can be deduced also from Theorem 2.13, which implies that $X^{p}$ is $p$-concave when $X$ is an AM-space, thus $X^{p}$ is an $L^{p}$-space ([66, Cor. 1.d.12]), since $X^{p}$ is $p$-convex, but we do not use the Kakutani's representation. We will see in Corollary 2.18 that in fact, the AM-space involved is $L^{\infty}$.

Theorem 2.17. Let $1 \leq p \leq \infty$. Let $X$ be a Banach function space over a finite measure, which is an AM-space. Then $X^{p}$ has type $\min \{2, p\}$ and cotype $\max \{2, p\}$.

Proof. We consider separately type and cotype.
Type. Recall that the norm in $X^{p}$ is $\|f\|_{X^{p}}=\sup \left\{\|f g\|_{p}: g \in B_{X}\right\}$. If $f_{1}, \ldots, f_{n} \in X^{p}$ and $\varepsilon>0$ we claim that there exists $g \in B_{X}$ such that

$$
\begin{equation*}
\left\|\sum_{k=1}^{n} r_{k}(t) f_{k}\right\|_{X^{p}} \leq\left\|g \sum_{k=1}^{n} r_{k}(t) f_{k}\right\|_{p}+\varepsilon^{2}, \quad t \in[0,1] \tag{2.4}
\end{equation*}
$$

where the election of $g \in B_{X}$ does not depends on $t \in[0,1]$. Let us define $\psi_{n}:[0,1] \rightarrow X^{p}$

$$
\psi_{n}(t):=\sum_{k=1}^{n} r_{k}(t) f_{k}
$$

By definition of the Rademacher functions, $\psi_{n}$ has at most $2^{n}$ values, since $r_{1}, \ldots, r_{n}$ are constant in each interval $\left[\frac{j}{2^{n}}, \frac{j+1}{2^{n}}\right)$ for $j=0, \ldots, 2^{n}-1$. Let us select $t_{j} \in\left[\frac{j}{2^{n}}, \frac{j+1}{2^{n}}\right)$ for $j=0, \ldots, 2^{n}-1$, (e.g. $t_{j}:=\frac{j}{2^{n}}$ ). Then $\psi_{n}(t)=\psi_{n}\left(t_{j}\right)$ for $t \in\left[\frac{j}{2^{n}}, \frac{j+1}{2^{n}}\right)$. By definition, for each $j \in\left\{0, \ldots, 2^{n}-1\right\}$ there exists $g_{j} \in B_{X}$ such that $\left\|\psi_{n}(t)\right\|_{X^{p}} \leq\left\|g_{j} \psi_{n}(t)\right\|_{p}+\varepsilon^{2}$ for every $t \in\left[\frac{j}{2^{n}}, \frac{j+1}{2^{n}}\right)$.

Let us define $g:=\left|g_{0}\right| \vee \cdots \vee\left|g_{2^{n}-1}\right|$. Since, $X$ is an AM-space we have that

$$
\|g\|_{X}=\max \left\{\left\|g_{1}\right\|_{X}, \ldots,\left\|g_{2^{n}-1}\right\|_{X}\right\} \leq 1
$$

On the other hand $\left|g_{j}\right| \leq|g|$, thus $\left|g_{j} \psi_{n}\left(t_{j}\right)\right| \leq\left|g \psi_{n}\left(t_{j}\right)\right|$ for all $j=0, \ldots, 2^{n}-1$. Then $\left|g_{j} \psi_{n}(t)\right| \leq\left|g \psi_{n}(t)\right|$ and $\left\|g_{j} \psi_{n}(t)\right\|_{p} \leq\left\|g \psi_{n}(t)\right\|_{p}$ for every $j=0, \ldots, 2^{n}-1, t \in\left[\frac{j}{2^{n}}, \frac{j+1}{2^{n}}\right)$. Let $t \in[0,1]$, then there exists $j$ such that $\psi_{n}(t)=\psi_{n}\left(t_{j}\right)$. Therefore (2.4) holds.

If $1 \leq p \leq 2$ since $L^{p}$ has type $p$ we have

$$
\begin{aligned}
& \left(\int_{0}^{1}\left\|\sum_{k=1}^{n} r_{k}(t) f_{k}\right\|_{X^{p}}^{2} d t\right)^{1 / 2} \leq\left(\int_{0}^{1}\left\|\sum_{k=1}^{n} r_{k}(t) g f_{k}\right\|_{p}^{2} d t\right)^{1 / 2}+\left(\int_{0}^{1} \varepsilon^{2} d t\right)^{1 / 2} \\
& \quad \leq C\left(\sum_{k=1}^{n}\left\|g f_{k}\right\|_{p}^{p}\right)^{1 / p}+\varepsilon \leq C\left(\sum_{k=1}^{n} \sup _{g \in B_{X}}\left\|g f_{k}\right\|_{p}^{p}\right)^{1 / p}+\varepsilon \leq C\left(\sum_{k=1}^{n}\left\|f_{k}\right\|_{X^{p}}^{p}\right)^{1 / p}+\varepsilon .
\end{aligned}
$$

Since $\varepsilon>0$ is arbitrary, we obtain that $X^{p}$ has type $p$. The case $p>2$ follows analogously applying that, in this case, $L^{p}$ has type 2.

Cotype. Let $f_{1}, \ldots, f_{n} \in X^{p}$. For each $k \in\{1, \ldots, n\}$, choose $0 \leq g_{k} \in B_{X}$ such that $\left\|f_{k}\right\|_{X^{p}} \leq$ $\left\|g_{k} f_{k}\right\|_{p}+\frac{\varepsilon}{n^{1 / p}}$. Let us define $g_{0}:=g_{1} \vee \cdots \vee g_{n}$. Since $X$ is an AM-space, $g_{0} \in B_{X}, g_{i} \leq g_{0}$ and $\left|g_{i} f_{i}\right| \leq\left|g_{0} f_{i}\right|$, hence $\left\|g_{i} f_{i}\right\|_{p} \leq\left\|g_{0} f_{i}\right\|_{p}$ for $i=1, \ldots, n$. Therefore, for $p \geq 2$ applying that $L^{p}$ has cotype $p$ we have that

$$
\begin{aligned}
\left(\sum_{k=1}^{n}\left\|f_{k}\right\|_{X^{p}}^{p}\right)^{1 / p} & \leq\left(\sum_{k=1}^{n}\left(\left\|g_{0} f_{k}\right\|_{p}+\frac{\varepsilon}{n}\right)^{p}\right)^{1 / p} \leq\left(\sum_{k=1}^{n}\left\|g_{0} f_{k}\right\|_{p}^{p}\right)^{1 / p}+\varepsilon \\
& \leq C\left(\int_{0}^{1}\left\|g_{0} \sum_{k=1}^{n} r_{k}(t) f_{k}\right\|_{p}^{2} d t\right)^{1 / 2}+\varepsilon \\
& \leq C\left(\int_{0}^{1} \sup _{g \in B_{X}}\left\|g \sum_{k=1}^{n} r_{k}(t) f_{k}\right\|_{p}^{2} d t\right)^{1 / 2}+\varepsilon \\
& \leq C\left(\int_{0}^{1}\left\|\sum_{k=1}^{n} r_{k}(t) f_{k}\right\|_{X^{p}}^{2} d t\right)^{1 / 2}+\varepsilon
\end{aligned}
$$

The case $p<2$ follows analogously applying that, in this case, $L^{p}$ has cotype 2 , which proves that $X^{p}$ has cotype $\min \{2, p\}$.

Corollary 2.18. Let H be a Banach function space over a finite measure. Then $H$ is isomorphic to a Hilbert space if and only if there exists a Banach function AM-space $X$ such that $H=X^{2}$.

Proof. Assume that $H$ is isomorphic to a Hilbert space, hence $H=H^{*}$. On one hand, let us prove that $H^{2}$ is an AM-space. By Proposition 2.4(3) taking $X:=H^{2}$ and $Y:=H$, we have trivially that $H \subseteq\left(H^{2}\right)^{2}$. Thus, by Lemma 2.2(2), Lemma 2.2(4) and Lemma 2.5(1) we have that

$$
\begin{equation*}
H \subseteq\left(H^{2}\right)^{2} \subseteq L^{2} \tag{2.5}
\end{equation*}
$$

hence Lemma 2.5(2) (taking $X=H, q=1$ and $p=r=2$ ), implies that

$$
\begin{equation*}
L^{2} \subseteq H^{\prime} \subseteq H^{*}=H \tag{2.6}
\end{equation*}
$$

Then, $H=L^{2}$, thus $H^{2}=\left(L^{2}\right)^{2}=L^{\infty}$, which is an AM-space. On the other hand, inclusions (2.5) and (2.6) state that $H=\left(H^{2}\right)^{2}$. So choose $X:=H^{2}$.

For the converse, by the previous Theorem 2.17, we have that $X^{2}$ has type 2 and cotype 2. Applying Kwapień's Theorem we obtain the result.

The Nikishin's Theorem provides the last application in the chapter. For this, let us present the Lorentz spaces. Let $(\Omega, \Sigma, \mu)$ be a $\sigma$-finite measure space and let $f \in L^{0}(\mu)$. See [8] for the following concepts: the distribution function $\mu_{f}:[0, \infty) \rightarrow[0, \infty]$ of a function $f \in L^{0}(\mu)$ is defined by $\mu_{f}(\lambda):=\mu(\{x \in \Omega:|f(x)|>\lambda\})$ and its decreasing rearrangement $f^{*}:[0, \infty) \rightarrow[0, \infty]$ is defined by

$$
f^{*}(t):=\inf \left\{\lambda \geq 0: \mu_{f}(\lambda) \leq t\right\} .
$$

Let $0<p, q \leq \infty$, the Lorentz space $L^{p, q}(\mu)$ is the class of functions in $L^{0}(\mu)$ such that the function norm $\|f\|_{p, q}<\infty$, where it is defined by

$$
\|f\|_{p, q}= \begin{cases}\left(\int_{0}^{\infty}\left(t^{1 / p} f^{*}(t)\right)^{q} \frac{d t}{t}\right)^{1 / q}, & \text { if } 0<p<\infty, 0<q<\infty \\ \sup _{t>0} t^{1 / p} f^{*}(t), & \text { if } 0<p<\infty, q=\infty \\ \|f\|_{\infty}, & \text { if } p=\infty, q=\infty\end{cases}
$$

Corollary 2.19. Let $X$ and $Y$ be two Banach function spaces over a finite measure $\mu$, such that $X$ is order continuous. Let $T: X \rightarrow Y$ be a $\mu$-determined $p$-th power factorable operator. If $L^{1}\left(m_{T}\right)$ is $q$-concave for some $q<\infty$, then the (range) extension $X \xrightarrow{T} Y \stackrel{i}{\rightarrow} L^{0}$ factors through $L^{s, \infty}(\mu)$ where $s=\min \{2, p\}$.

Proof. We can assume that $1 \leq p \leq 2$ since every $p$-th power factorable operator is $r$ th power factorable for every $1 \leq r \leq p$. It can be easily verified that $L^{p}\left(m_{T}\right)$ is $p q$-concave since $L^{1}\left(m_{T}\right)$ is $q$-concave (see e.g [79, Prop. 2.75(i)]). Applying [66, Prop. 1.f.3(ii)] we have that $L^{p}\left(m_{T}\right)$ has type $p$. Then we can assert that $L^{p}\left(m_{T}\right)$ has type $\min \{2, p\}$. Finally, we apply Nikishin's Theorem 1.10, in order to obtain that $i \circ I_{m_{T}}^{(p)}$ factors through the Lorentz space $L^{s, \infty}(\mu)$ where $s=\min \{2, p\}$, hence so does $i \circ T$.

## CHAPTER 3

## Optimal range theorem

In Section 3.2 we will obtain a theorem that will allow us to define an embedding from a $q^{\prime}$-concave and Fatou Banach function space into $\left(L^{q}\left(m_{T^{\prime}}\right)\right)^{\prime}$ by an isometric map, where $m_{T^{\prime}}$ is the measure associated with the adjoint of a $q$-th power factorable operator $T$. In a sense, as we will see, the space $\left(L^{q}\left(m_{T^{\prime}}\right)^{\prime}\right.$ plays the role of optimal range, as the smaller $q^{\prime}$-concave Banach function space with the Fatou property, where the operator $T$ can take values. From this result we obtain several consequences, e.g. conditions for a map defined on $L^{\infty}$ to take necessarily values in $L^{\infty}$, and assuming some additional requirements, a characterization for $\left(L^{p}\left(m_{T^{\prime}}\right)\right)^{\prime}$ to be an almost $L^{p^{\prime}}$-space. Section 3.1 is devoted to analyze the duality relation between the spaces $L^{p}\left(m_{T}\right)$ and $L^{p}\left(m_{T^{\prime}}\right)$.

### 3.1. The adjoint and Köthe adjoint operators

Let us start by fixing the context that we need in order to define correctly the $p$-th power factorability of the Köthe adjoint operator of $T: E \rightarrow X$ where $E$ is a Banach space and $X$ is a quasi-Banach function space over a $\sigma$-finite measure space $(\Omega, \Sigma, \mu)$, with nontrivial and order continuous Köthe dual space.
(I) Let us compute the measure $m_{T^{\prime}}$ associated with $T^{\prime}$.

$$
\begin{aligned}
T^{\prime}: X^{\prime} & \longrightarrow E^{*} \\
g & \longmapsto\left\{\begin{array}{llll}
T^{\prime}(g): & E & \rightarrow & \mathbb{R} \\
& x & \mapsto & \langle T(x), g\rangle=\int_{\Omega} g T(x) d \mu=\left(I_{\mu} \circ M_{g} \circ T\right)(x) .
\end{array} . . \begin{array}{ll} 
& \\
&
\end{array}\right)
\end{aligned}
$$

We thus get $m_{T^{\prime}}: \Sigma \rightarrow E^{*}$ defined by $m_{T^{\prime}}(A)=T^{\prime}\left(\chi_{A}\right)$, i.e.

$$
\begin{equation*}
\left(m_{T^{\prime}}(A)\right)(x)=\left(T^{\prime}\left(\chi_{A}\right)\right)(x)=\int_{A} T(x) d \mu, \quad x \in E \tag{3.1}
\end{equation*}
$$

or in other words $m_{T^{\prime}}(A)=I_{\mu} \circ M_{\chi_{A}} \circ T$.
(II) About the $\mu$-determination of $T^{\prime}$. If $\chi_{\Omega} \in T(E)$, then there exists $x_{0} \in E$ such that $T\left(x_{0}\right)=\chi_{\Omega} \in X$. So we claim that $\mathscr{N}_{0}\left(m_{T^{\prime}}\right) \subseteq \mathscr{N}_{0}(\mu)$. Assume that $A \in \Sigma$ is $m_{T^{\prime}}$-null, this implies that $m_{T^{\prime}}(B)=T^{\prime}\left(\chi_{B}\right)=0$ for all $B \in 2^{A} \cap \Sigma$. Hence, by (3.1), $\int_{B} T(x) d \mu=0$ for every $x \in E$ and every $B \in 2^{A} \cap \Sigma$. So for every $B \in 2^{A} \cap \Sigma$ we have

$$
0=\int_{B} T\left(x_{0}\right) d \mu=\int_{B} \chi_{\Omega} d \mu=\int_{\Omega} \chi_{B} d \mu=\mu(B) .
$$

Therefore $\mathscr{N}_{0}\left(m_{T^{\prime}}\right) \subseteq \mathscr{N}_{0}(\mu)$.
Recall that the requirement on the $\mu$-determination for the operator $T$ is imposed in order to obtain that its domain space will be injectively included in its optimal domain $L^{1}\left(m_{T}\right)$ (see [79, Prop. 4.4(iii)]). However, it is not necessary for obtaining a factorization of $T$ through this space.

The following lemma will allow us to obtain a representation of the adjoint operator of the integration map associated with a vector measure, as a Radon-Nikodým derivative.
Lemma 3.1. Let $X$ and $Y$ be two order continuous Banach function spaces over $\mu$, such that $X^{\prime}$ and $Y^{\prime}$ are also order continuous. Let $T: X \rightarrow Y$ be an operator such that there exist a Banach space $E$ and operators $R: X \rightarrow E$ and $S: E \rightarrow Y$ such that $T=S \circ R$. Then

$$
\int_{\Omega} g d m_{T^{\prime}}=\frac{d\left\langle m_{R}, \int_{\Omega} g d m_{S^{\prime}}\right\rangle}{d \mu}, \quad g \in L^{1}\left(m_{S^{\prime}}\right)
$$

Proof. Thanks to the order continuity assumptions, the given factorization for $T$ and $T^{\prime}$ are


Let $x^{*} \in E^{*}$. Then the measure defined as $\left\langle m_{R}, x^{*}\right\rangle$ is absolutely continuous with respect to $\mu$ (Proposition 1.1(2)). Observe that $m_{T^{\prime}}(A)=m_{R^{*} \circ S^{\prime}}(A)=R^{*}\left(m_{S^{\prime}}(A)\right.$ ), by the continuity of $R^{*}$ and the order continuity of the Banach function space $L^{1}\left(m_{S^{\prime}}\right)$, we obtain that

$$
\int_{\Omega} g d m_{\left(R^{*} \circ S^{\prime}\right)}=R^{*}\left(\int_{\Omega} g d m_{S^{\prime}}\right), \quad g \in L^{1}\left(m_{S^{\prime}}\right)
$$

Let be $f \in X$ and $g \in L^{1}\left(m_{S^{\prime}}\right)$. Then we have that $\int_{\Omega} g d m_{S^{\prime}} \in E^{*}$, and hence

$$
\begin{aligned}
\left\langle f, \int_{\Omega} g d m_{T^{\prime}}\right\rangle & =\left\langle f, \int_{\Omega} g d m_{\left(R^{*} \circ S^{\prime}\right)}\right\rangle=\left\langle f, R^{*}\left(\int_{\Omega} g d m_{S^{\prime}}\right)\right\rangle \\
& =\left\langle R f, \int_{\Omega} g d m_{S^{\prime}}\right\rangle=\left\langle\int_{\Omega} f d m_{R}, \int_{\Omega} g d m_{S^{\prime}}\right\rangle \\
& =\int_{\Omega} f \frac{d\left\langle m_{R}, \int_{\Omega} g d m_{S^{\prime}}\right\rangle}{d \mu} d \mu=\left\langle f, \frac{d\left\langle m_{R}, \int_{\Omega} g d m_{S^{\prime}}\right\rangle}{d \mu}\right\rangle .
\end{aligned}
$$

Consequently

$$
\int_{\Omega} g d m_{T^{\prime}}=\frac{d\left\langle m_{R}, \int_{\Omega} g d m_{S^{\prime}}\right\rangle}{d \mu}, \quad g \in L^{1}\left(m_{S^{\prime}}\right) .
$$

Remark 3.2. In particular, under the assumptions of the lemma above for $X$ and $Y$, we have the trivial factorization $T=\operatorname{Id}_{Y} \circ T$. If $T^{\prime}$ is $\mu$-determined, then

$$
\int_{\Omega} g d m_{T^{\prime}}=\frac{d\left\langle m_{T}, g\right\rangle}{d \mu}, \quad g \in Y^{\prime}
$$

since $\left(\operatorname{Id}_{Y}\right)^{\prime}=\operatorname{Id}_{Y^{\prime}}$, and so $\int_{\Omega} g d m_{\operatorname{Id}_{Y^{\prime}}}=\operatorname{Id}_{Y^{\prime}}(g)=g$ for every $g \in Y^{\prime}$. If in addition $X$ and $Y$ are Fatou and $T$ is $\mu$-determined, then $T^{\prime \prime}=T$, which implies that

$$
\int_{\Omega} f d m_{T}=\frac{d\left\langle m_{T^{\prime}}, f\right\rangle}{d \mu}, \quad f \in X=X^{\prime \prime}
$$

Let us now consider a Banach space $E$ and an operator $T: X \rightarrow E$ defined on an order continuous Banach function space $X$ over $\mu$. Let us define the map $D_{m_{T}}: E^{*} \rightarrow\left(L^{1}\left(m_{T}\right)\right)^{\prime}$ as

$$
D_{m_{T}}\left(x^{*}\right):=\frac{d\left\langle m_{T}, x^{*}\right\rangle}{d \mu}
$$

which is well defined since $\left|\left\langle m_{T}, x^{*}\right\rangle\right| \ll\left\|m_{T}\right\| \ll \mu$ and the Radon-Nikodým derivative exists. Note that $D_{m_{T}}$ is linear and continuous. Let us show that $D_{m_{T}}$ is in fact the adjoint operator of $I_{m_{T}}$. Let $f \in L^{1}\left(m_{T}\right)$ and $x^{*} \in E^{*}$, then

$$
\left\langle I_{m_{T}} f, x^{*}\right\rangle=\int_{\Omega} f d\left\langle m_{T}, x^{*}\right\rangle=\int_{\Omega} f \frac{d\left\langle m_{T}, x^{*}\right\rangle}{d \mu} d \mu=\int_{\Omega} f D_{m_{T}}\left(x^{*}\right) d \mu=\left\langle f, D_{m_{T}}\left(x^{*}\right)\right\rangle,
$$

and thus $D_{m_{T}}=\left(I_{m_{T}}\right)^{\prime}$.
Remark 3.3. Let $X$ be an order continuous Banach function space over a finite measure $\mu$ and let $E$ be a Banach space. Let $T: X \rightarrow E$ be an operator. It is called inclusion/quotient map, the operator $[i]: X \rightarrow L^{1}\left(m_{T}\right)$ defined by $[i](f):=[f]_{m_{T}}$, where $f \in X$. The map [ $i$ ] depends on $\mu$ and $m_{T}$, but these measures are not in general equivalent. Observe that for different Rybakov measures $v$ of $m_{T}$, we can obtain different representations of $[i]^{\prime}:\left(L^{1}\left(m_{T}\right)\right)^{\prime} \rightarrow X^{\prime}$. For such $v$, for $f \in X$ and $g \in\left(L^{1}\left(m_{T}\right)\right)^{\prime}$ we have

$$
\left\langle f,[i]^{\prime}(g)\right\rangle=\langle[i](f), g\rangle=\int_{\Omega}[i](f) g d v=\int_{\Omega}[i](f) g \frac{d v}{d \mu} d \mu=\left\langle[i](f), g \frac{d v}{d \mu}\right\rangle
$$

Let us denote this adjoint map $[i]^{\prime}$ by " $\hookrightarrow_{[i]}$ ". The following diagrams always hold


Diagram 3.1. Factorization through the inclusion/quotient map

### 3.2. Optimal range theorem

In this section we obtain a representation of the optimal Fatou Banach function space in which the range of a given operator is included. Let us start by some examples of operators that satisfy that their adjoint maps are $p$-th power factorable for some $p>1$.

Example 3.4 (Hardy type operator). Let $s>0$ and consider the kernel operator $H_{s}$ with kernel function $K(x, y):=\frac{1}{x^{s}} \chi_{[0, x]}(y)$. If $1 \leq u \leq v$ and $1 \leq v<\frac{1}{s}$, the kernel operator $H_{s}: L^{u}[0,1] \rightarrow L^{\nu}[0,1]$ is well defined (and continuous). We have that

$$
H_{s}(f)(x)=\int_{0}^{1} K(x, y) f(y) d y=\int_{0}^{1} \frac{1}{x^{s}} f(y) \chi_{[0, x]}(y) d y=\frac{1}{x^{s}} \int_{0}^{x} f(y) d y .
$$

Since for $x, y \in[0,1], \chi_{[0, x]}(y)=\chi_{[y, 1]}(x)$ the adjoint map $\left(H_{s}\right)^{\prime}: L^{\nu^{\prime}}[0,1] \rightarrow L^{u^{\prime}}[0,1]$ is given by

$$
\left(H_{s}\right)^{\prime}(g)(y)=\int_{0}^{1} \frac{1}{x^{s}} \chi_{[0, x]}(y) g(x) d x .
$$

If $g \in L^{\nu^{\prime}}[0,1]$, using Minkowski's integral inequality (1.8) and Hölder-Rogers inequality, we obtain

$$
\begin{aligned}
& \left\|\left(H_{s}\right)^{\prime}(g)\right\|_{L^{u^{\prime}}}=\left(\int_{0}^{1}\left|\int_{0}^{1} \chi_{[0, x]}(y) \frac{g(x)}{x^{s}} d x\right|^{u^{\prime}} d y\right)^{1 / u^{\prime}} \leq \int_{0}^{1}\left(\int_{0}^{1} \chi_{[0, x]}(y)\left|\frac{g(x)}{x^{s}}\right|^{u^{\prime}} d y\right)^{1 / u^{\prime}} d x \\
& =\int_{0}^{1}\left|g(x)\left\|x^{1-s} \mid d x \leq\right\| x^{1-s}\left\|_{L^{\left(\nu^{\prime} / q\right)^{\prime}}}\right\| g\left\|_{L^{\nu^{\prime} / q}}=\left(\frac{v^{\prime}-q}{v^{\prime}(2-s)-q}\right)^{\frac{v^{\prime}-q}{v^{\prime}}}\right\| g \|_{\left(L^{\nu^{\prime}}\right)_{[q]}} .\right.
\end{aligned}
$$

Thus, $\left(H_{s}\right)^{\prime}$ is $q$-th power factorable for $1 \leq q<v^{\prime}(2-s)$.
The case $H_{0}$ gives the Volterra operator. It is well known when this operator is $p$-th power factorable for $1 \leq p<u$ (see [79, Ex. 5.9]). We have shown in this example when this condition holds for the adjoint map $\left(H_{0}\right)^{\prime}$. See Example 3.14 for information about its optimal range.

Example 3.5 (Convolution operator). Let $G$ be a compact Hausdorff abelian group with normalized Haar measure $\mu$ defined on the Borelian sets of $G(\mathscr{B}(G))$. Let $\lambda$ be a regular measure on $\mathscr{B}(G)$. We say that $\lambda$ is a $L^{q}$-improving measure ( $q \geq 1$ ) if there exists $r \in(q, \infty)$ such that $f * \lambda \in L^{r}(G)$ for all $f \in L^{q}(G)$. It is well known that there is a direct relation between $L^{q}$-improving measures and $p$-th power factorable convolution operators (see [79, Sect.7.5]). If $h \in L^{1}(G)$ we can always consider the measure $\mu_{h}(A):=\int_{A} h d \mu$. For this kind of measures, the fact that $h$ belongs to a particular $L^{s}(G)$-space determines if it is $L^{q}$ improving, and also that the corresponding convolution operator is $p$-th power factorable for a certain $p$.

Let $1<p<\infty$ and consider the convolution operator $C_{h}^{(p)}: L^{p}(G) \rightarrow L^{p}(G)$ given by $C_{h}^{(p)}(f):=f * \mu_{h}$, that is continuous, and the reflection measure of $\lambda$ defined by $R \lambda(A):=$ $\lambda(-A)$. Note that for measures $\lambda(A):=\int_{A} h(x) d \mu$ we always have $R \lambda(A)=\int_{A} h(-x) d \mu$. Using Fubini's Theorem, we obtain that the adjoint operator $\left(C_{h}^{(p)}\right)^{\prime}: L^{p^{\prime}}(G) \rightarrow L^{p^{\prime}}(G)$ is given by $\left(C_{h}^{(p)}\right)^{\prime}(g)=g * R \mu_{h}$. Thus, we can apply [79, Prop. 7.96] taking into account that all $L^{s}(G)$ are rearrangement invariant: for $h \in L^{r}(G) \backslash L^{p^{\prime}}(G)\left(1<r<p^{\prime}\right)$ and $u \in\left(1, p^{\prime}\right)$ such that $\frac{1}{u}+\frac{1}{r}=\frac{1}{p^{\prime}}+1,\left(C_{h}^{(p)}\right)^{\prime}$ is $\left(p^{\prime} / u\right)$-th power factorable.

The following provides an example of $p$-th power factorable kernel operator with $q$-th power factorable adjoint operator.

Example 3.6 (Degenerate or separable kernel). Let $(\Omega, \Sigma, \mu)$ be a finite measure space. Let $X$ and $Y$ be Banach function spaces defined over $\mu$. The separable kernel is defined by

$$
K(x, y):=\sum_{i=1}^{n} a_{i}(x) b_{i}(y), \quad \text { for } x, y \in \Omega
$$

where $a_{i} \in Y$ and $b_{i} \in X^{\prime}$ for $i=1, \ldots, n$, then the associated kernel operator $T_{K}$ maps $X$ into $Y$ (see [108, p. 210 and Ch. 13, §95] where this kernel operator is called a kernel operator of finite rank). These kernels are useful, for instance in the Tikhonov approximation of the solutions of integral equations (see e.g. [57]).

Let $1<p, q, r, s<\infty$ be such that $1<p<r$ and $1<q<s^{\prime}$. Let $0<k_{1} \in L^{u}[0,1]$ and $0<k_{2} \in L^{\nu}[0,1]$, where $u:=\left(s^{\prime} / q\right)^{\prime}$ and $v:=(r / p)^{\prime}$. Let us define the kernel function

$$
K(x, y):=k_{1}(x) k_{2}(y) \in L^{1}([0,1] \times[0,1]) .
$$

On one hand, thanks to the comments above, the kernel operator associated with $K$ is $T_{K}: L^{\nu^{\prime}}[0,1] \rightarrow L^{u}[0,1]$. On the other hand, since $r / p<r$, we have that $v^{\prime}<r$, thus $L^{r}[0,1] \subseteq L^{\nu^{\prime}}[0,1]$. Also, since $q<s^{\prime}$ we have $s<q^{\prime}$, and so $s<\left(s^{\prime} / q\right)^{\prime}=u$, which implies that $L^{u}[0,1] \subseteq L^{s}[0,1]$.

Now, let us consider $T_{K}: L^{r}[0,1] \rightarrow L^{s}[0,1]$ be the operator associated with $K$. Let us see that $T_{K}$ is $p$-th power factorable and $T_{K}^{\prime}$ is $q$-th power factorable.

Let $f \in L^{r}[0,1]$ and $g \in L^{s^{\prime}}[0,1]$. By the Hölder-Rogers inequality we have

$$
\begin{aligned}
\left\|T_{K} f\right\|_{s} & =\left(\int_{0}^{1}\left|\int_{0}^{1} k_{1}(x) k_{2}(y) f(y) d y\right|^{s} d x\right)^{1 / s} \\
& \leq\left\|k_{1}\right\|_{s}\left\|k_{2} f\right\|_{1} \leq\left\|k_{1}\right\|_{u}\left\|k_{2}\right\|_{(r / p)^{\prime}\|f\|_{r / p} \leq D\|f\|_{r / p}<\infty}, \\
\left\|T_{K}^{\prime} g\right\|_{r^{\prime}} & =\left(\int_{0}^{1}\left|\int_{0}^{1} k_{2}(y) k_{1}(x) g(x) d x\right|^{r^{\prime}} d y\right)^{1 / r^{\prime}} \\
& \leq\left\|k_{2}\right\|_{r^{\prime}}\left\|k_{1} g\right\|_{1} \leq\left\|k_{2}\right\|_{\nu}\left\|k_{1}\right\|_{\left(s^{\prime} / q\right)^{\prime}}\|g\|_{s^{\prime} / q} \leq D\|g\|_{s^{\prime} / q}<\infty,
\end{aligned}
$$

where $D:=\left\|k_{1}\right\|_{u}\left\|k_{2}\right\|_{v}$ and so we establish the statement.
The idea of the main theorem in this chapter is to dualize the diagram of a $p$-th power factorable adjoint operator. This scheme will allow us to compute in some cases the smaller Banach function space where a given operator takes its values.

Theorem 3.7. Let $1 \leq p<\infty$. Let $X$ be a Fatou Banach function space over a finite measure $\mu$ such that $X^{\prime}$ is order continuous. Let $T: E \rightarrow X$ be an operator from a Banach space $E$ to $X$ with $p$-th power factorable adjoint. Then $T$ factors through $\left(L^{p}\left(m_{T^{\prime}}\right)\right)^{\prime}$. Furthermore, if there is a Banach function space $Z$ such that
(i) $T(E) \subseteq Z \subseteq X$,
(ii) $Z$ is Fatou, $Z^{\prime}$ is order continuous and
(iii) the (range) restriction $S: E \rightarrow Z$ of $T$ has $p$-th power factorable adjoint,
then $\left(L^{p}\left(m_{T^{\prime}}\right)\right)^{\prime} \hookrightarrow_{[i]^{\prime}} Z$.

Proof. Since $T^{\prime}$ is $p$-th power factorable, there is a constant $K>0$ such that for every $x \in E$,

$$
|\langle T(x), g\rangle| \leq K\|x\|_{E}\|g\|_{\left(X^{\prime}\right)_{[p]}}
$$

for all $x \in E$ and $g \in X^{\prime}$. Since $X^{\prime}$ is order continuous, this implies that the Köthe adjoint $\operatorname{map} T^{\prime}$ factors as follows

where $i_{[p]}$ is the natural continuous inclusion and $\left(T^{\prime}\right)_{[p]}$ is the extension of $T^{\prime}$. The order continuity of $X^{\prime}$ gives also that the expression $m_{T^{\prime}}(A)=T^{\prime}\left(\chi_{A}\right), A \in \Sigma$, defines a vector measure. Applying Proposition 1.8 we can assert that


DIAGRAM 3.2. Optimal domain for the adjoint operator
where [ $i$ ] is the inclusion/quotient map and $I_{m_{T^{\prime}}}$ is the integration map (see [79, Sect. 5.2] and also [13, Prop. 4] for the case when $[i]$ is not injective). Dualizing this last factorization diagram, taking into account that $X^{\prime *}=X^{\prime \prime}=X$, we obtain the following diagram,


These arguments give the factorization through $\left(L^{p}\left(m_{T^{\prime}}\right)\right)^{\prime}$. For the second assertion, by hypothesis, the range of $T$ lies in $Z \subseteq X$. Then $T^{\prime}$ factors through $Z^{\prime}$ and by hypothesis $S^{\prime}$ is $p$-th power factorable. This implies that $S^{\prime}$ factors through $L^{p}\left(m_{S^{\prime}}\right)$. But note that $m_{S^{\prime}}=$ $m_{T^{\prime}}$. Consequently, by Proposition $1.8,[i]\left(Z^{\prime}\right) \subseteq L^{p}\left(m_{T^{\prime}}\right)$, this bring us to the conclusion that $\left(L^{p}\left(m_{T^{\prime}}\right)\right)^{\prime} \hookrightarrow_{[i]^{\prime}} Z^{\prime \prime}=Z$.

The following result provides some structure information for the space $\left(L^{p}\left(m_{T^{\prime}}\right)\right)^{\prime}$ without any assumption on the $p$-th power factorability of $T^{\prime}$.

Corollary 3.8. Assume that $X$ is a Fatou and order continuous Banach function space over a finite measure, such that $X^{\prime}$ is order continuous. Consider $T: E \rightarrow X$ an operator. Then $\left(L^{p}\left(m_{T^{\prime}}\right)\right)^{\prime} \hookrightarrow_{[i]^{\prime}}\left(X^{p}\right)^{\prime}$. Moreover, the optimal range in the sense of Theorem 3.7 of the (range) extension $\widehat{T}: E \rightarrow X \hookrightarrow\left(X^{p}\right)^{\prime}$ of $T$ is the space $\left(L^{p}\left(m_{T^{\prime}}\right)\right)^{\prime}$.

Proof. Notice that the requirement of that $X^{p}$ to be a Banach function space is fulfilled, since $X$ has weak order unit (see [71, Prop. 2] and [13, p. 90]). By Proposition 2.8, $T^{p}: X^{p} \rightarrow E^{*}$ is $p$-th power factorable, then $X^{p} \hookrightarrow_{[i]} L^{p}\left(m_{T^{p}}\right)=L^{p}\left(m_{T^{\prime}}\right)$ since $m_{T^{p}}=m_{T^{\prime}}$ (Proposition 1.8). Dualizing this inclusion/quotient map we obtain the first assertion. By [12, Prop. 3.3(a) and (b)] we have that $X^{p}$ is Fatou. Then $X^{p}=\left(X^{p}\right)^{\prime \prime}$, in this way we have that $T^{p}=\widehat{T}^{\prime}:\left(X^{p}\right)^{\prime \prime}=X^{p} \hookrightarrow X^{\prime} \xrightarrow{T^{\prime}} E^{*}$, thus $m_{\widehat{T}^{\prime}}=m_{T^{\prime}}$. Therefore $\left(L^{p}\left(m_{\widehat{T}^{\prime}}\right)\right)^{\prime}=\left(L^{p}\left(m_{T^{\prime}}\right)\right)^{\prime}$, which is the optimal range of $T^{\prime}$ (in the sense given in Theorem 3.7).

Remark 3.9. If we rewrite Theorem 3.7 for $p=1$, we do not assume any condition for the adjoint map. In such case, we have an optimal range for continuous operators. It can be formulated as follows. Assume $X$ is a Banach function space with the Fatou property such that $X^{\prime}$ is order continuous. Let $T: E \rightarrow X$. Therefore $T$ factors through $\left(L^{1}\left(m_{T^{\prime}}\right)\right)^{\prime}$, if the range of $T$ lies into a Banach function space $Z \subseteq X$ such that $Z$ has the Fatou property and $Z^{\prime}$ is order continuous, then $\left(L^{1}\left(m_{T^{\prime}}\right)\right)^{\prime} \hookrightarrow_{[i]^{\prime}} Z$. If $T$ is a $\mu$-determined operator we obtain a natural inclusion, as we seen in Remark 3.3 there is $h=\frac{d v}{d \mu}$ such that $M_{h}\left(L^{1}\left(m_{T^{\prime}}\right)^{\prime}\right) \subseteq Z$.
3.2.1. Applications of the optimal range theorem. In order to find applications let us "approximate", in some sense, the optimal range for operators from an AM-space into a Banach function space. We also compute the optimal range for operators that has compact associated integration map [79, Sect. 3.3], always assuming that the adjoint operator is $p$-th power factorable.

Let $(\Omega, \Sigma, \mu)$ be a measure space. Let $A \in \Sigma$, let us define the restriction $\left(\Omega \cap A,\left.\Sigma\right|_{A},\left.\mu\right|_{A}\right)$ to $A$ of this measure space, where $\left.\Sigma\right|_{A}:=\{B \cap A: B \in \Sigma\}$ which is a $\sigma$-algebra on $A$ and also let the measure $\left.\mu\right|_{A}(B):=\mu(B \cap A)$, where $\left.B \in \Sigma\right|_{A}$. Hence, given a Banach function space $X$ over $\mu$, we define $\left.X\right|_{A}$ the space of restrictions to $A$ of functions in $X$. We will say that a Banach function space $X$ is almost an $L^{p}$-space if for every $\varepsilon>0$, there exists a measurable set $A_{\varepsilon} \in \Sigma$ such that $\mu\left(A_{\varepsilon}\right)<\varepsilon$ and such that the restriction $\left.X\right|_{\Omega \backslash A_{\varepsilon}}$ [79, Prop. 4.28] is order isomorphic to an $L^{p}$-space.

Theorem 3.10. Let $p>1$. Consider $(\Omega, \Sigma, \mu)$ a finite measure space, a Banach function space $F(\mu)$ and an operator $T: L^{\infty}(v) \rightarrow F$, where $v$ is a $\sigma$-finite measure. Assume that $F$ has the Fatou property and $F^{\prime}$ is order continuous, $T^{\prime}$ is a positive $p$-th power factorable operator such that $T^{\prime}\left(F^{\prime}\right) \subseteq L^{1}(v)$. Then the (optimal) range $\left(L^{p}\left(m_{T^{\prime}}\right)\right)^{\prime}$ of $T$ is almost an $L^{p^{\prime}}$-space.

Proof. Since $F^{\prime}$ is order continuous, so is $T^{\prime}: F^{\prime} \rightarrow L^{1}(v)$ and $m_{T^{\prime}}$ is a countably additive vector measure. Then, by Proposition 1.8, $T^{\prime}$ can be factored through the space $L^{p}\left(m_{T^{\prime}}\right)$ by means of a inclusion/quotient map [i] (as we showed when we started the chapter, see also [13, Prop. 4] and [79, Ch. 5]) as follows


Step 1. The integration operator $I_{m_{T^{\prime}}}$ is a positive map (since $T^{\prime}$ is positive and $[i]\left(F^{\prime}\right)$ is dense in the $p$-convex space $\left.L^{p}\left(m_{T^{\prime}}\right)\right)$ ). Moreover $L^{1}(v)$ is $p$-concave for every $p \geq 1$, hence $I_{m_{T^{\prime}}}$ is $p$-concave (see [66, Th. 1.d.9] and comments below it). By applying the variant of the Maurey-Rosenthal's Theorem given in [79, Th. 6.41(iii)], this implies that there exists $\mu_{0}$, a Rybakov measure for $m_{T^{\prime}}$, such that $T^{\prime}$ can be extended to $L^{p}\left(\mu_{0}\right)$ as $T^{\prime}=S_{0} \circ i$ where $S_{0}$ is the extension of the integration map. This gives an extension of $I_{m_{T^{\prime}}}$ to $L^{p}\left(\mu_{0}\right)$ as


Step 2. Let us now show that a restriction of $S_{0}$ to the complementary of a set as small in measure as we want is $p$-th power factorable. For doing this, just take into account that the vector measure $m_{S_{0}}$ coincides with $m_{T^{\prime}}$. In particular, it is positive and 1-concave. Again the variant of the Maurey-Rosenthal's Theorem quoted above gives (for $p=1$ ) that $S_{0}: L^{p}\left(\mu_{0}\right) \rightarrow L^{1}(v)$ can be extended to the space $L^{1}(\eta)$, where $\eta$ is a Rybakov measure for $m_{S_{0}}$ and so for $m_{T^{\prime}}$. More precisely, by definition of the norm (1.5), it can be factored through the inclusion map $L^{1}\left(m_{S_{0}}\right) \hookrightarrow L^{1}(\eta)$. In fact we extend the integration map of the measure $m_{S_{0}}$.


DIAGRAM 3.3. Characterization for the optimal range
In consequence there is the Radon-Nikodým derivative $h=\frac{d \eta}{d \mu_{0}}$ such that for every $f \in L^{p}\left(\mu_{0}\right)$

$$
\begin{aligned}
\left\|S_{0} f\right\|_{L^{1}(v)} & =\left\|\widetilde{S_{0}} \circ j \circ[i] f\right\|_{L^{1}(v)} \leq\left\|\widetilde{S_{0}}\right\|\|j([i] f)\|_{L^{1}(\eta)} \\
& \leq\left\|\widetilde{S_{0}}\right\| \int_{\Omega}|f| d \eta=\left.\left\|\widetilde{S_{0}}\right\|\| \| h\right|^{1 / p}|f|^{1 / p} \|_{L^{p}\left(\mu_{0}\right)}^{p} .
\end{aligned}
$$

The function $h$ is integrable with respect to $\mu_{0}$, then $|h|^{1 / p} \in L^{p}\left(\mu_{0}\right) \subseteq L^{1}\left(\mu_{0}\right)$. Since this $\mu_{0}$ is a Rybakov measure for $m_{T^{\prime}}$, by definition of semivariation (1.1), it is equivalent to the semivariation $\left\|m_{T^{\prime}}\right\|$. Fix $\varepsilon>0$. Thus, since $|h|^{1 / p}$ is integrable with respect to $\mu_{0}$, in particular it is $\mu_{0}$-measurable, then we have that there is a constant $K_{\varepsilon}$ such that $\left\|m_{T^{\prime}}\right\|\left(A_{\varepsilon}\right)<\varepsilon$, where $A_{\varepsilon}:=\left\{\omega \in \Omega:|h(\omega)|^{1 / p}>K_{\varepsilon}\right\}$. Then

$$
\left\||h|^{1 / p}|f|^{1 / p}\right\|_{L^{p}\left(\left.\mu_{0}\right|_{A_{\varepsilon}^{c}}\right.}^{p} \leq K_{\varepsilon}\left\||f|^{1 / p}\right\|_{L^{p}\left(\left.\mu_{0}\right|_{A_{\varepsilon}^{c}}\right)}^{p},
$$

where $A_{\varepsilon}^{c}:=\Omega \backslash A_{\varepsilon}$, i.e. the restriction of $S_{0}$ to this set is $p$-th power factorable, i.e.

$$
S_{0}: L^{p}\left(\left.\mu_{0}\right|_{A_{\varepsilon}^{c}}\right) \hookrightarrow{ }_{[i]} L^{p}\left(\left.m_{S_{0}}\right|_{A_{\varepsilon}^{c}}\right) \rightarrow L^{1}(v),
$$

(notice that $\left\|m_{T^{\prime}}\right\|$ is equivalent to $\mu$, so the condition $\left\|m_{T^{\prime}}\right\|\left(A_{\varepsilon}\right)<\varepsilon$ can be written in terms of $\mu$ ). The arguments in Theorem 3.7 on the optimal domain for $T^{\prime}$ can then be applied. As we said, $m_{T^{\prime}}=m_{S_{0}}$ and $S_{0}$ is $\mu_{0}$-determined, then

$$
L^{p}\left(m _ { T ^ { \prime } } | _ { A _ { \varepsilon } ^ { c } } ^ { c } \subseteq L ^ { p } \left(\left.\mu_{0}\right|_{A_{\varepsilon}^{c}} ^{c} \subseteq L^{p}\left(\left.m_{S_{0}}\right|_{A_{\varepsilon}^{c}}\right)=L^{p}\left(\left.m_{T^{\prime}}\right|_{A_{\varepsilon}^{c}} ^{c}\right)\right.\right.
$$

So for every $\varepsilon>0$ there exists $A_{\varepsilon} \in \Sigma$ such that $\left(L^{p}\left(\left.m_{T^{\prime}}\right|_{A_{\varepsilon}^{c}}\right)^{\prime}=L^{p^{\prime}}\left(\left.\mu_{0}\right|_{A_{\varepsilon}^{c}}\right)\right.$.

The next theorem shows, for $p=1$, that the optimal range is exactly an $L^{\infty}$-space.
Theorem 3.11. Consider a finite measure space $(\Omega, \Sigma, \mu)$, a Banach function space $F(\mu)$ and an operator $T: L^{\infty}(v) \rightarrow F$, where $v$ is a $\sigma$-finite measure. Suppose that $F$ has the Fatou property, $F^{\prime}$ is order continuous, $T^{\prime}$ is positive, $\mu$-determined and $T^{\prime}\left(F^{\prime}\right) \subseteq L^{1}$. Then the optimal range of $T$ is $L^{\infty}(\mu)$.

Proof. The proof is the same as in the previous theorem, but the second step in the proof is not needed. In this case we obtain

$$
L^{1}\left(m_{T^{\prime}} \subseteq L^{1}\left(\mu_{0}\right) \subseteq L^{1}\left(m_{S_{0}}\right)=L^{1}\left(m_{T^{\prime}}\right)\right.
$$

Taking into account that $\mu$ and $\mu_{0}$ are equivalent, the optimal range $\left(L^{1}\left(m_{T^{\prime}}\right)\right)^{\prime}$ given by Theorem 3.7 coincides with $L^{\infty}(\mu)$.

Proposition 3.12. Let $1 \leq p<\infty$. Let us consider an operator $T: X(\mu) \rightarrow Y(v)$ between Banach function spaces, where $Y^{\prime}(v)$ is order continuous. Suppose that

$$
H:=\left\{T^{\prime}(g): g \in B_{Y^{\prime}} \text { and } \sup _{A \in \Sigma}\left\|T^{\prime}\left(g \chi_{A}\right)\right\|_{X^{*}} \leq 1\right\} \subseteq X^{*}
$$

is a relatively compact and that $T^{\prime}$ is $p$-th power factorable. Then the optimal range in the sense of Theorem 3.7, $L^{p}\left(m_{T^{\prime}}\right)^{\prime}$ is order isomorphic to an $L^{p^{\prime}}$-space.

Proof. Since $Y^{\prime}$ is order continuous, the operator $T^{\prime}: Y^{\prime} \rightarrow X^{*}$ defines a countably additive vector measure and simple functions are dense in both $Y^{\prime}$ and $L^{1}\left(m_{T^{\prime}}\right)$. This, together with the condition on $H$ implies that the integration map $I_{m_{T^{\prime}}}: L^{1}\left(m_{T^{\prime}}\right) \rightarrow X^{*}$ is compact (recall (1.6) the equivalent norm $\left\|\|\cdot\|_{L^{p}(m)}\right.$ for the spaces $L^{p}(m)$ ). In this case, it is well known that the space $L^{1}\left(m_{T^{\prime}}\right)$ is order isomorphic to the space $L^{1}\left(\left|m_{T^{\prime}}\right|\right)([82, \mathrm{Th} .1$ and 4] or [79, Prop. 3.48]), where $\left|m_{T^{\prime}}\right|$ is the variation measure of $m_{T^{\prime}}$. Since by Theorem
3.7 the optimal range of $T$ with the $p$-th power requirement for the dual map is the space $L^{p}\left(m_{T^{\prime}}\right)^{\prime}$, we obtain that the optimal range is order isomorphic to $L^{p^{\prime}}\left(\left|m_{T^{\prime}}\right|\right)$.

Observe that in the proof of the previous proposition, the main step is to prove that the integration map associated with the Köthe adjoint of the given operator, is compact. A result due to Rybakov (see [78, Cor. 10]) provide us some examples of this compact integration maps. Notice that compactness of the integration map $I_{m_{T^{\prime}}}$ implies that $L^{1}\left(m_{T^{\prime}}\right)$ is an $L^{1}$-space and so an AL-space ( $\left[\mathbf{8 2}, \mathrm{Th} .1\right.$ and 4]). Other conditions to obtain that $L^{1}(m)$ is an AL-space can be found in [16].

Corollary 3.13. Let $E$ be a Banach lattice and $F$ be a Banach space, such that $E^{*}$ has order continuous norm. Let $T: E \rightarrow F$ be an operator such that $m_{T^{*}}$ is a vector measure and has $\sigma$-finite variation. Then $I_{m_{T^{*}}}^{(p)}$ is a compact operator for somelevery $1<p \leq \infty$.

Proof. $E^{*}$ is order continuous, then $E$ does not have a lattice subspace isomorphic to $\ell^{1}$ (see e.g. [73, Th. 2.4.14]). By hypothesis $m_{T^{*}}$ has finite $\sigma$-finite variation. Applying [79, Lem. 3.53(iv)] we conclude that $\mathscr{R}\left(m_{T^{*}}\right)$ is relatively compact, now [79, Prop. 3.56(I) (iii)] gives the result.
3.2.2. The optimal range for the Volterra operator. The spaces of $p$-integrable functions with respect to the Volterra measure (i.e. the one defined by the Volterra operator) are nowadays well known. The reader can find information about in [79, Ex. 3.76]. It provides the optimal domain space for this operator. In this subsection we analyze the structure of the optimal range for this operator.
Example 3.14 (Volterra operator). Let $V: L^{p}[0,1] \rightarrow L^{q}[0,1]$ be the Volterra operator for $1<q \leq p<2$ which adjoint operator is $r$-th power factorable, $r \geq 1$. Note that $V=H_{0}$ in the Example 3.4, so this condition holds for $r<q^{\prime}$. From Theorem 3.7 we have the following factorization diagram


Diagram 3.4. Optimal range for the Volterra operator

Let $\mu$ be Lebesgue measure in $[0,1]$ and denote by $v$ the measure $v:=\left\langle\chi_{[0,1]}, m_{V^{\prime}}\right\rangle$. This measure $v$ is given by

$$
\begin{aligned}
v(A) & :=\left\langle\chi_{[0,1]}, V^{\prime}\left(\chi_{A}\right)\right\rangle=\int_{0}^{1} \chi_{[0,1]}(y) \int_{0}^{1} \chi_{[0, x]}(y) \chi_{A}(x) d \mu(x) d \mu(y) \\
& =\int_{0}^{1} \int_{0}^{1} \chi_{[y, 1]}(x) \chi_{A}(x) d \mu(x) d \mu(y)=\int_{0}^{1} \mu([x, 1] \cap A) d \mu(x), \quad A \in \Sigma .
\end{aligned}
$$

Obviously $v$ is a Rybakov measure $v$ for $m_{V^{\prime}}$ defined by the element $\chi_{[0,1]} \in L^{p}[0,1]$. (See Example 6.46 in [79] for the corresponding Rybakov measure for the case of the Volterra operator). We denote by $h$ the Radon-Nikodým derivative $\frac{d v}{d \mu}$. Observe that by Remark 3.2 we have that $h(x)=\left(V\left(\chi_{[0,1]}\right)\right)(x)=\int_{0}^{x} d y=x$, since the Volterra operator is $\mu$-determined (see [79, Ex. 4.9]). Recall that $L^{q^{\prime} / r}\left(m_{V^{\prime}}\right)$ is a Banach function space over the measure $v$ (and so is $\left.\left(L^{q^{\prime} / r}\left(m_{V^{\prime}}\right)\right)^{\prime}\right)$. The measure $v$ has the same null sets as $\mu$. Then, as we pointed out in Remark 3.3, $[i]^{\prime}$ is given by $[i]^{\prime}(g)(x):=h(x) \cdot g(x) \in L^{q}[0,1]$, where $g \in\left(L^{q^{\prime} / r}\left(m_{V^{\prime}}\right)\right)^{\prime}$ and $x \in[0,1]$. This allows to write the inclusions

$$
V\left(L^{p}[0,1]\right) \subseteq M_{h}\left(\left(L^{q^{\prime} / r}\left(m_{V^{\prime}}\right)\right)^{\prime}\right) \subseteq L^{q}[0,1],
$$

and $\left(L^{q^{\prime} / r}\left(m_{V^{\prime}}\right)\right)^{\prime}$ is the optimal range space, in the sense that was explained. Let us give more information about this space.

We know that $\left(L^{q^{\prime} / r}\left(m_{V^{\prime}}\right)\right)^{\prime}$ is $\left(q^{\prime} / r\right)^{\prime}$-concave, since $L^{q^{\prime} / r}\left(m_{V^{\prime}}\right)$ is $q^{\prime} / r$-convex (see [79, Ch.2]). Now we assume that $r \geq 1$ satisfies that $\left(q^{\prime} / r\right)^{\prime} \leq p$. On one hand, taking into account that the integration map associated with the Volterra operator is again given by the same kernel, and the adjoint map is given by the dual kernel of the Volterra kernel we have that $\left(I_{m_{V^{\prime}}}\right)^{\prime}$ is positive. On the other hand, since $L^{p}[0,1]$ is $p$-convex and thus $\left(q^{\prime} / r\right)^{\prime}$-convex, we have that $\left(I_{m_{V^{\prime}}}\right)^{\prime}$ is $\left(q^{\prime} / r\right)^{\prime}$-convex (see [66, Th. 1.d.9] and comments below it). Using the instance of the Maurey-Rosenthal Theorem 1.3, we have the following factorization diagram


DIAGRAM 3.5. Factorization through an $L^{s}$-space for the adjoint of the integration map $\left(I_{m_{V^{\prime}}}\right)^{\prime}$
where $R$ is a continuous operator and $0<g_{0} \in\left(L^{q^{\prime} / r}\left(m_{V^{\prime}}\right)\right)^{q^{\prime} / r}$ (seeing this space over the control measure $v$, see [12, Lem. 3.7]). Therefore,

$$
V\left(L^{p}[0,1]\right) \subseteq M_{h \cdot g_{0}}\left(R\left(L^{p}[0,1]\right)\right) \subseteq M_{h}\left(\left(L^{q^{\prime} / r}\left(m_{V^{\prime}}\right)\right)^{\prime}\right),
$$

and $M_{h}\left(\left(L^{q^{\prime} / r}\left(m_{V^{\prime}}\right)\right)^{\prime}\right)$ is the optimal range satisfying the $r$-th power factorability requirement on the adjoint operator.

## CHAPTER 4

## $(p, q)$-TH POWER FACTORABLE OPERATORS

In this chapter we study the class of $(p, q)$-th power factorable operators. They are characterized by a combination of Theorem 3.7 and Theorem 1.7 on optimal domains via $p$-th power spaces. The main result in this chapter is Theorem 4.7, that gives characterizations of ( $p, q$ ) -th power factorable operators by means of general different factorization schemes.

### 4.1. The $(p, q)$-th power factorable operator

A $p$-th power factorable operator can be easily characterized by means of a factorization diagram, as has been shown in [79, Lem. 5.3] for the case of a $\mu$-determined operator or in Proposition 1.8 for a more general case. In this chapter we provide a square factorization scheme for a new class of $p$-th power factorable operators with $q$-th power factorable adjoint. For the sake of clarity all along in this chapter we will write the results for operators between Banach function spaces over the same measure. However, these results work also for Banach function spaces over different measures.

Definition 4.1. Let $1 \leq p, q<\infty$. Let $X$ and $Y$ be two Banach function spaces based on finite measures such that $X$ and $Y^{\prime}$ are order continuous. We say that an operator $T: X \rightarrow$ $Y$ is $(p, q)$-th power factorable if there exist a Banach space $E$ and operators $R: X \rightarrow E$ and $S: E \rightarrow Y$ such that $T=S \circ R, R$ is $p$-th power factorable and the Köthe adjoint operator of $S, S^{\prime}: Y^{\prime} \rightarrow E^{*}$ is $q$-th power factorable.

Notice that from the Definition 1.6 of $p$-th power factorable operator, the spaces $X$ and $Y^{\prime}$ are implicitly assumed order continuous, however for the aim of clarity we include these requirements in this definition. Now let us show a relevant example of this class of operators.

Example 4.2 (Hardy type operator). Let $s \geq 0$ and consider the kernel operator $H_{s}$ with kernel function $K(x, y):=\frac{1}{x^{s}} \chi_{[0, x]}(y)$, i.e.

$$
\left(H_{s} f\right)(x)=\int_{0}^{1} K(x, y) f(y) d y=\int_{0}^{1} \frac{1}{x^{s}} f(y) \chi_{[0, x]}(y) d y=\frac{1}{x^{s}} \int_{0}^{x} f(y) d y .
$$

Note that by Hölder-Rogers inequality the operator $H_{s}: L^{u}[0,1] \rightarrow L^{\nu}[0,1]$ is always well defined and continuous for $1 \leq v<u$ when $s<\frac{1}{v}-\frac{1}{u}<1$ (in fact, it is continuous in more
cases, see for instance [8, Ch. 3 Th .3 .10$]$ ). Under these restrictions for $u, v$ and $s$ we can consider the following factorization. For $h(x)=x^{-s} \in L^{u}[0,1]^{L^{\nu}[0,1]}$ and the Volterra operator $V: L^{u}[0,1] \rightarrow L^{u}[0,1]$, we can write

$$
H_{s}=M_{h} \circ V: L^{u}[0,1] \xrightarrow{V} L^{u}[0,1] \xrightarrow{M_{h}} L^{\nu}[0,1] .
$$

It is known that $V$ is $p$-th power factorable for all $1 \leq p \leq u$ (see [79, Ex. 5.9]). On the other hand, observe that $\left(M_{h}\right)^{\prime}=M_{h}: L^{\nu^{\prime}}[0,1] \rightarrow L^{u^{\prime}}[0,1]$ and for $g \in L^{u}[0,1]$ we have that $M_{h}(f) \in L^{\nu}[0,1]$. Take then an index $1<q \leq v^{\prime}$ such that $s<\frac{1}{u^{\prime}}-\frac{q}{v^{\prime}}<\frac{1}{u^{\prime}}-\frac{1}{v^{\prime}}=\frac{1}{v}-\frac{1}{u}$ (so these requirements are compatible with the restrictions on the indexes written above). Then a direct computation using Hölder-Rogers inequality gives the continuity of the map $M_{h}: L^{\nu^{\prime} / q} \rightarrow L^{u^{\prime}}$, i.e. $\left(M_{h}\right)^{\prime}$ is $q$-th power factorable. Consequently, $H_{s}$ is $(p, q)$-th power factorable for $1 \leq p \leq u$ and $1 \leq q<v^{\prime}\left(\frac{1}{u^{\prime}}-s\right)$.
Remark 4.3. Note that the assumption on the $p$-th power factorability of a non trivial operator $T: X \rightarrow E$ together with the order continuity of $X$ implies that $\left(X_{[p]}\right)^{*}$ is nontrivial. Certainly, the composition of the extension $T_{[p]}$ of $T$ with a functional $x^{*} \in E^{*}$ produces a continuous functional $z^{*}$ on the quasi-normed space ( $X_{[p]},\|\cdot\|_{X_{[p]}}$ ). Let us see this with a commutative diagram


## Diagram 4.1. Duality for the $p$-th power space

Observe that the dual spaces $\left(X_{[p]}\right)^{\prime}$ and $\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}$ of the quasi-Banach function spaces $X_{[p]}$ and $\left(Y^{\prime}\right)_{[q]}$ are non-empty. These last spaces appear implicitly in the Definition 4.1.
4.1.1. Characterizations for $(p, q)$-th power factorable operators. The following result gives the a first characterization for $(p, q)$-th power factorable operators. Hereafter we use the following notation for inclusion and inclusion/quotient maps: $i_{[p]}: X \hookrightarrow X_{[p]}$, $j_{[q]}: Y^{\prime} \hookrightarrow\left(Y^{\prime}\right)_{[q]}$ and, when $T$ is $(p, q)$-th power factorable, $X \hookrightarrow{ }_{[i]} L^{p}\left(m_{R}\right), Y^{\prime} \hookrightarrow_{[j]} L^{q}\left(m_{S^{\prime}}\right)$, where $T=S \circ R, R$ is $p$-th power factorable and $S^{\prime}$ is $q$-th power factorable.

Theorem 4.4. Let $1 \leq p, q<\infty$. Let $X$ and $Y$ be Banach function spaces such that $X$ and $Y^{\prime}$ are order continuous and $Y$ is Fatou. Let $T: X \rightarrow Y$ be an operator. Then $T$ is $(p, q)-t h$ power factorable if and only if there exists an operator

$$
T_{[p, q]}: X_{[p]} \rightarrow\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}
$$

such that $T=\left(j_{[q]}\right)^{\prime} \circ T_{[p, q]} \circ i_{[p]}$.

Proof. Assume that there exists $T_{[p, q]}: X_{[p]} \rightarrow\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}$ such that $T=\left(j_{[q]}\right)^{\prime} \circ T_{[p, q]} \circ$ $i_{[p]}$, where $i_{[p]}: X \hookrightarrow X_{[p]}$ and $j_{[q]}: Y^{\prime} \hookrightarrow\left(Y^{\prime}\right)_{[q]}$ denote the inclusions. Then, by definition,
$T_{[p, q]} \circ i_{[p]}$ is $p$-th power factorable and $\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}$ is a Banach space since it is the dual of a quasi-Banach space (see [55, p. 1102]). Directly we have that $\left(Y^{\prime}\right)_{[q]} \subseteq\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime \prime}$. Moreover $Y^{\prime}$ is order continuous. Therefore, $\left(j_{[q]}\right)^{\prime \prime}: Y^{\prime} \rightarrow\left(Y^{\prime}{ }_{[q]}\right)^{\prime \prime}$ factors through the inclusion map $Y^{\prime} \hookrightarrow\left(Y^{\prime}\right)_{[q]}$, and so it is $q$-th power factorable.

For the converse, suppose that $T$ is $(p, q)$-th power factorable. Then consider $E$ the Banach space, so that $T=S \circ R$ where $R: X \rightarrow E$ is a $p$-th power factorable operator and $S: E \rightarrow Y$ is such that $S^{\prime}$ is $q$-th power factorable. Then, by definition we have an extension as


On the other hand, we have a factorization for $S^{\prime}$ as


By dualizing and taking into account the properties of the spaces involved, we can obtain the following factorization scheme.


DIAGRAM 4.2. Characterization I for $(p, q)$-th power factorable operators
where $\widetilde{R}=\left(\left(S^{\prime}\right)_{[q]}\right)^{*} \circ R_{[p]}$ plays the role of $T_{[p, q]}$. Since $\left(j_{[q]}\right)^{\prime \prime}=j_{[q]}$, we got the result.

This scheme of factorization allows us to obtain the following result about the Köthe adjoint of a $(p, q)$-th power factorable operator.

Corollary 4.5. Let $1 \leq p, q<\infty$. Let $X$ and $Y$ be Banach function spaces such that $X$ and $Y^{\prime}$ are order continuous and $X$ and $Y$ are Fatou. Let $T: X \rightarrow Y$ be a $(p, q)$-th power factorable operator. Then the Köthe adjoint $T^{\prime}: Y^{\prime} \rightarrow X^{\prime}$ is $(q, p)$-th power factorable.

Proof. Thanks to Theorem 4.4, there is an operator $T_{[p, q]}: X_{[p]} \rightarrow\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}$. Thus we consider the following restriction $\left.\left(T_{[p, q]}\right)^{\prime}\right|_{\left(Y^{\prime}\right)_{[q]}}:\left(Y^{\prime}\right)_{[q]} \hookrightarrow\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime \prime} \rightarrow\left(X_{[p]}\right)^{\prime}=\left(\left(X^{\prime \prime}\right)_{[p]}\right)^{\prime}$, since $X$ is Fatou. Moreover $X^{\prime \prime}=X$ is order continuous and so is $Y^{\prime}$. So, applying again Theorem 4.4 to $T^{\prime}: Y^{\prime} \rightarrow X^{\prime}$ we have that $T^{\prime}$ is $(q, p)$-th power factorable.

Example 4.6. Classical factorization theorems provide easy examples of $(1,1)$-th power factorable operators. Suppose that we have a weakly compact operator $T: X \rightarrow Y$, where $X$ and $Y^{\prime}$ are order continuous. Thus $T$ factors through a reflexive Banach space (see e.g. [31, Cor. VIII.4.9]), we can find a factorization for $T: X \xrightarrow{R} F \stackrel{S}{ } Y$, where $F$ is a reflexive Banach space. In particular, $R$ can be extended to its optimal domain $L^{1}\left(m_{R}\right)$ and the same holds for $S^{\prime}: Y^{\prime} \rightarrow F^{*}$ to the corresponding space $L^{1}\left(m_{S^{\prime}}\right)$. Consequently, $T$ is (1,1)th power factorable, and the factorization space is reflexive.

The following theorem gives a factorization for $(p, q)$-th power factorable operators involving spaces $L^{p}(m)$ for a vector measure $m$. Roughly speaking they are a class of operators which allow factorization diagrams through an operator between $L^{p}\left(m_{1}\right)$ and $L^{q}\left(m_{2}\right)^{\prime}$. Observe that, if $m_{1}$ and $m_{2}$ are scalar measures and $q^{\prime} \leq p$, this setting gives well known square factorization schemes for operators between Banach function spaces satisfying certain domination assumptions of concavity type for the associated bilinear form (see [25, Th. 3.2], see also [23, Th. 2]).

Theorem 4.7. Let $1 \leq p, q<\infty$. Let $X$ and $Y$ be two Banach function spaces over the same finite measure, so that $X$ and $Y^{\prime}$ are order continuous and $Y$ is Fatou. Let $T: X \rightarrow Y$ be an operator. Then the following statements are equivalent:
(1) $T$ is $(p, q)$-th power factorable.
(2) There exists some $K>0$ such that

$$
\begin{equation*}
|\langle T(f), g\rangle| \leq K\|f\|_{X_{[p]}}\|g\|_{\left(Y^{\prime}\right)_{[q]}}, \quad f \in X, g \in Y^{\prime} . \tag{4.1}
\end{equation*}
$$

(3) There exists an operator $T_{[p, q]}: X_{[p]} \rightarrow\left(Y^{\prime}{ }_{[q]}\right)^{\prime}$ such that the following diagram is commutes

$$
\underset{X_{[p]}}{X} \xrightarrow{T} \xrightarrow{i_{[p]}} \underset{\left({ }_{[p, q]}\right.}{\int_{(q)]^{\prime}}^{\prime}}
$$

(4) There exist two operators $F: X \rightarrow\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}$ and $G: Y^{\prime} \rightarrow\left(Y^{\prime}\right)_{[q]}$ and an operator $H: L^{p}\left(m_{F}\right) \rightarrow\left(L^{q}\left(m_{G^{\prime}}\right)\right)^{\prime}$ such that the following diagram commutes

(5) There exist an operator $H$, a Banach space $E$ and two operators $R: X \rightarrow E$ and $S: E \rightarrow Y$ such that $T=S \circ R$ such that the following diagram commutes


Diagram 4.3. Characterization II for $(p, q)$-th power factorable operators

Proof. (1) $\Leftrightarrow$ (3) was proved in Theorem 4.4. For $(2) \Rightarrow(3)$ we will prove that the operator $T$ is $\left(\|\cdot\|_{X_{[p]}}-\|\cdot\|_{\left(\left(Y^{\prime}\right)\right.}^{[q])^{\prime}}\right.$ )-continuous. Let $s$ be a simple function. By hypothesis we have that $|\langle T(f), s\rangle| \leq K\|f\|_{X_{[p]}}\|s\|_{\left(Y^{\prime}\right)_{[q]}}$, for all $f \in X$. In consequence, for all simple function $s \in B_{\left(Y^{\prime}\right)_{[q]}}$ we have that $|\langle T(f), s\rangle| \leq K\|f\|_{X_{[p]}}$, i.e.

$$
\sup _{s}|\langle T(f), s\rangle| \leq K\|f\|_{X_{[p]}},
$$

where the supremum is taken over all the simple functions in the ball $B_{\left(Y^{\prime}\right)_{[q]} \text {. Density of }}$. simple functions in $\left(Y^{\prime}\right)_{[q]}$, since $Y^{\prime}$ is order continuous, and the continuity of $T$ allows us to extend this inequality to all $g \in B_{\left(Y^{\prime}\right)_{[q]}}$, hence we obtain for every $f \in X$,

$$
\|T f\|_{\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}}=\sup _{g \in B_{\left(Y^{\prime}\right)_{[q]}}}|\langle T(f), g\rangle| \leq K\|f\|_{X_{[p]}}
$$

$T(X) \subseteq\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}$, then we can extend $T$ to $X_{[p]}$ since $X$ is dense in $X_{[p]}$ and $T$ is continuous. In other words, there exists $T_{[p, q]}: X_{[p]} \rightarrow\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}$ such that $T=\left(j_{[q]}\right)^{\prime} \circ T_{[p, q]} \circ i_{[p]}$ where $i_{[p]}$ denotes the inclusion of $X$ into $X_{[p]}$ and $j_{[q]}$ the inclusion of $Y^{\prime}$ into $\left(Y^{\prime}\right)_{[q]}$.
(3) $\Rightarrow$ (2) Let $f \in X$ and $g \in Y^{\prime}$. Then

$$
\begin{aligned}
|\langle T(f), g\rangle| & =\left|\left\langle\left(j_{[q]}\right)^{\prime} \circ T_{[p, q]} \circ i_{[p]}(f), g\right\rangle\right|=\left|\left\langle T_{[p, q]} \circ i_{[p]}(f),\left(j_{[q]}\right)^{\prime \prime}(g)\right\rangle\right| \\
& \leq\left\|T_{[p, q]}\right\|\left\|i_{[p]}(f)\right\|_{X_{[p]}}\left\|\left(j_{[q]}\right)^{\prime \prime}(g)\right\|_{\left(Y^{\prime}\right.}^{[q])}{ }^{\prime \prime} \leq K\|f\|_{X_{[p]}}\|g\|_{Y_{[q]}^{\prime}},
\end{aligned}
$$

where $K=\left\|T_{[p, q]}\right\|\left\|i_{[p]}\right\|\left\|\left(j_{[q]}\right)^{\prime \prime}\right\|$.
(3) $\Rightarrow$ (4) Let us define the Banach space $E:=\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}$ (see e.g. [55, p. 1102]). Consider the $p$-th power factorable map $F:=T_{[p, q]} \circ i_{[p]}: X \rightarrow E$ and the $q$-th power factorable $\operatorname{map} G:=j_{[q]}$ given by the inclusion of $Y^{\prime}$ into $\left(Y^{\prime}\right)_{[q]}$. Using the order continuity and Fatou properties of the involved spaces and the characterization given in Proposition 1.8 we obtain the factorization

where $H:=\left(I_{G^{\prime}}^{(q)}\right)^{\prime} \circ I_{F}^{(p)}$.
Note that the proof of the previous implication gives in fact also (3) $\Rightarrow$ (5), for $E=$ $\left(\left(Y^{\prime}\right)_{[q]}\right)^{\prime}$ and $S=G^{\prime}$. (4) $\Rightarrow(5)$ is evident. For (5) $\Rightarrow(1)$, by hypothesis $X \hookrightarrow_{[i]} L^{p}\left(m_{R}\right)$ and also $Y^{\prime} \hookrightarrow_{[j]} L^{q}\left(m_{S^{\prime}}\right)$. By Proposition 1.8 we have that $R$ is $p$-th power factorable and $S^{\prime}$ is $q$-th power factorable and so the result is obtained.

Remark 4.8. Let $1 \leq p, q<\infty$ be such that $q^{\prime}<p$. Let $T: X \rightarrow Y$ be a positive $(p, q)$-th power factorable operator. In virtue of the Maurey-Rosenthal Theorems 1.3 and 1.4 we always have the following scheme


DIAGRAM 4.4. Maurey-Rosenthal factorization applied to a $(p, q)$-th power factorable operator
where $f \in X^{q}$ and $g \in\left(Y^{\prime}\right)^{p^{\prime}}, \mu_{i}$ are scalar measures, $m_{i}$ are vector measures and $T_{i}$ are operators, for $i=1,2$. This provides a first estimation for the optimal domain and the optimal range, namely $M_{f}\left(L^{p}\left(m_{1}\right)\right) \subseteq L^{q^{\prime}}\left(\mu_{2}\right)$ and $M_{g}\left(L^{p}\left(\mu_{1}\right)\right) \subseteq\left(L^{q}\left(m_{2}\right)\right)^{\prime}$.

Remark 4.9. Under the hypothesis of Theorem 4.7, let $T: X \rightarrow Y$ be an operator. A necessary condition for $(p, q)$-th power factorability is that $T$ to be $p$-th power factorable and $T^{\prime}$ to be $q$-th power factorable. This follows immediately from [79, Lem. 5.4], since $T=S \circ R$, thus $T_{[p]}=S \circ R_{[p]}$ and $\left(T^{\prime}\right)_{[q]}=R^{*} \circ\left(S^{\prime}\right)_{[q]}$.
4.1.2. Another related result. In the definition of $(p, q)$-th power factorable operator (Definition 4.1) we need a previous factorization of the operator. If we do not have such prior factorization, we have another condition in order to obtain a square factorization.

Proposition 4.10. Let $1<p, q<\infty$. Let $X$ and $Y$ be Banach function spaces over the finite measure $\mu$, such that $X$ and $Y^{\prime}$ are order continuous and $Y$ is Fatou. Let $T: X \rightarrow Y$ be a $\mu$-determined operator such that $T^{\prime}$ is also $\mu$-determined. Then the following statements are equivalent:
(1) There exists $K>0$ such that

$$
\begin{equation*}
|\langle T(f), g\rangle| \leq K\|f\|_{L^{p}\left(m_{T}\right)}\|g\|_{L^{q}\left(m_{T^{\prime}}\right)}, \quad f \in X, g \in Y^{\prime} \tag{4.2}
\end{equation*}
$$

(2) There exists an operator $I^{(p, q)}: L^{p}\left(m_{T}\right) \rightarrow\left(L^{q}\left(m_{T^{\prime}}\right)\right)^{\prime}$ such that the following diagram is commutative


DIAGRAM 4.5. Square factorization through $L^{p}\left(m_{T}\right)$ and $L^{q}\left(m_{T^{\prime}}\right)^{\prime}$

Proof. (1) $\Rightarrow$ (2). Let $s$ be a simple function. By hypothesis we have that $|\langle T(f), s\rangle| \leq$ $K\|f\|_{L^{p}\left(m_{T}\right)}\|s\|_{L^{q}\left(m_{T^{\prime}}\right)}$, for all $f \in X$. In consequence, for all simple functions $s \in B_{L^{q}\left(m_{T^{\prime}}\right)}$ we have that $|\langle T(f), s\rangle| \leq K\|f\|_{L^{p}\left(m_{T}\right)}$, i.e. $\sup _{s}|\langle T(f), s\rangle| \leq K\|f\|_{L^{p}\left(m_{T}\right)}$, where the supremum is taken over all the simple functions in the ball $B_{L^{q}\left(m_{\left.T^{\prime}\right)}\right)}$. Density of simple functions in $L^{q}\left(m_{T^{\prime}}\right)$, since it is order continuous, and the continuity of $T$ allows us to extend this inequality to all $g \in B_{L^{q}\left(m_{T^{\prime}}\right)}$, hence we obtain

$$
\|T f\|_{\left(L^{q}\left(m_{T^{\prime}}\right)\right)^{\prime}}=\sup _{g \in B_{L} q_{\left(m_{\left.T^{\prime}\right)}\right.}}|\langle T(f), g\rangle| \leq K\|f\|_{L^{p}\left(m_{T}\right)}
$$

Then we extend $T$ to $L^{p}\left(m_{T}\right)$ and $T(X) \subseteq\left(L^{q}\left(m_{T^{\prime}}\right)\right)^{\prime}$. In other words, there exists an operator $I^{(p, q)}: L^{p}\left(m_{T}\right) \rightarrow\left(L^{q}\left(m_{T^{\prime}}\right)\right)^{\prime}$ such that $T=\left(J_{m_{T^{\prime}}}{ }^{(q)}\right)^{\prime} \circ I^{(p, q)} \circ J_{m_{T}}{ }^{(p)}$ where $J_{m_{T}}$ denotes the inclusion of $X$ into $L^{p}\left(m_{T}\right)$ and $J_{m_{T^{\prime}}}$ the inclusion of $Y^{\prime}$ into $L^{q}\left(m_{T^{\prime}}\right)$, recall that both $T$ and $T^{\prime}$ are $\mu$-determined.
(2) $\Rightarrow(1)$. An standard argument for $T=\left(J_{m_{T^{\prime}}}^{(q)}\right)^{\prime} \circ I^{(p, q)} \circ J_{m_{T}}^{(p)}$, by applying the continuity of the operators involved and the inclusion $L^{q}\left(m_{T^{\prime}}\right) \subseteq L^{q}\left(m_{T^{\prime}}\right)^{\prime \prime}$ we obtain the result, i.e.

$$
|\langle T(f), g\rangle| \leq\left(C\left\|I^{(p, q)}\right\|\left\|J_{m_{T}}^{(p)}\right\|\left\|\left(J_{m_{T^{\prime}}}^{(q)}\right)^{\prime \prime}\right\|\right)\|f\|_{L^{p}\left(m_{T}\right)}\|g\|_{L^{q}\left(m_{T^{\prime}}\right)}
$$

for every $f \in X$ and every $g \in Y^{\prime}$.
Remark 4.11. Observe that in the proof of the implication (2) $\Rightarrow$ (1) of the previous proposition, one can remove the requirements of $\mu$-determination.

The following example presents a class of kernel operators that always satisfies the condition (4.2) of Proposition 4.10.

Example 4.12. Let us consider the set [ 0,1 ], as usual with the Lebesgue measure, which we will denote by $d x$ and $d y$ for two different variables. So $d x \otimes d y$ is the (Lebesgue) product measure for the product set $[0,1] \times[0,1]$. Let $\eta: \Sigma \otimes \Sigma \rightarrow[0, \infty)$ be a probability measure such that $\eta \ll d x \otimes d y$. Thanks to the Radon-Nikodým Theorem there exists a function $K_{\eta} \in L^{1}(d x \otimes d y)$ such that $\eta(A)=\int_{A} K_{\eta}(x, y) d x \otimes d y$, for every measurable set $A \subseteq[0,1]$, i.e. $d \eta=K_{\eta} d x \otimes d y$. This function $K_{\eta}: \Omega \times \Omega \rightarrow[0, \infty)$ is a positive kernel function. Let $1 \leq p, q, s<\infty$ be such $\frac{1}{s}=\frac{1}{p}+\frac{1}{q}$. Assume that $T_{\eta}: X[0,1] \rightarrow Y[0,1]$ is the kernel operator associated with $K_{\eta}$, so that it is $p$-th power factorable and its adjoint is $q$-th power factorable. Let us define the function $(g \otimes f)(x, y):=g(x) f(y)$, then $g \otimes f=\left(g \otimes \chi_{[0,1]}\right)\left(\chi_{[0,1]} \otimes f\right)$. Let $f \in X(d x)$ and $g \in(Y(d x))^{\prime}$. Applying Hölder-Rogers inequality, Fubini's Theorem, Proposition 1.1(1), the conditions on power factorability and (1.6), we obtain

$$
\begin{aligned}
& \left|\left\langle T_{\eta}(f), g\right\rangle\right|=\int_{[0,1] \times[0,1]}|g \otimes f| K_{\eta} d x \otimes d y \leq C\left(\int_{[0,1] \times[0,1]}|g \otimes f|^{s} d \eta\right)^{1 / s} \\
& \leq C\left(\int_{[0,1] \times[0,1]}\left|\chi_{[0,1]} \otimes f\right|^{p} K_{\eta}(x, y) d x \otimes d y\right)^{1 / p}\left(\int_{[0,1] \times[0,1]}\left|g \otimes \chi_{[0,1]}\right|^{q} K_{\eta}(x, y) d x \otimes d y\right)^{1 / q} \\
& \leq C\left(\int_{0}^{1} \chi_{[0,1]}\left(\int_{0}^{1}|f(y)|^{p} K_{\eta}(x, y) d y\right) d x\right)^{1 / p}\left(\int_{0}^{1} \chi_{[0,1]}\left(\int_{0}^{1}|g(x)|^{q} K_{\eta}(x, y) d x\right) d y\right)^{1 / q} .
\end{aligned}
$$

So following this computation we can conclude that

$$
\begin{aligned}
\left|\left\langle T_{\eta}(f), g\right\rangle\right| & =C\left(\int_{0}^{1}\left(T_{\eta}\right)_{[p]}\left(|f|^{p}\right) d x\right)^{1 / p}\left(\int_{0}^{1}\left(T_{\eta}^{\prime}\right)_{[q]}\left(|g|^{q}\right) d y\right)^{1 / q} \\
& =C\left\|\left(T_{\eta}\right)_{[p]}\left(|f|^{p}\right)\right\|_{L^{1}(d x)}^{1 / p}\left\|\left(T_{\eta}^{\prime}\right)_{[q]}\left(|g|^{q}\right)\right\|_{L^{1}(d y)}^{1 / q} \\
& =C D\left\|\left(T_{\eta}\right)_{[p]}\left(|f|^{p}\right)\right\|_{X(d x)}^{1 / p}\left\|\left(T_{\eta}^{\prime}\right)_{[q]}\left(|g|^{q}\right)\right\|_{(Y(d y))^{\prime}}^{1 / q} \\
& =C D\left\|I_{m_{T_{\eta}}}\left(|f|^{p}\right)\right\|_{X(d x)}^{1 / p}\left\|I_{m_{T_{\eta}^{\prime}}}\left(|g|^{q}\right)\right\|_{(Y(d y))^{\prime}}^{1 / q} \\
& \left.\leq C D\|f\|_{L^{p}\left(m_{\left.T_{\eta}\right)}\right)}\|g\|_{L^{q}\left(m_{T_{\eta}^{\prime}}\right)} \leq C D M\|f\|_{L^{p}\left(m_{T_{\eta}}\right.}\right)\|g\|_{L^{q}\left(m_{T_{\eta}^{\prime}}\right)}
\end{aligned}
$$

Thus $T_{\eta}$ satisfies (4.2).

### 4.2. The non finite measure case

As a consequence of the definition of $(p, q)$-th power factorable operator, we have been considering finite measure spaces, since otherwise the inclusion $X \subseteq X_{[p]}$ does not make sense. Our construction depends strongly on the finite measure requirement. For example Rybakov measures for vector measures need to be finite, since vector measures on $\sigma$-algebras are always bounded. Otherwise, a vector measure can only be defined on the $\delta$-ring of the measurable sets of finite measure, and the factorization by means of the inclusion/quotient map do not hold (see [13] and references therein for the use of $\delta$-rings in the context of the factorization of operators between Banach function spaces).

However, by means of multipliers that define isometric maps it is possible to extend our results to the case of $\sigma$-finite measures. Let us present a standard construction. Consider a Banach function space $X$ over the $\sigma$-finite measure $\mu$. Then there is a weak order unit $h \in X$. Take a norm one element $0<\varphi \in X^{\prime}$. Let us now define the measure $\bar{\mu}$ by $\bar{\mu}(A):=\int_{A} \varphi h d \mu$, where $A \in \Sigma$. Note that $\bar{\mu}(\Omega)=\int_{\Omega} \varphi h d \mu \leq\|h\|_{X}\|\varphi\|_{X^{\prime}}$, and so $\bar{\mu}$ is finite. Let us define the Banach ideal of classes of $\mu$-measurable functions

$$
X_{h}:=\left\{f \in L^{0}(\mu): f h \in X\right\}
$$

with the lattice norm $\|f\|_{X_{h}}:=\|f h\|_{X}, f \in X_{h}$. Let us see that $X_{h}$ is a Banach function space over $\bar{\mu}$. Clearly, for each $A \in \Sigma$, $\left\|\chi_{A}\right\|_{X_{h}}=\left\|\chi_{A} h\right\|_{X} \leq\|h\|_{X}<\infty$, and so $\chi_{A} \in X_{h}$. Moreover, each function $f \in X_{h}$ is integrable since

$$
\int_{\Omega}|f| d \bar{\mu} \leq\|f h\|_{X} \cdot\|\varphi\|_{X^{\prime}}=\|f\|_{X_{h}} \cdot\|\varphi\|_{X^{\prime}}<\infty
$$

This also proves that $X_{h} \hookrightarrow L^{1}(\bar{\mu})$, and so $X_{h}$ is a Banach function space over the finite measure $\bar{\mu}$. Let us also note that the map $f \rightsquigarrow h f$ defines an isometry $X_{h} \rightarrow X$.

Lemma 4.13. Let $X$ and $Y$ be two Banach function spaces over a $\sigma$-finite measure $\mu$. Let $T: X \rightarrow Y$ be an operator. Then there are measurable functions $h$ and $w$ and an operator $T_{0}: X_{h} \rightarrow Y_{w}$ such that $T$ factors through the following scheme


DIAGRAM 4.6. Factorization through Banach function spaces defined over finite measures
where $M_{1 / h}$ and $M_{w}$ are the multipliers associated with $1 / h$ and $w$, respectively. Moreover, $h$ and $w$ can be chosen to be equal and such that $X_{h}$ and $Y_{w}$ are Banach function spaces over the same finite measure $\bar{\mu}$.

Proof. For the proof it suffices to define the operator $T_{0}$ by $T_{0}(g):=1 / w \cdot T(g h), g \in$ $X_{h}$, where $h$ and $w$ are defined as has been explained above. Notice also that if $h$ and $w$ are weak order units for $X$ and $Y$, respectively, the measurable function $h \wedge w$ is also a weak order unit in both spaces. The same can be done by considering $\varphi_{1} \wedge \varphi_{2}$ as the element $\varphi$ appearing in the construction above, where $0<\varphi_{1} \in X^{\prime}$ and $0<\varphi_{2} \in Y^{\prime}$ are the corresponding functions in the definition of the finite measures. So just take $h_{0}:=h \wedge w$, $\varphi:=\varphi_{1} \wedge \varphi_{2}$ and $\bar{\mu}(A):=\int_{A} h_{0} \varphi d \mu, A \in \Sigma$.

Taking into account this result, we can adapt Theorem 4.7 to the non finite measure case as follows.

Corollary 4.14. Let $1 \leq p, q<\infty$. Let $X$ and $Y$ be Banach function spaces over the $\sigma$-finite measure $\mu$. Suppose that $X$ and $Y^{\prime}$ are order continuous and $Y$ is Fatou. Let $T: X \rightarrow Y$ be an operator. Then the following statements are equivalent:
(1) There are a $\mu$-integrable function $h$ and a finite measure $\bar{\mu}$ such that $T$ factors through a $(p, q)$-th power factorable operator $T_{0}: X_{h} \rightarrow Y_{h}$, where $X_{h}$ and $Y_{h}$ are based on $\bar{\mu}$.
(2) There are a $\mu$-integrable function $h$, a finite measure $\bar{\mu}$ and a constant $K$ such that

$$
\left|\left\langle\frac{1}{h} \cdot T(f h), g\right\rangle\right| \leq K\|f\|_{X_{h[p]}}\|g\|_{\left.\left(Y_{h}\right)^{\prime} \mid q\right]}, \quad f \in X_{h}, g \in\left(Y_{h}\right)^{\prime},
$$

where $X_{h}$ and $Y_{h}$ are based on $\bar{\mu}$
(3) There are a $\mu$-integrable function $h$, a finite measure $\bar{\mu}$ and $T_{[p, q]}: X_{h[p]} \rightarrow\left(\left(Y_{h}\right)^{\prime}{ }_{[q]}\right)^{\prime}$ an operator, such that the following diagram is commutative

where $X_{h}$ and $Y_{h}$ are based on $\bar{\mu}$.
(4) There are a $\mu$-integrable function h, a finite measure $\bar{\mu}$, an operator $H$, a Banach space $E$ and two operators $R: X_{h} \rightarrow E$ and $S: E \rightarrow Y_{h}$ such that $H=S \circ R$ and $T=\left(M_{h} \circ[j]^{\prime}\right) \circ H \circ\left([i] \circ M_{1 / h}\right)$ and that the following diagram is commutative


DIAGRAM 4.7. $(p, q)$-th power factorization for non finite measure based spaces
where $X_{h}$ and $Y_{h}$ are based on $\bar{\mu}$.

The proof is a simple consequence of the factorization given in Lemma 4.13 when applied to Theorem 4.7, just taking into account the easily verifiable facts that if $X_{h}$ is a Banach function space based over a finite measure isometric to a Banach function space $X$ based over a $\sigma$-finite measure with the Fatou property, then $X_{h}$ has the Fatou property and the same happens regarding order continuity.
Example 4.15. Take the discrete kernel type operator $T: \ell^{2} \rightarrow \ell^{2}$ given by

$$
T\left(\left(\lambda_{i}\right)\right):=\left(\frac{1}{n 2^{n}} \sum_{i=1}^{n} \lambda_{i}\right)_{n=1}^{\infty} .
$$

Take now $h, \varphi$ and $\bar{\mu}$ in the development above as the ones given by

$$
h:=\left(1 / 2^{i / 2}\right)_{i=1}^{\infty}, \quad \varphi:=\left(1 / 2^{i / 2}\right)_{i=1}^{\infty} \quad \text { and } \quad \bar{\mu}(A):=\sum_{i \in A} 1 / 2^{i}, \quad A \subseteq \mathbb{N} .
$$

Notice that for every $\left(\lambda_{i}\right)_{i=1}^{\infty}$ and $\left(\tau_{i}\right)_{i=1}^{\infty}$, we have the inequality

$$
\left|\sum_{n=1}^{\infty} \frac{2^{n / 2}}{2^{n}}\left(\frac{1}{n 2^{n}} \sum_{i=1}^{n} \frac{\lambda_{i}}{2^{i / 2}}\right) \tau_{n}\right| \leq\left(\sum_{i=1}^{\infty} \frac{\left|\lambda_{i}\right|}{2^{i}}\right) \cdot\left(\sum_{n=1}^{\infty} \frac{\left|\tau_{n}\right|}{2^{n}}\right) .
$$

Consequently, the operator $T$ factors through a (2,2)-th power factorable operator.

## CHAPTER 5

## Applications of $(p, q)$-TH POWER FACTORABLE OPERATORS

In order to develop further the theory of ( $\mathrm{p}, \mathrm{q}$ )-th power factorable operators we select two subjects to study. So applications to interpolation (Section 5.1) and independently to kernel operators (Section 5.2)are studied in this chapter.

A classical problem in interpolation theory is to study which properties are inherited by some interpolation method. We consider here the first complex interpolation method defined and studied by Calderón [14]. One of the properties inherited by complex interpolation spaces is weak compactness. The classes of $p$-th and $(p, q)$-th power factorable operators are, for $1<p<\infty$, subsets of the ideal of weakly compact operators (see [63, Cor. $4.3]$ ). In the first part we analize the behavior of our class of operators under the complex interpolation method.

Our second topic in this chapter is the study of $p$-th and $(p, q)$-th power factorability of kernel operators. We provide some criteria - related to the classical Hölder's inequality and to the Hille-Tamarkin operators- for a kernel operator to be $p$-th or $(p, q)$-th power factorable. A few examples of concrete kernel operators are given.

### 5.1. Complex interpolation for operators

In the present section we prove that, under some natural conditions of order continuity and $\mu$-determination of the operator, the $p$-th and $(p, q)$-th power factorization properties are invariant under the complex interpolation method. So in order to apply the complex interpolation method we assume that all the spaces considered are complex. In this case the definitions of $p$-th and $(p, q)$-th power factorable operator (Definitions 1.6 and 4.1 respectively) should be considered for complex Banach function spaces. Observe moreover, that the proof of Theorem 4.4, that has been used in the present section, can be used for the complex case, since the lattice structure used in such proofs is defined by the modulus of the functions.
5.1.1. Definitions and notation. First we give some basic definitions and their first consequences for complex interpolation of operators. See [8, Ch. 3 Sect. 1], [9, Ch. 2] and [66, Sect. 2.g] for main results and terminology about the complex interpolation method.

A pair ( $X_{0}, X_{1}$ ) of Banach spaces is a compatible pair or simply a pair if there is a Hausdorff topological vector space $\mathscr{X}$ where both $X_{1}$ and $X_{0}$ are continuously embedded. A compatible pair ( $X_{0}, X_{1}$ ) of Banach spaces is a regular pair if the intersection $X_{0} \cap X_{1}$ is dense in both $X_{0}$ and $X_{1}$. Observe that if $X_{0}$ and $X_{1}$ are order continuous Banach function spaces, then the pair ( $X_{0}, X_{1}$ ) is always a compatible and regular pair, since they are continuously embedded into $L^{0}$ and both contains the simple functions that are dense in both $X_{0}$ and $X_{1}$.

It is said that $X$ is an intermediate space of a compatible pair $\left(X_{0}, X_{1}\right)$ if it is continuously embedded between $X_{0} \cap X_{1}$ and $X_{0}+X_{1}$, i.e. $X_{0} \cap X_{1} \subseteq X \subseteq X_{0}+X_{1}$.

Let $\left(X_{0}, X_{1}\right)$ and $\left(Y_{0}, Y_{1}\right)$ be two compatible pairs. We denote by $T:\left(X_{0}, X_{1}\right) \rightarrow\left(Y_{0}, Y_{1}\right)$ a linear operator $T: X_{0}+X_{1} \rightarrow Y_{0}+Y_{1}$ such that the restrictions $T_{0}:=\left.T\right|_{X_{0}}: X_{0} \rightarrow Y_{0}$ and $T_{1}:=\left.T\right|_{X_{1}}: X_{1} \rightarrow Y_{1}$ are continuous. Thus, we call $T$ an admissible operator with respect to such pairs. Conversely, let us note that if $T_{0}: X_{0} \rightarrow Y_{0}$ and $T_{1}: X_{1} \rightarrow Y_{1}$ are continuous operators, then we can define an admissible operator $T: X_{0}+X_{1} \rightarrow Y_{0}+Y_{1}$ by $T\left(f_{0}+f_{1}\right):=$ $T_{0}\left(f_{0}\right)+T_{1}\left(f_{1}\right)$ whenever $T_{0}(f)=T_{1}(f)$ for every $f \in X_{0} \cap X_{1}$ (see [8, Ch. 3 Prop. 1.6]).

For a compatible pair of Banach function spaces $\left(X_{0}, X_{1}\right)$ and $0<\theta<1$, the CalderónLozanowskiŭ product space $X_{0}^{1-\theta} X_{1}^{\theta}$ (see $[14,67]$ ) is

$$
\begin{equation*}
X_{0}^{1-\theta} X_{1}^{\theta}:=\left\{f \in L^{0}:|f|=\left|f_{0}\right|^{1-\theta}\left|f_{1}\right|^{\theta}, \text { for some } f_{0} \in X_{0} \text { and } f_{1} \in X_{1}\right\} \tag{5.1}
\end{equation*}
$$

This space is a Banach space when endowed with the norm given by

$$
\|f\|_{X_{0}^{1-\theta} X_{1}^{\theta}}:=\inf \left\{\left\|f_{0}\right\|_{X_{0}}^{1-\theta}\left\|f_{1}\right\|_{X_{1}}^{\theta}:|f| \leq\left|f_{0}\right|^{1-\theta}\left|f_{1}\right|^{\theta}, f_{i} \in X_{i}, i=0,1\right\} .
$$

In general $X_{0}^{1-\theta} X_{1}^{\theta}$ does not have the interpolation property with respect to ( $X_{0}, X_{1}$ ), see [67].

However, under generic hypothesis on ( $X_{0}, X_{1}$ ), the Calderón-Lozanowskiĭ product space coincides with the first Calderón complex interpolation space $\left[X_{0}, X_{1}\right]_{[\theta]}$. We only cite here the following properties that relates both spaces for each $0<\theta<1$.
(1) $X_{0} \cap X_{1} \subseteq\left[X_{0}, X_{1}\right]_{[\theta]} \subseteq X_{0}^{1-\theta} X_{1}^{\theta} \subseteq X_{0}+X_{1}$. In addition we have that

$$
\|f\|_{X_{0}^{1-\theta} X_{1}^{\theta}}=\|f\|_{\left[X_{0}, X_{1}\right]_{[\theta]}}
$$

for all $f \in\left[X_{0}, X_{1}\right]_{[\theta]}$.
(2) If one of the spaces $X_{0}$ or $X_{1}$ is order continuous then $X_{0}^{1-\theta} X_{1}^{\theta}$ is also order continuous ([61, Th. 1.14]) and the equality $\left[X_{0}, X_{1}\right]_{[\theta]}=X_{0}^{1-\theta} X_{1}^{\theta}$ holds isometrically.

Recall that if $X$ is a Banach function space over a finite measure space $(\Omega, \Sigma, \mu), E$ is a Banach space and $T: X \rightarrow E$ is an order continuous (and continuous) $\mu$-determined operator, then we have an associated vector measure $m_{T}: \Sigma \rightarrow E$, defined by $m_{T}(A):=T\left(\chi_{A}\right)$, such that $X \subseteq L^{1}\left(m_{T}\right)$ is an injective inclusion and the integration operator, $I_{m_{T}}(f):=$ $\int_{\Omega} f d m_{T}$ for $f \in L^{1}\left(m_{T}\right)$ is an extension of $T$, i.e. $T(f)=I_{m_{T}}(f)$ for every $f \in X$. If $X$
is order continuous or has the Fatou property, then every continuous operator $T$ defined on $E$ is order continuous.

Let us consider now a compatible pair of Banach function spaces ( $X_{0}, X_{1}$ ) (over the same finite measure), a compatible pair of Banach spaces ( $E_{0}, E_{1}$ ) and an admissible operator $T:\left(X_{0}, X_{1}\right) \rightarrow\left(E_{0}, E_{1}\right)$. Observe that if the restrictions $T_{0}: X_{0} \rightarrow E_{0}$ and $T_{1}: X_{1} \rightarrow E_{1}$ are order continuous and $\mu$-determined operators, then for every $0<\theta<1$ the interpolated operator $T_{\theta}:\left[X_{0}, X_{1}\right]_{[\theta]} \rightarrow\left[E_{0}, E_{1}\right]_{[\theta]}$ is order continuous and $\mu$-determined too. Denote by $m_{0}, m_{1}$ and $m_{\theta}$ the vector measures associated with $T_{0}, T_{1}$ and $T_{\theta}$ respectively. Let us note that $m_{0}(A)=m_{1}(A)=m_{\theta}(A)=T\left(\chi_{A}\right)$ for every $A \in \Sigma$ and $0<\theta<1$. That is, the measures $m_{\theta}, 0<\theta<1$ bring the same values as $m_{0}$ and $m_{1}$, and their range is included in $E_{0} \cap E_{1}$. However the associated spaces $L^{p}\left(m_{\theta}\right)$ would not be the same for all measures since the range space $\left[E_{0}, E_{1}\right]_{[\theta]}$ of each measure may differs from each other.

The technique that we will use consists in interpolating the extensions of the $p$-th power factorable operators, then we prove that the domain of the interpolation of these extensions coincides with the extended domain of the interpolation of the original domains.
5.1.2. Interpolation for $p$-th power factorable operators. Let us show that the $p$-th power space of the Calderón-Lozanowskiĭ product is the Calderón-Lozanowskiĭ product of some $p$-th power spaces. We note that the $p$-th power space of a Banach function space may be a quasi-Banach function space, e.g. $L_{[p]}^{1}=L^{1 / p}(p>1)$.

With the same definitions as given for a pair of Banach function spaces, if we consider a pair ( $Z_{0}, Z_{1}$ ) of quasi-Banach function spaces, it is very easy to obtain that, for every $0<\theta<1$, the product space $Z_{0}^{1-\theta} Z_{1}^{\theta}$ is a quasi-Banach space when endowed with the quasi-norm $\|\cdot\|_{Z_{0}^{1-\theta} Z_{1}^{\theta}}$, see $[\mathbf{4 4}, \mathbf{5 4}]$. If the quasi-norms of $Z_{0}$ and $Z_{1}$ are continuous then $\|\cdot\|_{Z_{0}^{1-\theta} Z_{1}^{\theta}}$ is also continuous for every $0<\theta<1$. Note that this is the case for a pair $\left(Z_{0}, Z_{1}\right)=\left(X_{0\left[p_{0}\right]}, X_{1\left[p_{1}\right]}\right)$ where each space is a $p$-th power of a Banach space since for every Banach space $X$ and every $0<p<\infty$, the functional $\|\cdot\|_{X_{[p]}}$ is a continuous quasi-norm for which $X_{[p]}$ is complete (see previous comments to the Proposition 1.5). Observe that ( $X_{0[p]}, X_{1[p]}$ ) is a compatible pair, since the $p$-th power space is continuously embedded into $L^{0}$. For $0<p<1$, the $p$-th power space $X_{[p]}$ is still a Banach function space. Otherwise, for $1 \leq p<\infty, X_{[p]}$ is a Banach function space, when endowed with $\|\cdot\|_{X_{[p]}}$, if and only if $X$ is $p$-convex with constant one (see [79, Prop. 2.23(i)(ii)]). Given $0<p_{0}, p_{1}<\infty$ and $0<\theta<1$, denote by $p_{\theta}$ and $\widetilde{p_{\theta}}$ the numbers such that

$$
\frac{1}{p_{\theta}}=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}} \quad \text { and } \quad \frac{1}{\widetilde{p_{\theta}}}=\frac{1-\theta}{p_{1}}+\frac{\theta}{p_{0}},
$$

respectively. Hence $\frac{1}{p_{\theta}}+\frac{1}{\widetilde{p_{\theta}}}=\frac{1}{p_{1}}+\frac{1}{p_{0}}$.

Lemma 5.1. Let $\left(X_{0}, X_{1}\right)$ be a pair of Banach function spaces. If $0<p, p_{0}, p_{1}<\infty$ and $0<$ $\theta<1$, then
(1) $\left(X_{0}^{1-\theta} X_{1}^{\theta}\right)_{[p]} \equiv\left(X_{0[p]}\right)^{1-\theta}\left(X_{1[p]}\right)^{\theta}$.
(2) $\left(X_{0\left[p_{0}\right]}\right)^{1-\theta}\left(X_{1\left[p_{1}\right]}\right)^{\theta} \equiv\left(X_{0}^{1-\alpha} X_{1}^{\alpha}\right)_{\left[p_{\alpha}\right]}$ where $\alpha:=\frac{\theta p_{1}}{(1-\theta) p_{0}+\theta p_{1}}$.

Proof. (1). Let $f \in\left(X_{0}^{1-\theta} X_{1}^{\theta}\right)_{[p]}$, and let $f_{i} \in\left(X_{i}\right)^{+}, i=0,1$ be such that $|f|^{1 / p} \leq f_{0}^{1-\theta} f_{1}^{\theta}$, and this happens if and only if $|f| \leq\left(f_{0}^{p}\right)^{1-\theta}\left(f_{1}^{p}\right)^{\theta}$ if and only if $|f| \leq g_{0}^{1-\theta} g_{1}^{\theta}$, where for $i=0,1, g_{i}:=f_{i}^{p} \in X_{i[p]}$. So the following equalities hold

$$
\begin{equation*}
\left(\left\|f_{0}\right\|_{X_{0}}^{1-\theta}\left\|f_{1}\right\|_{X_{1}}^{\theta}\right)^{p}=\left(\left\|\left|g_{0}\right|^{1 / p}\right\|_{X_{0}}^{p}\right)^{1-\theta}\left(\left\|\left|g_{1}\right|^{1 / p}\right\|_{X_{1}}^{p}\right)^{\theta}=\left\|g_{0}\right\|_{X_{0[p]}}^{1-\theta}\left\|g_{1}\right\|_{X_{1[p]}}^{\theta}, \tag{5.2}
\end{equation*}
$$

where $|f| \leq\left(f_{0}^{p}\right)^{1-\theta}\left(f_{1}^{p}\right)^{\theta}$ and also $|f| \leq g_{0}^{1-\theta} g_{1}^{\theta}$, for $g_{i}:=f_{i}^{p} \in X_{i[p]}, i=0,1$ Thus, taking the infimum in (5.2) among such values, we obtain

$$
\|f\|_{\left(X_{0}^{1-\theta} X_{1}^{\theta}\right)_{[p]}}=\left\||f|^{1 / p}\right\|_{X_{0}^{1-\theta} X_{1}^{\theta}}^{p}=\|f\|_{\left(X_{0[p]}\right)^{1-\theta}\left(X_{1[p]}\right)^{\theta}},
$$

for every $f \in\left(X_{0}^{1-\theta} X_{1}^{\theta}\right)_{[p]}$. Conversely, the same result holds for each $f \in\left(X_{0[p]}\right)^{1-\theta}\left(X_{1[p]}\right)^{\theta}$.
(2). Let us note that for the given $\alpha:=\frac{\theta p_{1}}{(1-\theta) p_{0}+\theta p_{1}}$ we have that $p_{\alpha}=(1-\theta) p_{0}+\theta p_{1}$. That is, we have the following equality

$$
\frac{1}{(1-\theta) p_{0}+\theta p_{1}}=\frac{1-\alpha}{p_{0}}+\frac{\alpha}{p_{1}} .
$$

Thus $\alpha p_{\alpha}=\theta p_{1}$ and also $(1-\alpha) p_{\alpha}=(1-\theta) p_{0}$. Obviously, if $p_{0}=p_{1}$ then $\alpha=\theta$ and this is the case considered in the assertion (1).

Let $f \in\left(X_{0\left[p_{0}\right]}\right)^{1-\theta}\left(X_{1\left[p_{1}\right]}\right)^{\theta}$ and let $g_{i} \in\left(X_{i\left[p_{i}\right]}\right)^{+}(i=0,1)$ be such that $|f| \leq g_{0}^{1-\theta} g_{1}^{\theta}$. Observe that $g_{i} \in X_{i\left[p_{i}\right]}$ if and only if $f_{i}:=g_{i}^{1 / p_{i}} \in X_{i}(i=0,1)$, in this case we have that $|f| \leq\left|f_{0}\right|^{(1-\theta) p_{0}}\left|f_{1}\right|^{\theta p_{1}}=\left|f_{0}\right|^{(1-\alpha) p_{\alpha}}\left|f_{1}\right|^{\alpha p_{\alpha}}$, i.e. $|f|^{1 / p_{\alpha}} \leq\left|f_{0}\right|^{(1-\alpha)}\left|f_{1}\right|^{\alpha}$. Then

$$
\begin{aligned}
\left\|g_{0}\right\|_{X_{0\left[p_{0}\right]}^{1-\theta}}^{1-\theta}\left\|g_{1}\right\|_{X_{1\left|p_{1}\right|}^{\theta}}^{\theta} & =\left(\left\|g_{0}^{1 / p_{0}}\right\|_{X_{0}}^{p_{0}}\right)^{1-\theta}\left(\left\|g_{1}^{1 / p_{1}}\right\|_{X_{1}}^{p_{1}}\right)^{\theta} \\
& =\left\|f_{0}\right\|_{X_{0}}^{(1-\theta) p_{0}}\left\|f_{1}\right\|_{X_{1}}^{\theta p_{1}}=\left\|f_{0}\right\|_{X_{0}}^{(1-\alpha) p_{\alpha}}\left\|f_{1}\right\|_{X_{1}}^{\alpha p_{\alpha}}=\left(\left\|f_{0}\right\|_{X_{0}}^{1-\alpha}\left\|f_{1}\right\|_{X_{1}}^{\alpha}\right)^{p_{\alpha}}
\end{aligned}
$$

where $|f| \leq g_{0}^{1-\theta} g_{1}^{\theta}$ and $|f|^{1 / p_{\alpha}} \leq\left|f_{0}\right|^{(1-\alpha)}\left|f_{1}\right|^{\alpha}$. Finally, taking the infimum we obtain the equality of the quasi-norms. If $f \in\left(X_{0}^{1-\alpha} X_{1}^{\alpha}\right)_{\left[p_{\alpha}\right]}$ we can follow the reverse way.

Several approaches has been considered to extend the complex interpolation method to the setting of quasi-Banach spaces, see for example [22, 44, 54, 84, 91, 102]. Complex interpolation of $p$-convex spaces has been considered in [91].

Remark 5.2. Notice that if in a pair ( $X_{0}, X_{1}$ ) of Banach function spaces, at least one of the spaces is order continuous then the product spaces $\left(X_{0\left[p_{0}\right]}\right)^{1-\theta}\left(X_{1\left[p_{1}\right]}\right)^{\theta}$ are order continuous for $0<\theta<1$ and we can apply [44, Th. 3.3] to obtain the equality

$$
\left[X_{0\left[p_{0}\right]}, X_{1\left[p_{1}\right]}\right]_{[\theta]}=\left(X_{0\left[p_{0}\right]}\right)^{1-\theta}\left(X_{1\left[p_{1}\right]}\right)^{\theta} .
$$

In particular, for $p_{0}=p_{1}=p$ we have $\left(\left[X_{0}, X_{1}\right]_{[\theta]}\right)_{[p]} \equiv\left[X_{0[p]}, X_{1[p]}\right]_{[\theta]}$.
Let us recall that if $Z$ is an order continuous Banach function space, then the bounded measurable functions are dense in $Z$. If $f \in Z$ and $f_{n}:=f \chi_{A_{n}}$ with $A_{n}:=\{\omega \in \Omega:|f(\omega)| \leq n\}$ then $\left(f_{n}\right)_{n}$ converges to $f$ in $Z_{[p]}$ for every $1 \leq p<\infty$.

Theorem 5.3. Let $\left(X_{0}, X_{1}\right)$ be a pair of order continuous Banach function spaces over the finite measure $\mu$, and let $\left(E_{0}, E_{1}\right)$ be a pair of Banach spaces. Let $T:\left(X_{0}, X_{1}\right) \rightarrow\left(E_{0}, E_{1}\right)$ be a $\mu$-determined operator. Then, for each $1 \leq p<\infty$ and each $0<\theta<1$

$$
\left[L^{p}\left(m_{0}\right), L^{p}\left(m_{1}\right)\right]_{[\theta]} \subseteq L^{p}\left(m_{\theta}\right),
$$

where the vector measures $m_{0}, m_{1}$ and $m_{\theta}$ are respectively the ones associated with $T_{0}, T_{1}$ and $T_{\theta}:\left[X_{0}, X_{1}\right]_{[\theta]} \rightarrow\left[E_{0}, E_{1}\right]_{[\theta]}$.

Proof. In virtue of Proposition 1.1(3), for $i=0,1$ and $0<\theta<1$, the integration maps $I_{m_{i}}: L^{1}\left(m_{i}\right) \rightarrow E_{i}$ and $I_{m_{\theta}}: L^{1}\left(m_{\theta}\right) \rightarrow E_{\theta}$ are the unique extensions of $T_{i}$ and $T_{\theta}$ respectively. Let $f \in L^{1}\left(m_{0}\right) \cap L^{1}\left(m_{1}\right)$, then there exists $k \in \mathbb{N}$ and $f_{k}:=f \chi_{A_{k}}$ where $A_{k}:=\{\omega \in \Omega$ : $|f(\omega)| \leq k\}$ such that $2\left\|I_{m_{i}}\right\|\left\|f-f_{k}\right\|_{L^{1}\left(m_{i}\right)}<\varepsilon$ for $i=0,1$. Therefore

$$
\left\|I_{m_{0}}(f)-I_{m_{1}}(f)\right\|_{E_{0}+E_{1}} \leq\left\|I_{m_{0}}\left(f-f_{k}\right)\right\|_{E_{0}}+\left\|I_{m_{1}}\left(f-f_{k}\right)\right\|_{E_{1}}<\varepsilon .
$$

Then $I_{m_{0}}$ and $I_{m_{1}}$ coincide in the intersection of their domains, and so one can define the interpolation operator. On the other hand, since $X_{i} \subseteq L^{1}\left(m_{i}\right)$, it is easy to check that $\left[X_{0}, X_{1}\right]_{[\theta]} \subseteq\left[L^{1}\left(m_{0}\right), L^{1}\left(m_{1}\right)\right]_{[\theta]}$. If we denote $I_{\theta}$ the interpolation of the integration maps $I_{m_{i}}$, we have the following diagrams


DIAGRAM 5.1. Applying of the optimal domain theorem to the interpolation operator

Now, by the optimal domain Theorem 1.2 we have that $\left[L^{1}\left(m_{0}\right), L^{1}\left(m_{1}\right)\right]_{[\theta]} \subseteq L^{1}\left(m_{\theta}\right)$. So by this and by Remark 5.2 we obtain

$$
\begin{aligned}
{\left[L^{p}\left(m_{0}\right), L^{p}\left(m_{1}\right)\right]_{[\theta]} } & =\left[L^{1}\left(m_{0}\right)_{[1 / p]}, L^{1}\left(m_{1}\right)_{[1 / p]}\right]_{[\theta]} \\
& =\left(\left[L^{1}\left(m_{0}\right), L^{1}\left(m_{1}\right)\right]_{[\theta]}\right)_{[1 / p]} \subseteq L^{1}\left(m_{\theta}\right)_{[1 / p]}=L^{p}\left(m_{\theta}\right)
\end{aligned}
$$

And the proof is completed.

Without the assumption of $\mu$-determination, but with other requirements, we can obtain a $p$-th power factorization for the interpolated operator.

Proposition 5.4. Let $T:\left(X_{0}, X_{1}\right) \rightarrow\left(E_{0}, E_{1}\right)$ be an operator from a pair $\left(X_{0}, X_{1}\right)$ of order continuous Banach function spaces over a finite measure into a pair of Banach spaces ( $E_{0}, E_{1}$ ). If the restrictions $T_{0}$ and $T_{1}$ are $p$-th power factorable for some $1<p<\infty$, then the interpolated operator $T_{\theta}:\left[X_{0}, X_{1}\right]_{[\theta]} \rightarrow\left[E_{0}, E_{1}\right]_{[\theta]}$ is $p$-th power factorable for every $0<\theta<1$.

Proof. Step 1. Since the restrictions $T_{0}: X_{0} \rightarrow E_{0}$ and $T_{1}: X_{1} \rightarrow E_{1}$ can be extended to $X_{0[p]}$ and $X_{1[p]}$ respectively, we are going to prove that these extensions allow us to define an operator $X_{0[p]}+X_{[p]} \rightarrow E_{0}+E_{1}$ such that its restrictions to $X_{0[p]}$ and $X_{1[p]}$ are the operators that extend $T_{0}$ and $T_{1}$ respectively.

By definition of $p$-th power factorable operator, for $i=0,1, T_{i}=T_{i[p]} \circ j_{[p]}$, where $j_{[p]}$ denotes the inclusion $X_{i} \subseteq X_{i[p]}$ and $T_{i[p]}: X_{i[p]} \rightarrow E_{0}$ is the extension map. It is straightforward to prove that $T_{0[p]}$ and $T_{1[p]}$ coincide on $X_{0[p]} \cap X_{1[p]}$. Denote by $M_{i}, i=0,1$ the quasi-norm of $T_{i[p]}: X_{i[p]} \rightarrow E_{i}$. Let us take $f \in X_{0[p]} \cap X_{1[p]}$ and $\varepsilon>0$. Since $X_{0[p]}$ and $X_{1[p]}$ are order continuous we can obtain $k \in \mathbb{N}$ such that

$$
\left\|f-f_{k}\right\|_{X_{0[p]}}<\frac{\varepsilon}{2 M_{0}} \quad \text { and }\left\|f-f_{k}\right\|_{X_{1[p]}}<\frac{\varepsilon}{2 M_{1}}
$$

where $f_{k}:=f \chi_{A_{k}}$ with $A_{k}:=\{\omega \in \Omega:|f(\omega)| \leq k\}$. Hence, having in mind that $T_{i[p]}\left(f_{k}\right)=$ $T_{i}\left(f_{k}\right)=T\left(f_{k}\right), i=0,1$, we have

$$
\left\|T_{0[p]}(f)-T_{1[p]}(f)\right\|_{E_{0}+E_{1}} \leq\left\|T_{0[p]}(f)-T\left(f_{k}\right)\right\|_{E_{0}}+\left\|T\left(f_{k}\right)-T_{1[p]}(f)\right\|_{E_{1}}<\varepsilon .
$$

Thus we have that $T_{0[p]}(f)=T_{1[p]}(f)$ and so $\left.T_{0[p]}\right|_{X_{0[p]} \cap X_{1[p]}}=\left.T_{1[p]}\right|_{X_{0[p]} \cap X_{1[p]}}$.
Step 2. Let us now define the map

$$
\begin{array}{rlll}
\widetilde{T}: \quad X_{0[p]}+X_{1[p]} & \longrightarrow E_{0}+E_{1} \\
f_{0}+f_{1} & \longmapsto & T_{0[p]}\left(f_{0}\right)+T_{1[p]}\left(f_{1}\right) .
\end{array}
$$

Let us see that it is well defined. Assume we have two representations of an element in $X_{0[p]}+X_{1[p]}$, i.e. $g_{0}+g_{1}=f_{0}+f_{1}$ where $f_{i}, g_{i} \in X_{i[p]}$ for $i=0,1$. Thus, $T_{0[p]}\left(g_{0}-f_{0}\right)=$ $T_{1[p]}\left(f_{1}-g_{1}\right)$ since $g_{0}-f_{0}=g_{1}-f_{1} \in X_{0[p]} \cap X_{1[p]}$, hence by linearity of $T_{i[p]}, \widetilde{T}\left(g_{0}+g_{1}\right)=$ $\widetilde{T}\left(f_{0}+f_{1}\right)$. Moreover if $f_{0}+f_{1} \in X_{0}+X_{1}$, we have that $\widetilde{T}\left(f_{0}+f_{1}\right)=T_{0}\left(f_{0}\right)+T_{1}\left(f_{1}\right)=T\left(f_{0}\right)+$ $T\left(f_{1}\right)=T\left(f_{0}+f_{1}\right)$. It is easy to check that this map is linear and continuous, since $T_{i[p]}$ is.

From these arguments, $\left.\widetilde{T}\right|_{X_{i[p]}}=T_{i[p]}$ for $i=0,1$, so we obtain the interpolation map

$$
(\widetilde{T})_{\theta}:\left(\left[X_{0}, X_{1}\right]_{[\theta]}\right)_{[p]} \rightarrow\left[E_{0}, E_{1}\right]_{[\theta]},
$$

since $\left[X_{0[p]}, X_{1[p]}\right]_{[\theta]}=\left(\left[X_{0}, X_{1}\right]_{[\theta]}\right)_{[p]}$ (see Remark 5.2). Moreover $\left.(\widetilde{T})_{\theta}\right|_{\left[X_{0}, X_{1}\right]_{[\theta]}}=T_{\theta}$, since $(\widetilde{T})_{\theta}$ and $T_{\theta}$ are restrictions of $\widetilde{T}$ and $T$ respectively, and $\left[X_{0}, X_{1}\right]_{[\theta]} \subseteq X_{0}+X_{1}$. Therefore, we have an extension of $T_{\theta}$ to its $p$-th power space, which is the definition of $p$-th power factorable operator (see comments below from the Definition 1.6).

For the case in what $T_{0}$ and $T_{1}$ are respectively, $p_{0}$-th and $p_{1}$-th power factorable for $p_{0} \neq p_{1}$, we can assume an inclusion between the codomains $E_{0}$ and $E_{1}$ in order to obtain a factorization for the interpolated operator.
Proposition 5.5. Let $T:\left(X_{0}, X_{1}\right) \rightarrow\left(E_{0}, E_{1}\right)$ be an operator from a pair $\left(X_{0}, X_{1}\right)$ of order continuous Banach function spaces over a finite measure into a pair of Banach spaces $\left(E_{0}, E_{1}\right)$. If the restrictions $T_{0}$ and $T_{1}$ are respectively $p_{0}$-th and $p_{1}$-th power factorable with $1 \leq p_{0} \leq$ $p_{1}<\infty$, and $E_{0} \subseteq E_{1}$, then the interpolated operator $T_{\theta}:\left[X_{0}, X_{1}\right]_{[\theta]} \rightarrow\left[E_{0}, E_{1}\right]_{[\theta]}$ is $p_{\theta}$-th power factorable for every $0<\theta<1$.

Proof. Since $p_{0} \leq p_{1}$, we have $\alpha:=\theta p_{0} / \widetilde{p_{\theta}} \leq \theta$. Hence $E_{0} \subseteq\left[E_{0}, E_{1}\right]_{[\alpha]} \subseteq\left[E_{0}, E_{1}\right]_{[\theta]} \subseteq$ $E_{1}$, since $E_{0} \subseteq E_{1}$ (see [9, Th. 4.2.1]).
Step 1. Since the restrictions $T_{0}: X_{0} \rightarrow E_{0}$ and $T_{1}: X_{1} \rightarrow E_{1}$ can be extended to $X_{0\left[p_{0}\right]}$ and $X_{1\left[p_{1}\right]}$ respectively, we are going to prove that these extensions allow us to define an operator $X_{0\left[p_{0}\right]}+X_{1\left[p_{1}\right]} \rightarrow E_{0}+E_{1}$ such that its restrictions to $X_{0\left[p_{0}\right]}$ and $X_{1[p]}$ are the operators that extend $T_{0}$ and $T_{1}$ respectively. This step is like the Step 1 of the previous proposition, but in this case we obtain that $\left.T_{0\left[p_{0}\right]}\right|_{X_{0\left[p_{0}\right]} \cap X_{1\left[p_{1}\right]}}=\left.T_{1\left[p_{1}\right]}\right|_{X_{0\left[p_{0}\right]} \cap X_{1\left[p_{1}\right]}}$.

Step 2. Let us now define the following map

$$
\begin{aligned}
\widetilde{T}: \quad X_{0\left[p_{0}\right]}+X_{1\left[p_{1}\right]} & \longrightarrow E_{0}+E_{1} \\
f_{0}+f_{1} & \longmapsto T_{0\left[p_{0}\right]}\left(f_{0}\right)+T_{1\left[p_{1}\right]}\left(f_{1}\right) .
\end{aligned}
$$

It is simple to show that this map is linear, continuous and well defined. On one hand, from these arguments $\left.\widetilde{T}\right|_{X_{i\left[p_{i}\right]}}=T_{i\left[p_{i}\right]}$ for $i=0,1$, so for every $0<\delta<1$ (in particular for $\left.\delta=\theta p_{0} / \widetilde{p_{\theta}}\right)$ we obtain the interpolated map

$$
\widetilde{T}_{\delta}:\left[X_{0\left[p_{0}\right]}, X_{1\left[p_{1}\right]}\right]_{[\delta]} \longrightarrow\left[E_{0}, E_{1}\right]_{[\delta]}
$$

On the other hand, in virtue of Lemma 5.1(2) and order continuity of $X_{0}$ and $X_{1}$ we have

$$
\left(\left[X_{0}, X_{1}\right]_{[\theta]}\right)_{\left[p_{\theta}\right]}=\left[X_{0\left[p_{0}\right]}, X_{1\left[p_{1}\right]}\right]_{[\alpha]},
$$

where $\alpha=\theta p_{0} / \widetilde{p_{\theta}}$. Now, since $\alpha \leq \theta$ and $E_{0} \subseteq E_{1}$ we have that $\left[E_{0}, E_{1}\right]_{[\alpha]} \subseteq\left[E_{0}, E_{1}\right]_{[\theta]}$, thus the following diagram holds


DIAGRAM 5.2. $p_{\theta}$-th power factorization for the interpolated operator $T_{\theta}$

By definition of $\widetilde{T}, T_{\theta}=\widetilde{T} \circ i_{\left[p_{\theta}\right]}=\widetilde{T}_{\alpha} \circ i_{\left[p_{\theta}\right]}$, by uniqueness of the extension $\left(T_{\theta}\right)_{\left[p_{\theta}\right]}$ and we have that $T_{\theta}$ is $p_{\theta}$-th power factorable.

Remark 5.6. Observe that if in the proposition above we assume $p_{1} \leq p_{0}$ and $E_{1} \subseteq E_{0}$, then we obtain the same conclusion. Thus if $E_{0}=E_{1}$ one may consider every pair of indexes $1 \leq p_{0}, p_{1}<\infty$. If $p_{0}=p_{1}$, then $\alpha:=\theta p_{0} / \widetilde{p_{\theta}}=\theta$ and therefore $\left[E_{0}, E_{1}\right]_{[\theta]}=\left[E_{0}, E_{1}\right]_{[\alpha]}$, as in Theorem 5.3.
5.1.3. Interpolation for $(p, q)$-th power factorable operators. Let us now study the case of a $(p, q)$-th power factorable operator. First, when the indexes of factorization of the operators coincide, and then when they differ. In the first case we does not need any special hypothesis, however if the indexes of factorization are different in the two operators, we need to assume some restriction on the indexes.

Theorem 5.7. Let $T:\left(X_{0}, X_{1}\right) \rightarrow\left(Y_{0}, Y_{1}\right)$ be an operator between two pairs $\left(X_{0}, X_{1}\right)$ and $\left(Y_{0}, Y_{1}\right)$ of order continuous Banach function spaces over a finite measure. Assume that $Y_{0}$ and $Y_{1}$ are Fatou and that $Y_{0}^{\prime}$ and $Y_{1}^{\prime}$ are order continuous. If the restrictions $T_{0}$ and $T_{1}$ are $(p, q)$-th power factorable and $\left(Y_{0}^{\prime}\right)^{q}$ and $\left(Y_{1}^{\prime}\right)^{q}$ are order continuous for some $1 \leq p, q<\infty$, then the interpolated operator $T_{\theta}:\left[X_{0}, X_{1}\right]_{[\theta]} \rightarrow\left[Y_{0}, Y_{1}\right]_{[\theta]}$ is $(p, q)$-th power factorable for every $0<\theta<1$.

Proof. Let us first note that for each $i=0,1$, since $T_{i}$ is ( $p, q$ ) -th power factorable, we have that $T_{i}$ is $p$-th power factorable and $T^{\prime}$ is $q$-th power factorable (Remark 4.9). Thus $\left(X_{i}\right)_{[p]}$ and $\left(Y_{i}^{\prime}\right)_{[q]}$ are nontrivial for $i=0,1$ (see Remark 4.3).

From Theorem 4.4, for $i=0,1$ there exist operators $T_{i[p, q]}: X_{i[p]} \rightarrow\left(\left(Y_{i}^{\prime}\right)_{[q]}\right)^{\prime}$ that extend $T_{i}$. By applying the argument used in Step 1 of the previous theorems we obtain that

$$
\left.T_{0[p, q]}\right|_{X_{0[p]} \cap X_{1 p]}}=\left.T_{1[p, q]}\right|_{X_{0[p]} \cap X_{1[p]}} .
$$

Now the operator $\widetilde{T}: X_{0[p]}+X_{[p]} \rightarrow\left(\left(Y_{0}^{\prime}\right)_{[q]}\right)^{\prime}+\left(\left(Y_{1}^{\prime}\right)_{[q]}\right)^{\prime}$ defined by $\widetilde{T}\left(f_{0}+f_{1}\right):=T_{0[p, q]}\left(f_{0}\right)+$ $T_{1[p, q]}\left(f_{1}\right)$, is well defined. From these reasons we can write that $\left.\widetilde{T}\right|_{X_{i[p]}}=T_{i[p, q]}$ for $i=0,1$ and obtain the interpolated map $\widetilde{T}_{\theta}:\left[X_{0[p]}, X_{[p]}\right]_{[\theta]} \rightarrow\left[\left(\left(Y_{0}^{\prime}\right)_{[q]}\right)^{\prime},\left(\left(Y_{1}^{\prime}\right)_{[q]}\right)^{\prime}\right]_{[\theta]}$.

We now are going to relate the domain and codomain of $\widetilde{T}_{\theta}$ with $\left(\left[X_{0}, X_{1}\right]_{[\theta]}\right)_{[p]}$ and $\left(\left(\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime}\right)_{[q]}\right)^{\prime}$ respectively. Since both $X_{0}$ and $X_{1}$ are order continuous, so are $X_{0[p]}$ and $X_{1[p]}$, by Remark 5.2 we have that $\left(\left[X_{0}, X_{1}\right]_{[\theta]}\right)_{[p]}=\left[X_{0[p]}, X_{1[p]}\right]_{[\theta]}$.

We claim and show that

$$
\begin{equation*}
\left[\left(\left(Y_{0}^{\prime}\right)_{[q]}\right)^{\prime},\left(\left(Y_{1}^{\prime}\right)_{[q]}\right)^{\prime}\right]_{[\theta]} \subseteq\left[\left(Y_{0}^{\prime}\right)_{[q]},\left(Y_{1}^{\prime}\right)_{[q]}\right]_{[\theta]}^{\prime} \tag{5.3}
\end{equation*}
$$

Observe that by hypothesis, for $i=0,1$, we have $\left(Y_{i}^{\prime}\right)^{q}$ is order continuous, thus $\left(\left(Y_{i}^{\prime}\right)^{q}\right)_{[q]}=$ $\left(\left(Y_{i}^{\prime}\right)_{[q]}\right)^{\prime}$ is also order continuous (recall Proposition 1.5(5) and (11)). Thus the bounded functions are dense in both $\left(\left(Y_{0}^{\prime}\right)_{[q]}\right)^{\prime}$ and $\left(\left(Y_{1}^{\prime}\right)_{[q]}\right)^{\prime}$, consequently so is the intersection of these spaces. Now we can apply [9, Th. 4.3.1 and Th. 4.5.1] in order to satisfy the second
inclusion of the following two inclusions

$$
\left[\left(Y_{0}^{\prime}\right)_{[q]},\left(Y_{1}^{\prime}\right)_{[q]}\right]_{[\theta]} \subseteq\left[\left(\left(Y_{0}^{\prime}\right)_{[q]}\right)^{\prime \prime},\left(\left(Y_{1}^{\prime}\right)_{[q]}\right)^{\prime \prime}\right]_{[\theta]} \subseteq\left[\left(\left(Y_{0}^{\prime}\right)_{[q]}\right)^{\prime},\left(\left(Y_{1}^{\prime}\right)_{[q]}\right)^{\prime}\right]_{[\theta]}^{\prime} .
$$

Applying Proposition 2.4(3) for $p=1$, we obtain (5.3).
Thanks to Lozanowskiĭ duality and order continuity of $Y_{i}$ and $Y_{i}^{\prime}$, we deduce that

$$
\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime}=\left(Y_{0}^{1-\theta} Y_{1}^{\theta}\right)^{\prime}=\left(Y_{0}^{\prime}\right)^{1-\theta}\left(Y_{1}^{\prime}\right)^{\theta}=\left[Y_{0}^{\prime}, Y_{1}^{\prime}\right]_{[\theta]} .
$$

Thus, from order continuity of $Y_{0}^{\prime}$ and $Y_{1}^{\prime}$, applying again Lemma 5.1(1) we have that

$$
\left(\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime}\right)_{[q]}=\left(\left[Y_{0}^{\prime}, Y_{1}^{\prime}\right]_{[\theta]}\right)_{[q]}=\left[\left(Y_{0}^{\prime}\right)_{[q]},\left(Y_{1}^{\prime}\right)_{[q]}\right]_{[\theta]} .
$$

Finally, since $Y_{0}$ and $Y_{1}$ have the Fatou property, taking duals in the last equality and by (5.3) we obtain that

$$
\begin{align*}
{\left[\left(\left(Y_{0}^{\prime}\right)_{[q]}\right)^{\prime},\left(\left(Y_{1}^{\prime}\right)_{[q]}\right)^{\prime}\right]_{[\theta]} } & \subseteq\left[\left(Y_{0}^{\prime}\right)_{[q]},\left(Y_{1}^{\prime}\right)_{[q]}\right]_{[\theta]}^{\prime}=\left(\left(\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime}\right)_{[q]}\right)^{\prime}  \tag{5.4}\\
& \subseteq\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime \prime}=\left(Y_{0}^{1-\theta} Y_{1}^{\theta}\right)^{\prime \prime}=\left(Y_{0}^{\prime \prime}\right)^{1-\theta}\left(Y_{1}^{\prime \prime}\right)^{\theta}=Y_{0}^{1-\theta} Y_{1}^{\theta}=\left[Y_{0}, Y_{1}\right]_{[\theta]} .
\end{align*}
$$

Diagram 5.3 below clarifies the situation.


DIAGRAM 5.3. Interpolation for extensions of ( $p, q$ )-th power factorable operators

In consequence it is obtained the operator

$$
T_{\theta[p, q]}:\left(\left[X_{0}, X_{1}\right]_{[\theta]}\right)_{[p]} \rightarrow\left(\left(\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime}\right)_{[q]}\right)^{\prime} .
$$

Moreover, from the order continuity and Fatou hypothesis for the Banach function spaces involved and by the Lozanowskiĭ duality we have that $\left[X_{0}, X_{1}\right]_{[\theta]}$ and $\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime}$ are order continuous and that $\left[Y_{0}, Y_{1}\right]_{[\theta]}$ (is order continuous and) has the Fatou property. This implies, thanks to Theorem 4.4, that $T_{\theta}$ is $(p, q)$-th power factorable.

The last theorem uses the same technique to interpolate the extension maps and shows the most general result that we reach in this section.

Theorem 5.8. Let $T:\left(X_{0}, X_{1}\right) \rightarrow\left(Y_{0}, Y_{1}\right)$ be an operator, such that $\left(X_{0}, X_{1}\right)$ and $\left(Y_{0}, Y_{1}\right)$ be two pairs of order continuous Banach function spaces over a finite measure. Assume that $Y_{0}$ and $Y_{1}$ are Fatou and $Y_{0}^{\prime}$ and $Y_{1}^{\prime}$ are order continuous. If the restrictions $T_{0}$ and $T_{1}$ are respectively $\left(p_{0}, q_{0}\right)$-th and $\left(p_{1}, q_{1}\right)$-th power factorable and $\left(Y_{0}^{\prime}\right)^{q_{0}}$ and $\left(Y_{1}^{\prime}\right)^{q_{1}}$ are order continuous for $1 \leq p_{0}, p_{1}, q_{0}, q_{1}<\infty$ with $\operatorname{det}\left(\begin{array}{cc}p_{0} & p_{1} \\ q_{0} & q_{1}\end{array}\right)=0$, then the interpolated operator $T_{\theta}$ is ( $p_{\theta}, q_{\theta}$ )-th power factorable for every $0<\theta<1$.

Proof. As in the previous theorem $X_{i}$ and $Y_{i}^{\prime}$ are order continuous and we deduce that $X_{i\left[p_{i}\right]}$ and $Y_{i\left[q_{i}\right]}^{\prime}$ are non-trivial for $i=0,1$, since $T_{i}: X_{i} \rightarrow Y_{i}$ and $T_{i}^{\prime}: Y_{i}^{\prime} \rightarrow X_{i}^{\prime}$ are $p_{i}{ }^{-}$ th and $q_{i}$-th power factorable for $i=0,1$. By hypothesis $T_{0}$ is ( $p_{0}, q_{0}$ )-th power factorable, so by Theorem 4.4 there exits $T_{0\left[p_{0}, q_{0}\right]}: X_{0\left[p_{0}\right]} \rightarrow\left(\left(Y_{0}^{\prime}\right)_{\left[q_{0}\right]}\right)^{\prime}$, and the same for $T_{1}$, there exists $T_{1\left[p_{1}, q_{1}\right]}: X_{1\left[p_{1}\right]} \rightarrow\left(\left(Y_{1}^{\prime}\right)_{\left[q_{1}\right]}\right)^{\prime}$.

We now are going to prove that the map

$$
\widetilde{T}:\left(X_{0\left[p_{0}\right]}, X_{1\left[p_{1}\right]}\right) \rightarrow\left(\left(\left(Y_{0}^{\prime}\right)_{\left[q_{0}\right]}\right)^{\prime},\left(\left(Y_{1}^{\prime}\right)_{\left[q_{1}\right]}\right)^{\prime}\right),
$$

defined by $\widetilde{T}\left(f_{0}+f_{1}\right):=T_{0\left[p_{0}, q_{0}\right]}\left(f_{0}\right)+T_{1\left[p_{1}, q_{1}\right]}\left(f_{1}\right)$, is well defined. To this we only need to prove that $T_{0\left[p_{0}, q_{0}\right]}(f)=T_{1\left[p_{1}, q_{1}\right]}(f)$ for every $f \in X_{0\left[p_{0}\right]} \cap X_{1\left[p_{1}\right]}$.

Let $f \in X_{0\left[p_{0}\right]} \cap X_{1\left[p_{1}\right]}$. As in the previous theorem $X_{0} \cap X_{1}$ is dense in $X_{0\left[p_{0}\right]} \cap X_{1\left[p_{1}\right]}$, then there exists a sequence $\left(f_{n}\right)_{n} \subset X_{0} \cap X_{1}$ such that $f_{n} \rightarrow f$ in $X_{0\left[p_{0}\right]} \cap X_{1\left[p_{1}\right]}$. By continuity we have that $T_{i\left[p_{i}, q_{i}\right]}\left(f_{n}\right) \rightarrow T_{i\left[p_{i}, q_{i}\right]}(f)$ for $i=0,1$. On the other hand, again as in the previous theorems, we know that $\left.T_{0\left[p_{0}, q_{0}\right]}\right|_{X_{0} \cap X_{1}}=\left.T_{1\left[p_{1}, q_{1}\right]}\right|_{X_{0} \cap X_{1}}$, and so

$$
0=\left(T_{0\left[p_{0}, q_{0}\right]}-T_{1\left[p_{1}, q_{1}\right]}\right)\left(f_{n}\right) \rightarrow\left(T_{0\left[p_{0}, q_{0}\right]}-T_{1\left[p_{1}, q_{1}\right]}\right)(f)=0 .
$$

Therefore $\left.T_{0\left[p_{0}, q_{0}\right]}\right|_{X_{0\left[p_{0}\right]} \cap X_{1\left[p_{1}\right]}}=\left.T_{1\left[p_{1}, q_{1}\right]}\right|_{X_{0\left[p_{0}\right]} \cap X_{1\left[p_{1}\right]}}$ Then $\widetilde{T}$ is well defined (linear and continuous), and so we may consider the interpolation operator $\widetilde{T}_{\alpha}$ for $\alpha \in(0,1)$. The next step is to identify the domain and codomain of $\widetilde{T}_{\alpha}$ with the domain and codomain respectively of the hypothetic extension $\left(T_{\theta}\right)_{\left[p_{\theta}, q_{\theta}\right]}:\left(\left[X_{0}, X_{1}\right]_{[\theta]}\right)_{\left[p_{\theta}\right]} \rightarrow\left(\left(\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime}\right)_{\left[q_{\theta}\right]}\right)^{\prime}$.

In virtue of Lemma 5.1(2) and order continuity of $X_{0}$ and $X_{1}$ we obtain that

$$
\left(\left[X_{0}, X_{1}\right]_{[\theta]}\right)_{\left[p_{\theta}\right]}=\left[X_{0\left[p_{0}\right]}, X_{1\left[p_{1}\right]}\right]_{[\alpha]},
$$

for $\alpha:=\theta p_{0} / \widetilde{p_{\theta}}$. Again as in the theorem above we apply Lozanowskiĭ duality and order continuity of $Y_{i}$ and $Y_{i}^{\prime}$ to obtain that $\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime}=\left[Y_{0}^{\prime}, Y_{1}^{\prime}\right]_{[\theta]}$. We now apply Lemma 5.1(2), which gives that $\left(\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime}\right)_{\left[q_{\theta}\right]}=\left[\left(Y_{0}^{\prime}\right)_{\left[q_{0}\right]},\left(Y_{1}^{\prime}\right)_{\left[q_{1}\right]}\right]_{[\beta]}$, where $\beta:=\theta q_{0} / \widetilde{q_{\theta}}$. By taking duals and having in mind that $\left(Y_{0}^{\prime}\right)^{q_{0}}$ and $\left(Y_{1}^{\prime}\right)^{q_{1}}$ are order continuous, we use the same arguments that prove (5.3) of the previous theorem with [9, Th. 4.5.1 and Th. 4.3.1], and so we have

$$
\left[\left(\left(Y_{0}^{\prime}\right)_{\left[q_{0}\right]}\right)^{\prime},\left(\left(Y_{1}^{\prime}\right)_{\left[q_{1}\right]}\right]^{\prime}\right]_{[\beta]} \subseteq\left(\left[\left(Y_{0}^{\prime}\right)_{\left[q_{0}\right]},\left(Y_{1}^{\prime}\right)_{\left[q_{1}\right]}\right]_{[\beta]}\right)^{\prime}=\left(\left(\left[Y_{0}, Y_{1}\right]_{[\theta]}^{\prime}\right)_{\left[q_{\theta}\right]}\right)^{\prime} .
$$

Observe that since $Y_{0}$ and $Y_{1}$ are Fatou, $\left[Y_{0}, Y_{1}\right]_{[\theta]}$ is Fatou.

Let us show that $\alpha=\beta$. For $0<\theta<1$, developing $\widetilde{q_{\theta}}$ in this equality, we obtain $\frac{p_{0}}{\widetilde{p_{\theta}}}=\frac{q_{0}}{q_{\theta}}$ if and only if

$$
\frac{p_{1} \theta}{p_{0}(1-\theta)+p_{1} \theta}=\frac{q_{1} \theta}{q_{0}(1-\theta)+q_{1} \theta},
$$

i.e. $\theta(1-\theta)\left(p_{1} q_{0}-p_{0} q_{1}\right)=0$, that is $\operatorname{det}\left(\begin{array}{cc}p_{0} & p_{1} \\ q_{0} & q_{1}\end{array}\right)=0$, which is our hypothesis.

Summarizing, if we define $T_{\theta\left[p_{\theta}, q_{\theta}\right]}:=i \circ \widetilde{T}_{\alpha}$ we have the following extension map


Finally, in virtue of Theorem 4.4, the interpolated operator $T_{\theta}:\left[X_{0}, X_{1}\right]_{[\theta]} \rightarrow\left[Y_{0}, Y_{1}\right]_{[\theta]}$ is ( $p_{\theta}, q_{\theta}$ ) -th power factorable.

Remark 5.9. Finally we note that the technique of interpolate the extensions maps can be applied to other factorizations as for example Maurey-Rosenthal, one only needs to verify if the interpolation of convex/concave spaces is convex/concave in the same sense. Also we can try to interpolate using the real method using known results for the K-functional of $p$-convexifications (see e.g. [70]). The second complex method does not seem to give us more information since for the interpolation of $p$-integrable function spaces with respect to a vector measure, both methods coincide to each other (see [40]).

## 5.2. $(p, q)$-th power factorable kernel operators

The statements provided in this section give tools for the study of the optimal domain and optimal range of a kernel operator, that are sometimes called Hille-Tamarkin operators. Recall that a kernel operator $T_{K}: X \rightarrow Y$ between Banach function spaces is a Hille-Tamarkin operator if $\left\|\|K\|_{X^{\prime}, \omega_{2}}\right\|_{Y}<\infty$ (see Section 1.2.2).

An important fact is that most of the usual kernel operators are defined in sets of infinite measure and so the main requirement regarding the measure in this work is not fulfilled. The results that have been obtained are for finite measure spaces. However notice that, as was explained at Section 4.2, Lemma 4.13 and Corollary 4.14 allow to adapt them to the case of $\sigma$-finite measures, obtaining in this way canonical factorizations for operators as the one that is shown in the last example of this section. For other studies on kernel operators from the point of view of the optimal domain and factorization we cite [29, 17, 28].

Hereafter, $(\Omega, \Sigma, \mu)$ will be a finite measure space. Clearly, the map $A \rightsquigarrow \int_{A} K d \mu \otimes d \mu$, $A \in \Sigma \otimes \Sigma$ defines a measure denoted by $\eta$ (see Example 4.12). So we have the product measure space $(\Omega \times \Omega, \Sigma \otimes \Sigma, \eta)$. We will use the notation described in Section 1.2.2.
5.2.1. Hölder's type inequality. Under the requirements of Theorem 4.7, assuming some power factorability of the adjoint and the operator itself, the next results show that a Hölder's type inequality implies $(p, q)$-th power factorability. We follow the notation of Example 4.12, namely if $f, g$ are real valued functions defined on $\Omega$, then $(f \otimes g)\left(\omega_{1}, \omega_{2}\right):=$ $f\left(\omega_{1}\right) g\left(\omega_{2}\right)$.
Theorem 5.10. Let $X$ and $Y$ be Banach function spaces. Assume that $X$ and $Y^{\prime}$ are order continuous and $Y$ is Fatou. Let $K \in L^{1}(\mu \otimes \mu)$ such that its associated kernel map $T_{K}: X \rightarrow Y$ is continuous. Suppose that for some $1<p, q<\infty$, the following conditions are satisfied:
(i) $T_{K}$ is $p^{2}$-th power factorable.
(ii) $T_{K}^{\prime}$ is $q^{2}$-th power factorable.
(iii) There exists $C>0$ such that for every $f \in X$ and $g \in Y^{\prime}$,

$$
\begin{equation*}
\|g \otimes f\|_{L^{1}(\eta)} \leq C\left\|\chi_{\Omega} \otimes f\right\|_{L^{p}(\eta)}\left\|g \otimes \chi_{\Omega}\right\|_{L^{q}(\eta)}, \tag{5.5}
\end{equation*}
$$

where $d \eta:=K d \mu \otimes d \mu$.
Then $T_{K}$ is $(p, q)$-th power factorable.

Proof. For the aim of clarity we write $d x$ and $d y$ instead of $d \mu\left(\omega_{1}\right)$ and $d \mu\left(\omega_{2}\right)$. In consequence, by hypothesis and Fubini's Theorem, for $f \in X$ and $g \in Y^{\prime}$ we have that

$$
\begin{aligned}
\left|\left\langle T_{K}(f), g\right\rangle\right| & =\left|\int_{\Omega}\left(\int_{\Omega} f(y) K(x, y) d y\right) g(x) d x\right|=\left|\int_{\Omega \times \Omega} f(y) g(x) d \eta\right| \\
& \leq\|g \otimes f\|_{L^{1}(\eta)} \leq C\left\|\chi_{\Omega} \otimes f\right\|_{L^{p}(\eta)}\left\|g \otimes \chi_{\Omega}\right\|_{L^{q}(\eta)} .
\end{aligned}
$$

Let us now estimate the last two factors. Again by Fubini's Theorem and the fact that $T_{K}$ is $p^{2}$-th power factorable, we have

$$
\begin{aligned}
\left\|\chi_{\Omega} \otimes f\right\|_{L^{p}(\eta)}^{p}= & \int_{\Omega \times \Omega}\left|\chi_{\Omega} \otimes f\right|^{p} K d x \otimes d y=\int_{\Omega}\left(\int_{\Omega}|f(y)|^{p} K(x, y) d y\right) \chi_{\Omega}(x) d x \\
& \leq\left\|\chi_{\Omega}\right\|_{Y^{\prime}} \sup _{u \in B_{Y^{\prime}}} \int_{\Omega}\left(\int_{\Omega}|f(y)|^{p} K(x, y) d y\right) u(x) d x=\left\|\chi_{\Omega}\right\|_{Y^{\prime}} \sup _{u \in B_{Y^{\prime}}}\left|\left\langle T_{K}\left(|f|^{p}\right), u\right\rangle\right| \\
& =\left\|\chi_{\Omega}\right\|_{Y^{\prime}}\left\|T_{K}\left(|f|^{p}\right)\right\|_{Y} \leq\left\|\chi_{\Omega}\right\|_{Y^{\prime}} Q_{1}\left\||f|^{1 / p}\right\|_{X}^{p^{2}}=\left\|\chi_{\Omega}\right\|_{Y^{\prime}} Q_{1}\|f\|_{X_{[p]}}^{p} .
\end{aligned}
$$

Analogously, since $T_{K}^{\prime}$ is $q^{2}$-th power factorable, we obtain

$$
\left\|g \otimes \chi_{\Omega}\right\|_{L^{q}(\eta)}^{q}=\int_{\Omega \times \Omega}\left|g \otimes \chi_{\Omega}\right|^{q} d \eta \leq\left\|\chi_{\Omega}\right\|_{X} Q_{2}\left\||g|^{1 / q}\right\|_{Y^{\prime}}^{q^{2}}=\left\|\chi_{\Omega}\right\|_{X} Q_{2}\|g\|_{\left(Y^{\prime}\right)_{[q]}}^{q}
$$

Finally Theorem 4.7 implies that $T_{k}$ is a $(p, q)$-th power factorable operator.

Hölder-Rogers inequality and Theorem 1.9 provide us the following corollary.
Corollary 5.11. Let $X$ and $Y$ be Banach function spaces over the finite measure $\mu$. Let $K \in L^{1}(\mu \otimes \mu)$ be a positive kernel such that the associated kernel operator $T_{K}: X \rightarrow Y$ is $\mu$-determined. Assume that $X$ and $Y^{\prime}$ are order continuous and $Y$ is Fatou. Suppose that $1<p, q<\infty$ are such that the following conditions are satisfied:
(i) $\frac{1}{p}+\frac{1}{q} \leq 1$.
(ii) $T_{K}$ is $p^{2}$-th power factorable.
(iii) $T_{K}^{\prime}$ is $q^{2}$-th power factorable.

Then $T_{K}$ is $(p, q)$-th power factorable. Moreover, if $\frac{1}{p}+\frac{1}{q}=1$, then $T_{K}$ factors through $L^{p}{ }_{-}$ spaces of scalar measures, i.e. the following diagram commutes


Diagram 5.4. Factorization through $L^{p}$-spaces for kernel operators
where $\mu_{1}$ and $\mu_{2}$ are positive finite scalar measures.

Proof. The first statement is simple since $\frac{1}{p}+\frac{1}{q} \leq 1$, hence taking into account that $g \otimes f=\left(g \otimes \chi_{\Omega}\right)\left(\chi_{\Omega} \otimes f\right)$, Hölder-Rogers inequality yields immediately the condition (5.5) of Theorem 5.10, which gives the result.

For the second statement, by Theorem 5.10 and Theorem 4.7(5) we obtain $H_{K}$, an extension of $T_{K}$ from $L^{p}\left(m_{R}\right)$ into $\left(L^{q}\left(m_{S^{\prime}}\right)\right)^{\prime}$, where $R$ and $S$ are operators such that $T_{K}=$ $S \circ R$. In fact, the proof of Theorem 5.10 makes clear that $R$ and $S^{\prime}$ can be chosen to be positive. On the other hand, since $T_{K}$ is a positive operator, so is $H_{K}$, and we obtain by [66, Prop. 1.d.9], for every set of functions $f_{1}, \ldots, f_{n} \in L^{p}\left(m_{R}\right)$,

$$
\left\|\left(\sum_{i=1}^{n}\left|H_{K}\left(f_{i}\right)\right|^{p}\right)^{1 / p}\right\|_{\left(L^{q}\left(m_{S^{\prime}}\right)\right)^{\prime}} \leq\left\|H_{K}\right\|\left\|\left(\sum_{i=1}^{n}\left|f_{i}\right|^{p}\right)^{1 / p}\right\|_{L^{p}\left(m_{R}\right)} .
$$

This implies by Theorem 1.9 the factorization diagram for two measures $\mu_{1}$ and $\mu_{2}$ that are Rybakov measures for $m_{R}$ and $m_{S^{\prime}}$, respectively.

Remark 5.12. Let $1 \leq p<\infty$. Let $K: \Omega \times \Omega \rightarrow[0, \infty)$ be a kernel function. Let $T_{K}: X \rightarrow Y$ the kernel operator associated with $K$, where $X$ and $Y$ are Banach function spaces. Let $d \eta=K d \mu \otimes d \mu$ be the measure defined above. For a given $f \in X$,
$\int_{\Omega} T_{K}\left(|f|^{p}\right)\left(\omega_{1}\right) d \mu(x)=\int_{\Omega} \chi_{\Omega}\left(\omega_{1}\right) \int_{\Omega}\left|f\left(\omega_{2}\right)\right|^{p} K\left(\omega_{1}, \omega_{2}\right) d \mu\left(\omega_{2}\right) d \mu\left(\omega_{1}\right)=\int_{\Omega \times \Omega}\left|\chi_{\Omega} \otimes f\right|^{p} d \eta$.
Therefore $\chi_{\Omega} \otimes X:=\left\{\chi_{\Omega} \otimes f: f \in X\right\} \subseteq L^{p}(\eta)$ if and only if $T_{K}\left(X_{[p]}\right) \subseteq L^{1}(\mu)$, understanding this last expression as the kernel operator applied to functions of the $p$-th power space. It happens for example when $T_{K}$ is $p$-th power factorable, since $T_{K}\left(X_{[p]}\right) \subseteq Y \subseteq L^{1}(\mu)$. The same argument for $Y^{\prime}$ brings us to that $Y^{\prime} \otimes \chi_{\Omega}:=\left\{g \otimes \chi_{\Omega}: g \in Y^{\prime}\right\} \subseteq L^{q}(\eta)$ if and only if $T_{K}^{\prime}\left(\left(Y^{\prime}\right)_{[q]}\right) \subseteq L^{1}(\mu)$, with the same abuse of notation.
5.2.2. Hille-Tamarkin operators. Let us now present another condition concerning the boundedness for the kernel function which implies with other natural assumptions the ( $p, q$ )-th power factorability of the corresponding kernel operator. The following results can be applied for instance in the case of Hille-Tamarkin operators.

We start with a proposition that gives sufficient conditions for the factorization of kernel operators through the adequate power space. Recall that all along this section every Banach function space is based over a finite measure.

Proposition 5.13. Let $(\Omega, \Sigma, \mu)$ be a finite measure space and let $1 \leq r, s, p, q<\infty$ be such that $\frac{1}{r}=\frac{1}{p}+\frac{1}{s}$ and let $K$ be a kernel function such that $\left\|\|K\|_{q_{,} \omega_{1}}\right\|_{s / r}<\infty$, i.e.

$$
\left(\int_{\Omega}\left(\int_{\Omega}\left|K\left(\omega_{1}, \omega_{2}\right)\right|^{q} d \mu\left(\omega_{2}\right)\right)^{s / q r} d \mu\left(\omega_{1}\right)\right)^{r / s}<\infty
$$

Then the kernel operator associated with $K, T_{K}: L^{p}(\mu) \rightarrow L^{q}(\mu)$ is $r$-th power factorable.

Proof. Since $r<p, L^{p} \subseteq L^{r}$. Let $f$ be a simple function. We will use $d x$ and $d y$ instead of $d \mu\left(\omega_{1}\right)$ and $d \mu\left(\omega_{2}\right)$. Then, using Minkowski's integral inequality (1.8) and HölderRogers inequality we obtain

$$
\begin{aligned}
\left(\left\|T_{K} f\right\|_{q}\right)^{1 / r} & =\left(\int_{\Omega}\left|\int_{\Omega} K(x, y) f(y) d y\right|^{q} d x\right)^{1 /(q r)} \stackrel{(1.8)}{\leq}\left(\int_{\Omega}\left(\int_{\Omega}|K(x, y) f(y)|^{q} d x\right)^{1 / q} d y\right)^{1 / r} \\
& =\left(\int_{\Omega}|f(y)|\left(\int_{\Omega}|K(x, y)|^{q} d x\right)^{1 / q} d y\right)^{1 / r}=\left(\int_{\Omega}|f(y)|\|K\|_{q, \omega_{1}}(y) d y\right)^{1 / r} \\
& \leq\left(\int_{\Omega}|f(y)|^{p / r} d y\right)^{1 / p}\left(\int_{\Omega}\|K\|_{q, \omega_{1}}^{s / r}(y) d y\right)^{1 / s}=\left\|\left(\|K\|_{q, \omega_{1}}\right)^{1 / r}\right\|_{s}\left\||f|^{1 / r}\right\|_{p} .
\end{aligned}
$$

Using that simple functions are dense in $L^{p}$, these inequalities prove that there is a constant $C:=\left\|\left(\|K\|_{q, \omega_{1}}\right)^{1 / r}\right\|_{s}$ such that $\left\|T_{K} g\right\|_{q} \leq C\left\||g|^{1 / r}\right\|_{p}^{r}=C\|g\|_{L^{p}(\mu)_{[r]}}$ for all $g \in L^{p}(\mu)$. Thus we have that $T_{K}: L^{p}(\mu) \rightarrow L^{q}(\mu)$ is $r$-th power factorable.

Example 5.14 (The Volterra operator). The Volterra operator $V_{p}: L^{p}[0,1] \rightarrow L^{p}[0,1](p>$ 1) has kernel function $K(x, y):=\chi_{[0, x]}(y)$, hence for $r, s>1$ such that $\frac{1}{r}=\frac{1}{p}+\frac{1}{s}$ we have

$$
\begin{aligned}
\left\|\|K\|_{q, \omega_{1}}\right\|_{s / r} & =\left(\int_{0}^{1}\left(\int_{0}^{1}\left|\chi_{[0, x]}(y)\right|^{q} d x\right)^{s / q r} d y\right)^{r / s}=\left(\int_{0}^{1}\left(\int_{0}^{1}\left|\chi_{[y, 1]}(x)\right|^{q} d x\right)^{s / q r} d y\right)^{r / s} \\
& =\left(\int_{0}^{1}\left(\int_{y}^{1} d x\right)^{s / q r} d y\right)^{r / s}=\left(\int_{0}^{1}(1-y)^{s / q r} d y\right)^{r / s} \\
& \left.=\left(\int_{0}^{1} t^{s / q r} d t\right)^{r / s}=\left(\frac{t^{(s / q r)+1}}{\frac{s}{q r}+1}\right]_{0}^{1}\right)^{r / s}=\left(\frac{q r}{q r+s}\right)^{r / s} .
\end{aligned}
$$

Then by Proposition 5.13, $V_{p}$ is $r$-th power factorable for $r \in[1, p]$, see [79, Ex. 5.9].
Proposition 5.15. Let $X$ and $Y$ be Banach function spaces over the Lebesgue measure on $[0,1]$ such that $X$ and $Y^{\prime}$ are order continuous and $Y$ is Fatou. Suppose that $X \subseteq L^{p^{2}}[0,1]$ and $Y^{\prime} \subseteq L^{q^{2}}[0,1]$. Let $1<p, q<\infty$ and let $T_{K}: X \rightarrow Y$ be a kernel operator with kernel
function $K:[0,1] \times[0,1] \rightarrow[0, \infty)$ such that $\left\|\|K\|_{p^{\prime}, \omega_{2}}\right\|_{q^{\prime}}<\infty$. Then $T_{K}$ is $(p, q)$-th power factorable.

Proof. By hypothesis, $X_{[p]} \subseteq L^{p}[0,1]$ and $\left(Y^{\prime}\right)_{[q]} \subseteq L^{q}[0,1]$. Let $f \in X$ and $g \in Y^{\prime}$. Applying the Hölder-Rogers inequality twice, we obtain

$$
\begin{aligned}
& \left|\left\langle T_{K} f, g\right\rangle\right|=\left|\int_{0}^{1} \int_{0}^{1} K(x, y) f(y) g(x) d y d x\right| \leq \int_{0}^{1}|g(x)| \int_{0}^{1}|K(x, y) f(y)| d y d x \\
& \quad \leq \int_{0}^{1}|g(x)|\|K\|_{p^{\prime}, \omega_{2}}(x)\|f\|_{p} d x \leq\| \| K\left\|_{p^{\prime}, \omega_{2}}\right\|_{q^{\prime}}\|g\|_{q}\|f\|_{p} \leq C\| \| K\left\|_{p^{\prime}, \omega_{2}}\right\|_{q^{\prime}}\|f\|_{X_{[p]}}\|g\|_{\left.Y^{\prime} \mid q\right]} .
\end{aligned}
$$

Now, since $\left\|\|K\|_{p^{\prime}, \omega_{2}}\right\|_{q^{\prime}}<\infty$ we can apply Theorem 4.7 in order to finish the proof.
Example 5.16 (Hartley kernel). Let us show that the Hartley transform, when applied to certain Orlicz spaces over finite measure, is always $(p, q)$-th power factorable for every $p, q>1$. This transform was proposed in 1942 [ $\mathbf{5 1}$ ] as an alternative to the Fourier transform with the advantage that it maps real valued functions into real valued functions. It has applications to some current transmission problems and it has the form

$$
\int_{-N}^{N}(\cos (x y)+\sin (x y)) f(y) d y, \quad f \in L^{1}[-N, N]
$$

Since we are working in the context of finite measure and positive kernel operators we will use the so called absolute kernel $K(x, y):=|\cos (x y)+\sin (x y)|$, for $x, y \in[-N, N]$, which is always positive (see [108, Ch. $13 \S 94]$ for the relation between kernel operators and absolute kernel operators). Since $|\cos (t)+\sin (t)| \leq \sqrt{2}$, we have that $\|K\|_{p^{\prime}, \omega_{1}} \leq \sqrt{2}(2 N)^{1 / p^{\prime}}$ for every $1<p<\infty$, this implies that

$$
\left\|\|K\|_{p^{\prime}, \omega_{1}}\right\|_{q^{\prime}} \leq \sqrt{2}\left\|(2 N)^{1 / p^{\prime}}\right\|_{q^{\prime}}=\sqrt{2}(2 N)^{1 / p^{\prime}+1 / q^{\prime}}<\infty,
$$

for every $1<q<\infty$. Let us consider an Orlicz space $L^{\varphi}[-N, N]$ such that $L^{\varphi}[-N, N] \subseteq$ $L^{p^{2}}[-N, N]$ (it suffices that $|u|^{p^{2}} \leq C \varphi(u)$ ). We also consider an Orlicz space $L^{\psi}[-N, N]$ such that $\left(L^{\psi}[-N, N]\right)^{\prime} \subseteq L^{q^{2}}[-N, N]$ (in this case it suffices that $|u|^{q^{2}} \leq D$ sup $\{2 u v-\psi(\nu)$ : $v>0\}$, see [12, Rem. 6.8]). Suppose that $T_{K}: L^{\varphi}[-N, N] \rightarrow L^{\psi}[-N, N]$, the operator associated with $K$, is continuous (see [60, Th. III.15.1 and Lem. III.15.1] for the existence of the Orlicz functions $\varphi$ and $\psi$ ). Finally by applying Proposition 5.15 for the interval $[-N, N]$ instead of $[0,1]$, we obtain that the absolute Hartley kernel operator is $(p, q)$-th power factorable for every $1<p, q<\infty$.

The following proposition is a version of Proposition 5.13 for $(p, q)$-th power factorable operators. It represents the canonical example of this class of operators.

Proposition 5.17. Let $(\Omega, \Sigma, \mu)$ be a finite measure space and let $1<s \leq 2 \leq r<\infty$. Let $T_{K}: L^{r}(\mu) \rightarrow L^{s}(\mu)$ be a kernel operator with kernel function such that $\left\|\|K\|_{s^{\prime}, \omega_{1}}\right\|_{r}<\infty$, i.e.

$$
\left(\int_{\Omega}\left(\int_{\Omega}\left|K\left(\omega_{1}, \omega_{2}\right)\right|^{s^{\prime}} d \mu\left(\omega_{1}\right)\right)^{r / s^{\prime}} d \mu\left(\omega_{2}\right)\right)^{1 / r}<\infty
$$

Then there is $C>0$ such that

$$
\left|\left\langle T_{K} f, g\right\rangle\right| \leq C\|f\|_{r^{\prime}}\|g\|_{s}, \quad f \in L^{r}(\mu), g \in L^{s^{\prime}}(\mu) .
$$

Thus, $T_{K}$ is $\left(r-1, s^{\prime}-1\right)$-th power factorable.

Proof. Let $f \in L^{r}$ and $g \in L^{s^{\prime}}$. As usual we write $d x$ and $d y$ instead of $d \mu\left(\omega_{1}\right)$ and $d \mu\left(\omega_{2}\right)$. Applying Fubini's Theorem and Hölder-Rogers inequality twice, we have

$$
\begin{aligned}
\left|\left\langle T_{K} f, g\right\rangle\right| & \leq \int_{\Omega}|f(y)|\left(\int_{\Omega}|K(x, y) g(x)| d x\right) d y=\int_{\Omega}|f(y)|\|K \cdot g\|_{1, \omega_{1}}(y) d y \\
& \leq\|g\|_{s} \int_{\Omega}|f(y)|\|K\|_{s^{\prime}, \omega_{1}}(y) d y \leq\|g\|_{s}\|f\|_{r^{\prime}}\| \| K\left\|_{s^{\prime}, \omega_{1}}\right\|_{r}
\end{aligned}
$$

Since $\frac{r}{r^{\prime}} \geq 1$ and $\frac{s^{\prime}}{s} \geq 1$ we can write $L^{r^{\prime}}=\left(L^{r}\right)_{\left[r / r^{\prime}\right]}$ and $L^{s}=\left(L^{s^{\prime}}\right)_{\left[s^{\prime} / s\right]}$, therefore Theorem 4.7 implies that $T_{K}$ is $\left(r / r^{\prime}, s^{\prime} / s\right)$-th power factorable.

The last corollary in this chapter allows us to obtain a $(p, q)$-th power factorable kernel operator whose adjoint is a Hille-Tamarkin operator by means of the dual relation between their kernels.

Corollary 5.18. Let $1<s \leq 2 \leq r<\infty$. Let $K:[0,1] \times[0,1] \rightarrow[0, \infty)$ be a kernel function, and let $K^{\prime}(x, y):=K(y, x)$ be its dual kernel. Let $T_{K}: L^{r}[0,1] \rightarrow L^{s}[0,1]$ be the kernel operator associated with $K$. If the kernel operator $T_{K^{\prime}}: L^{s}[0,1] \rightarrow L^{r}[0,1]$ associated with $K^{\prime}$ is HilleTamarkin, then $T_{K}$ is $\left(r-1, s^{\prime}-1\right)$-th power factorable. If in addition $r^{\prime} \leq s$, then $T_{K}$ is Hille-Tamarkin.

Proof. $T_{K^{\prime}}: L^{s}[0,1] \rightarrow L^{r}[0,1]$ is Hille-Tamarkin, thus $\left\|\|K\|_{s^{\prime}, \omega_{1}}\right\|_{r}=\| \| K^{\prime}\left\|_{s^{\prime}, \omega_{2}}\right\|_{r}<$ $\infty$. By Proposition 5.17, $T_{K}$ is $\left(r-1, s^{\prime}-1\right)$-th power factorable. For the second statement we use the Minkowski's integral inequality in his form with norms (1.9), which we will be able to apply since $r^{\prime} \leq s$. Observe also that $r^{\prime} \leq r$ and $s \leq s^{\prime}$, thus $L^{r}[0,1] \subseteq L^{r^{\prime}}[0,1]$ and $L^{s^{\prime}}[0,1] \subseteq L^{s}[0,1]$. Therefore we have

$$
\left\|\|K\|_{r^{\prime}, \omega_{2}}\right\|_{s} \leq\| \| K^{\prime}\left\|_{r^{\prime}, \omega_{1}}\right\|_{s} \stackrel{(1.9)}{\leq}\| \| K^{\prime}\left\|_{s, \omega_{2}}\right\|_{r^{\prime}} \leq Q_{1}\| \| K^{\prime}\left\|_{s, \omega_{2}}\right\|_{r} \leq Q_{1} Q_{2}\| \| K^{\prime}\left\|_{s^{\prime}, \omega_{2}}\right\|_{r}<\infty
$$

where $Q_{1}, Q_{2}>0$. This implies that $T_{K}: L^{r}[0,1] \rightarrow L^{s}[0,1]$ is a Hille-Tamarkin operator.

## CHAPTER 6

## An Optimal domain for the Laplace transform

We finish the work with a construction of the optimal domain for the Laplace transform assuming that it takes values on a particular weighted $L^{p}$-space based on a finite measure. In general, given a kernel operator that takes values on a $\sigma$-finite based $L^{p}$ space, namely $L^{p}[0, \infty)$, we define an isometric map towards $L^{p}(h d x)$, a finite based space by a weight function $h$, so that $m_{p, h}$, the $L^{p}(h d x)$-valued vector measure associated with the kernel operator is well defined. By means of this vector measure we have that the kernel operator can be extended to the canonical optimal domain $L^{1}\left(m_{p, h}\right)$, in fact we obtain a bound of the operator norm for the restrictions to $L^{q}\left(m_{p, h}\right)$ that can be taken as small as we want depending on the selected weight from a concrete family of weights. Finally we apply Theorem 6.9 to modulate this optimal domain and weighted codomain in order to provide a repertory of spaces where the kernel operator is well defined.

### 6.1. Introduction

In order to obtain the optimal domain as has been described above we will study when the Laplace transform is $(p, q)$-th power factorable when considered between two given Banach function spaces that we will construct. Concretely, we will compute the double norm of the Laplace kernel in such spaces in order to apply the preceding results. We will show that it is sufficient this double norm be finite in order to have a factorization in our sense. An important fact is that in general the usual kernel operators are defined in sets of infinite measure (see e.g. $[\mathbf{1 0}, \mathbf{4 7}, \mathbf{4 8}]$ for the Laplace transform case). This is the reason for that, in order to apply our results, we will make use of a weight function that brings to a finite measure the infinite Lebesgue measure. The Laplace transform is often defined to be of complex variable, but here we will study the real variable case. It is defined as the following improper integral

$$
\mathscr{L} f(x):=\int_{0}^{\infty} f(y) e^{-x y} d y, \quad x \in[0, \infty)
$$

The convergence of this transform has been widely studied ([74], [109], [104] among a lot of others). The associated kernel function is $K_{\mathscr{L}}(x, y):=e^{-x y}$ for $(x, y) \in[0, \infty) \times[0, \infty)$. We will show that the kernel of the Laplace operator satisfies a condition for being ( $p, q$ ) -th power factorable in the adequate context. If the operator defined by a kernel satisfies some conditions, the theory of vector measures provide us the so called optimal domain -the
space of integrable functions- $L^{1}(m)$ where $m$ is a concrete vector measure depending on the kernel operator (see [79, Ch. 4] and references therein). In order to be precise, $m(A):=$ $\mathscr{L}\left(\chi_{A}\right)$ for all $A \in \Sigma$. All along this chapter we are working with three integral norms, in order to distinguish them we use $\|\cdot\|_{L^{p}(\mu)},\|\cdot\|_{L^{p}(m)}$ and $\|\cdot\|_{p}$ for the norms corresponding to a finite measure $\mu$, a vector measure $m$ and the Lebesgue measure, respectively ( $p \in$ $[1, \infty]$ ).

Regarding the Laplace transform, as far as we know no systematic study of the optimal range/domain has been done, although there are several recent results in this direction where they approach the problem from several points of view but for other kernel operators (see e.g. $[\mathbf{1 7}, \mathbf{1 9}, \mathbf{2 8}, \mathbf{2 9}, \mathbf{3 0}, \mathbf{7 5}, \mathbf{8 0}, \mathbf{8 1}, \mathbf{7 9}]$ ). In this work we center our attention in the case when the range space is a weighted $L^{p}$ space, that appears in a natural way (see [10]), but now using vector measure techniques for describing the optimal domain as an $L^{1}(m)$ for a particular vector measure $m$ (see [31] for a description of this space). We prove several results on the structure of such space, mainly the continuous inclusion of $L^{q}[0, \infty)$ spaces in it.

In Theorem 6.7 we fix a concrete space of integrable functions as the set where the functions that are representable as Laplace transforms may belong. In the next step we analyze conditions to obtain the vector measure associated with the Laplace transform taking values in that space, in order to use the description of its optimal domain. This provides a bigger order continuous space where the Laplace transform works. Finally, in Example 6.15, we factorize the Laplace kernel operator so we find spaces of integrable functions with respect to scalar measures where the Laplace transform is continuous.

Let us remark that the classical study of the Laplace transform is oriented to find conditions for representing a function as a Laplace integral or to analyze the inverse problem. In [105, Ch. VII] it was shown that the Laplace transform maps $L^{p}[0, \infty)$ (for $p \in[1, \infty]$ ) into a subset in $C^{\infty}(0, \infty)$, (see e.g. [5] for more information about this representation of real and vector-valued functions). These results are based in the Post's conditions [89, Th. XXI] for a Laplace representation of real valued functions. Other points of view can be found in [72] and [7].

### 6.2. The vector measure

Let us consider the $\sigma$-finite measure space of the set $[0, \infty)$ with the Lebesgue measure and the $\sigma$-algebra of Lebesgue measurable sets of $[0, \infty)$. Let us denote by $K_{\mathscr{L}}(x, y):=e^{-x y}$ the Laplace kernel and let $1 \leq p<\infty$ be a fixed value. Recall that $\int_{0}^{\infty} e^{-a x} d x=\frac{1}{a}$ for $a>0$. Then we choose $h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$, and so we have the following condition

$$
\begin{align*}
\left\|\left\|K \mathscr{L}^{\prime}\right\|_{1, \omega_{2}}\right\|_{L^{p}(h d x)} & =\left(\int_{0}^{\infty}\left(\int_{0}^{\infty} e^{-x y} d y\right)^{p} h(x) d x\right)^{1 / p}  \tag{6.1}\\
& =\left(\int_{0}^{\infty} \frac{h(x)}{x^{p}} d x\right)^{1 / p}=\|h\|_{L^{1}\left(\frac{d x}{x^{p}}\right)}<\infty .
\end{align*}
$$

Observe that this is the Hille-Tamarkin condition for kernel operators (see Section 1.2.2). Then we can rewrite this condition saying that the Laplace transform is continuous from $L^{\infty}[0, \infty)$ into $L^{p}(h d x)$. Taking this domain and range as starting point, the next step is to obtain some other domains and ranges. Therefore, if $0<h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$, we define the scalar positive, finite measure $\mu_{h}: \Sigma \rightarrow[0, \infty)$ by $\mu_{h}(A):=\int_{A} h d x$ and so $d \mu_{h}$ denotes $h d x$.

For a given $1 \leq p<\infty$ and $h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$, let us consider $p \leq r<\infty$. Since $p \leq r$ by the Minkowski's integral inequality (1.8) we have

$$
\begin{equation*}
\left\|\left\|K_{\mathscr{L}}\right\|_{L^{p}\left(\mu_{h}\right), \omega_{1}}\right\|_{r}<\infty . \tag{6.2}
\end{equation*}
$$

It is provided by a simple application of the Minkowski's integral inequality and (6.1). Taking into account that $\frac{p}{r} \leq p$, we obtain

$$
\begin{aligned}
\left\|\left\|K_{\mathscr{L}}\right\|_{L^{p}\left(\mu_{h}\right), \omega_{1}}\right\|_{r} & =\left(\int_{0}^{\infty}\left(\int_{0}^{\infty}\left(e^{-x y}\right)^{p} h(x) d x\right)^{r / p} d y\right)^{1 / r} \\
& \leq\left(\int_{0}^{\infty}\left(\int_{0}^{\infty}\left(e^{-x y}\right)^{r} d y\right)^{p / r} h(x) d x\right)^{1 / p} \\
& \leq\left(\int_{0}^{\infty}\left(\frac{1}{r x}\right)^{p / r} h(x) d x\right)^{1 / p}=\frac{1}{r^{1 / r}}\left\|_{\frac{1}{x}}^{x}\right\|_{L^{p / r}\left(\mu_{h}\right)}^{1 / r} \leq C\left\|\frac{1}{x}\right\|_{L^{p}\left(\mu_{h}\right)}^{1 / r}<\infty,
\end{aligned}
$$

where $C>0$ depends on $r$ and $p$. Then we obtain the measure $A \in \Sigma \rightsquigarrow \int_{A}\left\|K_{\mathscr{L}}\right\|_{L^{p}\left(\mu_{h}\right), \omega_{1}}^{r} d t$ (see e.g. [45, Sect. 31]). For the aim of simplicity we have assumed that $h$ is continuous, but it can be chosen piecewise continuous almost everywhere.

Example 6.1. For $q \in[p, \infty)$, the function $h(x):=x^{q} e^{-x}>0$ in $[0, \infty)$, is continuous and belongs to $L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$.
Theorem 6.2. Let $1 \leq p<\infty$. Let $0<h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$ be a continuous function (which depends on $p$ ) and let $\mu_{h}$ be the measure defined above. Then the set function $m_{p, h}: \Sigma \rightarrow$ $L^{p}\left(\mu_{h}\right)$, defined by $m_{p, h}(A):=\mathscr{L}\left(\chi_{A}\right)$, is a vector measure.

Proof. Let us first verify that $m_{p, h}(A) \in L^{p}\left(\mu_{h}\right)$, for all $A \in \Sigma$. Applying (6.1) we have that $m_{p, h}$ is well defined, since

$$
\begin{aligned}
\left\|m_{p, h}(A)\right\|_{L^{p}\left(\mu_{h}\right)}^{p} & =\int_{0}^{\infty}\left|m_{p, h}(A)(x)\right|^{p} h(x) d x=\int_{0}^{\infty}\left(\int_{A} e^{-x y} d y\right)^{p} h(x) d x \\
& \leq \int_{0}^{\infty}\left(\int_{0}^{\infty} e^{-x y} d y\right)^{p} h(x) d x=\int_{0}^{\infty} \frac{h(x)}{x^{p}} d x<\infty
\end{aligned}
$$

We continue the proof by showing that $m_{p, h}$ is $\sigma$-additive. Obviously $m_{p, h}$ es finitely additive. Let $\left(A_{k}\right)_{k} \subseteq \Sigma$ be a pairwise disjoint sequence. We define $B_{n}:=\cup_{k=1}^{n} A_{k}$ for each $0<n \in \mathbb{N}$ and $A:=\cup_{k=1}^{\infty} A_{k}$. Let us prove that for each $x>0$ it is truth that

$$
\mathscr{L}\left(\chi_{B_{n}}\right)(x) \rightarrow \mathscr{L}\left(\chi_{A}\right)(x) .
$$

Clearly, for each $y>0$

$$
e^{-x y} \chi_{B_{n}}(y) \rightarrow e^{-x y} \chi_{A}(y) .
$$

Since for every $x, y>0$ we have that $e^{-x y} \chi_{B_{n}}(y) \leq e^{-x y} \chi_{A}(y)$ then, taking into account that the function $e^{-x y} \chi_{A}(y) \in L^{1}[0, \infty)$ for each $x>0$, by the Lebesgue's Dominated Convergence Theorem we obtain

$$
\mathscr{L}\left(\chi_{B_{n}}\right)(x)=\int_{0}^{\infty} e^{-x y} \chi_{B_{n}}(y) d y \rightarrow \mathscr{L}\left(\chi_{A}\right)(x)=\int_{0}^{\infty} e^{-x y} \chi_{A}(y) d y .
$$

That is $\mathscr{L}\left(\chi_{B_{n}}\right)$ converge to $\mathscr{L}\left(\chi_{A}\right)$ pointwise. Thus, it converges in measure for the finite measure $\mu_{h}$, by the Egoroff's Theorem. Since for each $0<n \in \mathbb{N}$ we have that $0 \leq \mathscr{L}\left(\chi_{B_{n}}\right) \leq$ $\mathscr{L}\left(\chi_{A}\right) \in L^{p}\left(\mu_{h}\right)$, the sequence $\left(\mathscr{L}\left(\chi_{B_{n}}\right)\right)_{n}$ is uniformly integrable with respect to $\mu_{h}$. If we apply the Vitali's Convergence Theorem ([33, Th. III.15]) we have that $\mathscr{L}\left(\chi_{B_{n}}\right)$ converges to $\mathscr{L}\left(\chi_{A}\right)$ in $L^{p}\left(\mu_{h}\right)$, or in other words $m_{p, h}$ is countably additive.

For the following corollary see [79, Th. 4.14].
Corollary 6.3. Let $1 \leq p<\infty$. Under the same hypothesis of Theorem 6.2, the integration map associated with $m_{p, h}$ is in fact the Laplace transform defined on its optimal domain, $I_{m_{p, h}}=\mathscr{L}: L^{1}\left(m_{p, h}\right) \rightarrow L^{p}\left(\mu_{h}\right)$, with respect to every order continuous Banach function space $X$ over a Rybakov measure for $m_{p, h}$ such that $\mathscr{L}: X \rightarrow L^{p}\left(\mu_{h}\right)$.
6.2.1. An embedding property. Now let us see some properties of this vector measure. Notice that by definition, the measure associated with the Laplace transform depends on the parameter $p \geq 1$ and the function $h$.
Proposition 6.4. Let $1 \leq p<\infty$ and let a continuous function $h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$. Let $m_{p, h}: \Sigma \rightarrow L^{p}\left(\mu_{h}\right)$ be the vector measure defined in Theorem 6.2. The following statements hold:
(1) The measure $m_{p, h}$ is equivalent to $\mu_{h}$ and also equivalent to the Lebesgue measure in $\Sigma$, i.e. they have the same null sets.
(2) $L^{q}[0, \infty) \subseteq L^{1}\left(m_{p, h}\right)$ for every $1 \leq q \leq \infty$.
(3) $L^{q}[0, \infty) \subseteq L^{r}\left(m_{p, h}\right)$ for every $r \leq q \leq \infty$.

Proof. (1). It is clear that $\mu_{h}$ has the same null sets as the Lebesgue measure. Let $A \in \Sigma$ be such that has Lebesgue measure zero, then $\int_{0}^{\infty} \chi_{B} d x=0$ for all $B \subseteq A$, then we fix $B$, hence

$$
m_{p, h}(B)=\mathscr{L}\left(\chi_{B}\right)=\int_{0}^{\infty} \chi_{B}(y) e^{-x y} d y=0
$$

for all $x \in[0, \infty)$ and all $B \subseteq A$, since the Laplace kernel is strictly positive. Then thanks to [79, Rem. 3.4(i)] we can conclude that $A$ is $m_{p, h}$-null.
(2). We consider $1<q \leq \infty$. Let $f \in L^{q}(0, \infty)$ and let $0<g \in L^{p^{\prime}}\left(\mu_{h}\right)$. Applying HölderRogers inequality we have that

$$
\begin{aligned}
\int_{0}^{\infty} \mathscr{L}(|f|) g d \mu_{h} & =\int_{0}^{\infty} \int_{0}^{\infty}|f(y)| e^{-x y} d y g(x) d \mu_{h}(x) \leq\|f\|_{q}\| \| K \mathscr{L}\left\|_{q^{\prime}, \omega_{2}} g\right\|_{L^{1}\left(\mu_{h}\right)} \\
& =\|f\|_{q\left(\frac{1}{q^{\prime}}\right)^{1 / q^{\prime}}\left\|x^{-1 / q^{\prime}} g(x)\right\|_{L^{1}\left(\mu_{h}\right)} \leq\|f\|_{q}\left(\frac{1}{q^{\prime}}\right)^{1 / q^{\prime}}\left\|x^{-1 / q^{\prime}}\right\|_{L^{p}\left(\mu_{h}\right)}\|g\|_{L^{p^{\prime}}\left(\mu_{h}\right)}}
\end{aligned}
$$

By definition of $\mu_{h}$, we have that $x^{-1} \in L^{p}\left(\mu_{h}\right)$, thus $x^{-1 / q^{\prime}} \in L^{p q^{\prime}}\left(\mu_{h}\right) \subseteq L^{p}\left(\mu_{h}\right)$. If $q=1$, then $q^{\prime}=\infty$ and $\left(\left\|K_{\mathscr{L}}\right\|_{q^{\prime}, \omega_{2}}\right)(x)=\sup _{y>0} e^{-x y}=1$ for every $x>0$. Hence, the bound is

$$
\begin{aligned}
\int_{0}^{\infty} \mathscr{L}(|f|) g d \mu_{h} & =\int_{0}^{\infty} \int_{0}^{\infty}|f(y)| e^{-x y} d y g(x) d \mu_{h}(x) \\
& \leq\|f\|_{1}\| \| K_{\mathscr{L}}\left\|_{\infty, \omega_{2}} g\right\|_{L^{1}\left(\mu_{h}\right)} \leq\|f\|_{1}\left\|g \chi_{[0, \infty)}\right\|_{L^{1}\left(\mu_{h}\right)} \\
& \leq\|f\|_{1}\left\|\chi_{[0, \infty)}\right\|_{L^{p}\left(\mu_{h}\right)}\|g\|_{L^{p^{\prime}\left(\mu_{h}\right)}} \leq\|f\|_{1}\|h\|_{1}^{1 / p}\|g\|_{L^{p^{\prime}}\left(\mu_{h}\right)}
\end{aligned}
$$

Therefore, by the computations above, we can write the following inequality

$$
\begin{aligned}
\|f\|_{L^{1}\left(m_{p, h}\right)} & =\sup _{g \in B_{L^{p^{\prime}\left(\mu_{h}\right)}}}\left(\int_{0}^{\infty}|f| d\left\langle m_{p, h}, g\right\rangle_{\mu_{h}}\right) \leq \sup _{g \in B_{L^{p^{\prime}\left(\mu_{h}\right)}}}\left(\int_{0}^{\infty}|f| d\left\langle m_{p, h},\right| g| \rangle_{\mu_{h}}\right) \\
& =\sup _{g \in B_{L^{p^{\prime}}\left(\mu_{h}\right)}}\left(\int_{0}^{\infty} \mathscr{L}(|f|)|g| d \mu_{h}\right) \leq C\|f\|_{q},
\end{aligned}
$$

where $C=\left(\frac{1}{q^{\prime}}\right)^{1 / q^{\prime}}\left\|x^{-1 / q^{\prime}}\right\|_{L^{p}\left(\mu_{h}\right)}$ when $1<q \leq \infty$, and $C=\|h\|_{1}^{1 / p}$ when $q=1$. Therefore $L^{q}[0, \infty) \subseteq L^{1}\left(m_{p, h}\right)$.
(3). Let $1 \leq r \leq q$, thus $L^{q}[0, \infty)=\left(L^{q / r}[0, \infty)\right)_{[1 / r]} \subseteq\left(L^{1}\left(m_{p, h}\right)\right)_{[1 / r]}=L^{r}\left(m_{p, h}\right)$.

Remark 6.5. Clearly, for $1 \leq p<\infty$, the spaces $L^{p}\left(\mu_{h}\right)$ and $L^{p}[0, \infty)$ are isometric by means of the operators $M_{h^{1 / p}}: L^{p}\left(\mu_{h}\right) \rightarrow L^{p}[0, \infty)$ and $M_{h^{-1 / p}}: L^{p}[0, \infty) \rightarrow L^{p}\left(\mu_{h}\right)$ (recall that $h>0$ almost everywhere). Then, for $1 \leq q \leq \infty$, we have obtained the continuous and linear map $\mathscr{L}_{q, h}: L^{q}[0, \infty) \rightarrow L^{p}[0, \infty)$ defined by

$$
\left(\mathscr{L}_{p, h} g\right)(x):=h^{1 / p}(x) \int_{0}^{\infty} g(y) e^{-x y} d y
$$

where $0<h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$ is a continuous function.
6.2.2. An estimate for the norm. Let us obtain a convenient lower estimate for the norm of the space of $p$-integrable functions with respect to the vector measure associated with a given operator.
Remark 6.6. Let $([0, \infty), \Sigma, \mu)$ be a finite measure space, $X$ is an order continuous Banach function space over $\mu$, and $E$ is a Banach function space. Let $T: X \rightarrow E$ be a positive operator, then $m_{T}: \Sigma \rightarrow E$ defined as $m_{T}(A):=T\left(\chi_{A}\right)$ is a positive vector measure (see [79, p. 184]). Let us now make a little calculation in order to obtain a convenient bound from
below for the norm of $L^{p}\left(m_{T}\right)$, where $p \geq 1$. Let $0 \leq g \in E^{\prime}$ and let $f:=\sum_{k=1}^{n} \alpha_{k} \chi_{A_{k}}$ be a simple function. For each $k=1, \ldots, n$ we have that

$$
\begin{aligned}
\int_{0}^{\infty} \chi_{A_{k}} d\left|\left\langle m_{T}, g\right\rangle\right| & =\left|\left\langle\int_{0}^{\infty} \chi_{A_{k}} d m_{T}, g\right\rangle\right| \\
& =\left|\int_{0}^{\infty} m_{T}\left(A_{k}\right) g d \mu\right|=\left|\int_{0}^{\infty} T\left(\chi_{A_{k}}\right) g d \mu\right|
\end{aligned}
$$

Using this, we obtain

$$
\begin{align*}
\int_{0}^{\infty}|f|^{p} d\left|\left\langle m_{T}, g\right\rangle\right| & =\sum_{k=1}^{n}\left|\alpha_{k}\right|^{p} \int_{0}^{\infty} \chi_{A_{k}} d\left|\left\langle m_{T}, g\right\rangle\right| \\
& =\sum_{k=1}^{n}\left|\alpha_{k}\right|^{p}\left|\int_{0}^{\infty} T\left(\chi_{A_{k}}\right) g d \mu\right|=\left|\int_{0}^{\infty} T\left(|f|^{p}\right) g d \mu\right| . \tag{6.3}
\end{align*}
$$

Let us assume that $E^{\prime}$ is a norming subspace of $E^{*}$, i.e. $\|x\|_{E}=\sup \left\{|\langle f, \xi\rangle|:\|\xi\|_{E^{\prime}} \leq 1\right\}$ for every $x \in E$. If $E$ is order continuous, then $E^{\prime}=E^{*}$ is trivially norming (see e.g. [66, Prop. 1.b.18] or [68, Th. I.I.4] for a characterization for norming Köthe dual spaces). Therefore the norm in $L^{p}\left(m_{T}\right)$ can be bounded from below in the following way

$$
\begin{align*}
\|f\|_{L^{p}\left(m_{T}\right)} & =\sup _{g \in B_{E^{\prime}}}\left(\int_{0}^{\infty}|f|^{p} d\left|\left\langle m_{T}, g\right\rangle\right|\right)^{1 / p} \\
& \geq \sup _{0 \leq g \in B_{E^{\prime}}}\left(\int_{0}^{\infty}|f|^{p} d\left|\left\langle m_{T}, g\right\rangle\right|\right)^{1 / p}  \tag{6.4}\\
& =\sup _{0 \leq g \in E^{\prime}}\left(\|g\|_{E^{\prime}}^{-1}\left|\int_{0}^{\infty} T\left(|f|^{p}\right) g d \mu\right|\right)^{1 / p} .
\end{align*}
$$

Having in mind that the simple functions are dense in $L^{p}\left(m_{T}\right)$, we have the same formula for any $f \in L^{p}\left(m_{T}\right)$.

The following outcome is an immediate consequence of Theorem 6.2. We have defined the Laplace transform as an operator from $L^{p}\left(m_{p, h}\right)$ into $L^{p}\left(\mu_{h}\right)$, where the function $0<h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$ is continuous. In fact, this result can be extended to all positive kernel operators that satisfy condition (6.1), as can be easily seen after reading the proof. Observe that $L^{p}\left(m_{p, h}\right)=\left(L^{1}\left(m_{p, h}\right)\right)_{[1 / p]}$ is the optimal domain for the Laplace transform among the $L^{p}\left(\mu_{h}\right)$-valued extensions that are $p$-th power factorable (see [79, Th. 5.11]). Note that the following result is related to [96, Th. 3.3 and 3.4]. We will denote by $\|T\|_{X, Y}$ the norm of $T$ as operator from $X$ into $Y$.
Theorem 6.7. Let $1 \leq p<\infty$, and let a continuous function $0<h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$. Then

$$
\|\mathscr{L}\|_{L^{p}\left(m_{p, h}\right), L^{p}\left(\mu_{h}\right)} \leq\| \| K \mathscr{L}\left\|_{1, \omega_{2}}\right\|_{L^{p}\left(\mu_{h}\right)}^{1 / p^{\prime}} .
$$

Proof. Recall that $m_{p, h}(A):=\mathscr{L}\left(\chi_{A}\right)$ and that $\mu_{h}(A):=\int_{A} h(x) d x$. Thus, we have that $\int_{0}^{\infty} g d \mu_{h}=\int_{0}^{\infty} g(x) h(x) d x$ whenever the integrals exist for $g \in L^{0}[0, \infty)$. An standard density argument leads to the solution. We define the function $0 \leq \widetilde{g}:=\left(\mathscr{L}\left(\chi_{A}\right)\right)^{p-1}=$
$\left(m_{p, h}(A)\right)^{p-1} \in L^{p^{\prime}}\left(\mu_{h}\right)$. Then

$$
\begin{aligned}
\|\widetilde{g}\|_{L^{p^{\prime}\left(\mu_{h}\right)}} & =\left(\int_{0}^{\infty}\left(\int_{A} e^{-x y} d y\right)^{(p-1) p^{\prime}} h(x) d x\right)^{1 / p^{\prime}} \\
& \leq\left(\int_{0}^{\infty}\left(\int_{0}^{\infty} e^{-x y} d y\right)^{p} h(x) d x\right)^{1 / p^{\prime}}=\| \| K_{\mathscr{L}}\left\|_{1, \omega_{2}}\right\|_{L^{p}\left(\mu_{h}\right)}^{p-1}<\infty
\end{aligned}
$$

thanks to (6.2) which is a consequence of (6.1). Let $f:=\sum_{k=1}^{n} \alpha_{k} \chi_{A_{k}}$ be a simple function. Then define $A:=\cup_{k=1}^{n} A_{k}$, and let $\widetilde{g}$ be defined as above for this set $A$. So thanks to HölderRogers inequality, for every $x>0$, we obtain

$$
\begin{aligned}
|(\mathscr{L} f)(x)|^{p} & \leq\left(\sum_{k=1}^{n}\left|\alpha_{k} \int_{A_{k}} e^{-x y} d y\right|\right)^{p}=\left(\sum_{k=1}^{n}\left|\alpha_{k}\right|\left|\int_{A_{k}} e^{-x y} d y\right|^{1 / p}\left|\int_{A_{k}} e^{-x y} d y\right|^{1 / p^{\prime}}\right)^{p} \\
& \leq\left(\sum_{k=1}^{n}\left|\alpha_{k}\right|^{p}\left|\int_{A_{k}} e^{-x y} d y\right|^{p / p}\right)^{p / p}\left(\sum_{k=1}^{n}\left|\int_{A_{k}} e^{-x y} d y\right|^{p^{\prime} / p^{\prime}}\right)^{p / p^{\prime}} \\
& =\left(\sum_{k=1}^{n}\left|\alpha_{k}\right|^{p}\left|\int_{A_{k}} e^{-x y} d y\right|\right)\left(\sum_{k=1}^{n}\left|\int_{A_{k}} e^{-x y} d y\right|\right)^{p / p^{\prime}} \\
& =\left(\sum_{k=1}^{n}\left|\alpha_{k}\right|^{p}\left|\int_{A_{k}} e^{-x y} d y\right|\right)\left|\int_{A} e^{-x y} d y\right|^{p-1}=\left(\mathscr{L}\left(|f|^{p}\right)\right)(x) \widetilde{g}(x) .
\end{aligned}
$$

Finally we apply (6.4) and the above computations

$$
\begin{aligned}
\|\mathscr{L} f\|_{L^{p}\left(\mu_{h}\right)} & =\left(\int_{0}^{\infty}|\mathscr{L} f|^{p} h d x\right)^{1 / p} \leq\left(\int_{0}^{\infty} \mathscr{L}\left(|f|^{p}\right) \widetilde{g} h d x\right)^{1 / p} \\
& \leq\|\widetilde{g}\|_{L^{p^{\prime}\left(\mu_{h}\right)}}^{1 / p} \sup _{0<g \in L^{p^{\prime}\left(\mu_{h}\right)}}\left(\|g\|_{L^{p^{\prime}\left(\mu_{h}\right)}}^{-1} \int_{0}^{\infty} \mathscr{L}\left(|f|^{p}\right) g h d x\right)^{1 / p} \\
& \leq\| \| K_{\mathscr{L}}\left\|_{1, \omega_{2}}\right\|_{L^{p}\left(\mu_{h}\right)}^{1 / p^{\prime}}\|f\|_{L^{p}\left(m_{p, h}\right)} .
\end{aligned}
$$

This, thanks to the order continuity of $L^{p}\left(m_{p, h}\right)$ and the continuity of $\mathscr{L}$, implies the desired bound.

Remark 6.8. We proved that the Laplace transform can be defined from the $p$-convex Banach function space $L^{p}\left(m_{p, h}\right)$ into the $p$-concave Banach function space $L^{p}\left(\mu_{h}\right)$. Then, the Laplace kernel operator $\mathscr{L}: L^{p}\left(m_{p, h}\right) \rightarrow L^{p}\left(\mu_{h}\right)$ is $q$-convex and also $p$-concave (see [66, p. 55]). On the other hand we know that it is a positive kernel operator (see [108, Th. 93.1(i)]). The Maurey-Rosenthal's Theorem allows us to provide two factorizations, the first one through $L^{p}\left(\mu_{h}\right)$ as $\mathscr{L}=M_{g} \circ R$ (which indeed is non relevant), and the second one through $L^{p}(v)$ as $\mathscr{L}=S \circ M_{f}$, where $v$ is a Rybakov measure for $m_{p, h}, R$ and $S$ are operators and $M_{g}$ and $M_{f}$ are positive multipliers of $g, f$ in $L^{0}\left(\mu_{h}\right)$ and $L^{0}(v)$ respectively, (see [23, Cors. 2 and 5]). This yields the factorization scheme of the Diagram 6.1 below, where the operators $R$ and $S$ are actually the compositions of the Laplace transform with the inverse of the multipliers, $M_{1 / g}$ and $M_{1 / f}$, respectively. See Remark 4.8.


DIAGRAM 6.1. Maurey-Rosenthal factorization applied to the Laplace transform

### 6.3. Factorization and optimal domain

Let us recall that given a Banach function space $X$ over a finite measure, the $p$-th power space $X_{[p]}$ for $1 \leq p<\infty$ is a Banach function space whenever $X$ is $p$-convex with constant 1 . In the equality $\left(X_{[p]}\right)^{\prime}=\left(X^{p}\right)_{[p]}$, we note that $X^{p}$ is $p$-convex with constant 1 (see [12, Th. 5.1] or [97, Prop. 3.1]), then $\left(X^{p}\right)_{[p]}$ is a Banach function space as we can see in [79, Prop. 2.23(iii)]. However, if $X$ is not $p$-convex we cannot assure that $X_{[p]}$ is again a Banach function space, in consequence it may happens that $\left(X_{[p]}\right)^{\prime}=\{0\}$. This does not necessarily imply that $\left(X^{p}\right)_{[p]} \neq\left(X_{[p]}\right)^{\prime}$, e.g. $L^{p}(\mu)_{[q]}=L^{p / q}(\mu)$ has trivial dual when $p<q$ and $\mu$ is the Lebesgue measure. In this case $\left(L^{p}(\mu)\right)^{q}=\{0\}$ and so its $q$-th power space is also trivial. But if we assume that $X$ is $p$-convex with constant 1 we always have that $\left(X_{[p]}\right)^{\prime}=\left(X^{p}\right)_{[p]}$ isometrically for $p \in[1, \infty)$.
6.3.1. The $(p, q)$-th power factorization. Next result is the main tool of this section.

Theorem 6.9. Let $\mu$ and $\lambda$ be finite measures on $(\Omega, \Sigma)$. Let $1 \leq u, v<\infty$. Let $X(\mu)$ and $Y(\lambda)$ be order continuous Banach function spaces, so that $Y(\lambda)$ is Fatou and $\nu^{\prime}$-concave and $Y(\lambda)^{\prime}$ is order continuous. Assume that $X(\mu) \subseteq L^{u r}(\mu)$ and $Y(\lambda)^{\prime} \subseteq L^{\nu s}(\lambda)$ for some $1 \leq$ $s, r \leq \infty$. Let $K \in L^{1}(\lambda \otimes \mu)$ be a positive kernel and let $T:=T_{K}: X(\mu) \rightarrow Y(\lambda)$ the associated kernel operator. If

$$
\begin{equation*}
\left\|\|K\|_{L^{s^{\prime}}(\lambda), \omega_{1}}\right\|_{L^{r^{\prime}(\mu)}}<\infty, \tag{6.5}
\end{equation*}
$$

then $T$ is $(u, v)$-th power factorable.
Notice that this result can be applied to a broad class of Banach function spaces as Banach sequence spaces, Lebesgue, Lorentz, Nakano or Orlicz spaces among others.

Proof. By hypothesis $\left\|\|K\|_{L^{s^{\prime}}(\lambda), \omega_{1}}\right\|_{L^{r^{\prime}}(\mu)}<\infty$, and also $Y(\lambda)$ is $\nu^{\prime}$-concave, then $Y(\lambda)^{\prime}$ is $v$-convex. From Proposition 1.5(11), we know that $\left(\left(Y^{\prime}\right)_{[\nu]}\right)^{\prime}=\left(\left(Y^{\prime}\right)^{\nu}\right)_{[v]}$, the comments in the beginning of this section justify this equality. Thus for $h \in\left(\left(Y^{\prime}\right)_{[\nu]}\right)^{\prime}$, we can rewrite its norm in the following way

$$
\|h\|_{\left(\left(Y^{\prime}\right)_{[\nu]}\right)^{\prime}}=\|h\|_{\left(\left(Y^{\prime}\right)^{\nu}\right)_{[\nu]}}=\left\||h|^{1 / v}\right\|_{\left(Y^{\prime}\right)^{v}}^{v}=\left(\sup \left\{\left\|g|h|^{1 / v}\right\|_{L^{\nu}(\lambda)}: g \in B_{Y^{\prime}}\right\}\right)^{v} .
$$

This with the Hölder-Rogers inequality and $Y(\lambda)^{\prime} \subseteq L^{v s}$ justify the following inequalities for $f \in X(\mu)$

$$
\begin{aligned}
\|T f\|_{\left(\left(Y^{\prime}\right)_{(\nu))^{\prime}}\right.} & =\left(\sup _{g \in B_{Y^{\prime}}}\left\|g|T f|^{1 / v}\right\|_{L^{\nu}(\lambda)}\right)^{v}=\left(\sup _{g \in B_{Y^{\prime}}}\left(\left\||g|^{\nu}|T f|\right\|_{L^{1}(\lambda)}\right)^{1 / v}\right)^{v} \\
& \leq\left(\sup _{g \in B_{Y^{\prime}}}\left\||g|^{v}\right\|_{L^{s}(\lambda)}^{1 / v}\|T f\|_{L^{s^{\prime}}(\lambda)}^{1 / v}\right)^{v} \leq\left(\sup _{g \in B_{Y^{\prime}}}\|g\|_{L^{s \nu}(\lambda)}\right)^{v}\|T f\|_{L^{s^{\prime}}(\lambda)} \\
& \leq\left(\sup _{g \in B_{Y^{\prime}}} C\|g\|_{Y^{\prime}}\right)^{v}\left\||T f|^{s^{\prime}}\right\|_{L^{1}(\lambda)}^{1 / s^{\prime}} .
\end{aligned}
$$

By Minkowski's integral inequality (1.8), $\left\||T f|^{s^{\prime}}\right\|_{L^{1}(\lambda)}^{1 / s^{\prime}} \leq\||f|\| K\left\|_{L^{s^{\prime}}(\lambda), \omega_{1}}\right\|_{L^{1}(\mu)}$. Writing this in integral notation,

$$
\left(\int_{0}^{\infty}\left|\int_{0}^{\infty} K(x, y) f(y) d \mu(y)\right|^{s^{\prime}} d \lambda(x)\right)^{1 / s^{\prime}} \leq \int_{0}^{\infty}\left(\int_{0}^{\infty}|K(x, y) f(y)|^{s^{\prime}} d \lambda(x)\right)^{1 / s^{\prime}} d \mu(y)
$$

As final step we use that $\|\cdot\|_{L^{r}(\mu)} \leq D\|\cdot\|_{X_{[u]}}$, which is true because $X(\mu)_{[u]} \subseteq L^{r}(\mu)$ since $X(\mu) \subseteq L^{u r}(\mu)$. So we have that

$$
\begin{aligned}
\|T f\|_{\left(\left(Y^{\prime}\right)(\nu)\right)^{\prime}} & \leq C^{v}\||f|\| K\left\|_{L^{s^{\prime}}(\lambda), \omega_{1}}\right\|_{L^{1}(\mu)} \\
& \leq C^{v}\|f\|_{L^{r}(\mu)}\| \| K\left\|_{L^{s^{\prime}}(\lambda), \omega_{1}}\right\|_{L^{r^{\prime}}(\mu)} \\
& \leq C^{v} D\| \| K\left\|_{L^{s^{\prime}}(\lambda), \omega_{1}}\right\|_{L^{r^{\prime}(\mu)}}\|f\|_{[u]} .
\end{aligned}
$$

Consequently there exists $T_{[u, v]}: X_{[u]} \rightarrow\left(Y_{[\nu]}^{\prime}\right)^{\prime}$ so that $T=j_{[v]}^{\prime} \circ T_{[u, v]} \circ i_{[u]}$. Theorem 4.4 gives that $T$ is $(u, v)$-th power factorable, and the proof is finished.

As a final application, we present the $(p, q)$-th power factorization for the Laplace transform. Recall from the previous section that ( $p, q$ ) -th power factorability provides an extension operator that can restrict its range to a space embedded into the original codomain. Consider $X$ a Banach function space over $[0, \infty)$ with the Lebesgue measure. Let us show first a formula for the integral of a function $f \in X^{+}$with respect to the scalar measure $\langle m, g\rangle_{\mu}$, when $m: \Sigma \rightarrow Y(\mu)$ is defined by a positive kernel operator $T: X \rightarrow Y(\mu)$ and $g \in\left(Y(\mu)^{\prime}\right)^{+}$. By the barycentric formula (1.4) and Proposition 1.1(1) where have that

$$
\begin{align*}
\int_{0}^{\infty} f(y) d\langle m, g\rangle_{\mu}(y) & =\left\langle\left(\int_{0}^{\infty} f d m\right)(y), g(y)\right\rangle_{\mu} \\
& =\int_{0}^{\infty} T(f)(y) g(y) d \mu(y)  \tag{6.6}\\
& =\int_{0}^{\infty}\left(\int_{0}^{\infty} f(t) K(y, t) d t\right) g(y) d \mu(y)=\langle T f, g\rangle
\end{align*}
$$

Theorem 6.10. Let $1<q \leq 2 \leq p<\infty$, and let $0<h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$ be a continuous function. Then $\mathscr{L}: L^{p}\left(m_{p, h}\right) \rightarrow L^{q}\left(\mu_{h}\right)$ is $(u, v)$-th power factorable for $u \in[p / 2, p)$ and $v \in\left[1, q^{\prime} / 2\right]$.

Proof. We will see that the Laplace transform $\mathscr{L}: L^{p}\left(m_{p, h}\right) \rightarrow L^{q}\left(\mu_{h}\right)$ satisfies the hypothesis of Theorem 6.9. The following argument says that if $g>0 \mu_{h}$-almost everywhere and belongs to $L^{\infty}\left(\mu_{h}\right) \subseteq L^{q^{\prime}}\left(\mu_{h}\right)$, then it defines a Rybakov measure for the vector measure $m_{p, h}$. Let $A \in \Sigma$ be such that

$$
m_{p, h}(A)=\mathscr{L}\left(\chi_{A}\right)=\int_{0}^{\infty} e^{-x y} \chi_{A}(y) d y=0
$$

a.e., since $e^{-x y}>0$ for all $x, y \in \mathbb{R}$, necessarily $\chi_{A}=0$ almost everywhere, then

$$
\left\langle m_{p, h}, g\right\rangle_{\mu_{h}}(A)=\int_{0}^{\infty} g \mathscr{L}\left(\chi_{A}\right) h d x=0 .
$$

The converse is analogous.
Now we find, for a suitable $1 \leq s<\infty$, a bound for the $s$-integral of $K_{\mathscr{L}}$ with respect to $\left|\left\langle m_{p, h}, g\right\rangle\right|=\left\langle m_{p, h}, g\right\rangle$, where $0<g \in L^{\infty}\left(\mu_{h}\right)$. Since $p \geq 2$, by Proposition 6.4(3) we can choose $s \in[2, \infty)$ such that $L^{s}[0, \infty) \subseteq L^{p}\left(m_{p, h}\right)$. Recall that $m_{p, h}$ is a positive measure and that $e^{-a y} \in L^{s}[0, \infty) \subseteq L^{p}\left(m_{p, h}\right)$. Hence, using (6.6) for $T=\mathscr{L}$ and $K(x, y)=e^{x y}$ for every $x, y>0$, we obtain the following

$$
\int_{0}^{\infty} e^{-x y s} d\left\langle m_{p, h}, g\right\rangle_{\mu_{h}}(y)=\int_{0}^{\infty}\left(\int_{0}^{\infty} e^{-x t s} e^{-y t} d t\right) g(y) h(y) d y=\int_{0}^{\infty} \frac{g(y)}{x s+y} h(y) d y
$$

Since $s \geq 2$, let us now assume that $s=r^{\prime}$ for some $1<r \leq 2$, i.e. $\frac{1}{r}+\frac{1}{s}=1$, thus $r \leq r^{\prime}$. Then the following computation is straightforward using the Minkowski's integral inequality and the calculation above with $g:=\chi_{[0, \infty)}$ (observe that $g \in L^{\infty}\left(\mu_{h}\right)$ ).

$$
\begin{align*}
&\left\|\left\|K_{\mathscr{L}}\right\|_{L^{r}\left(\mu_{h}\right), \omega_{1}}\right\|_{L^{r^{\prime}}\left(\left|\left\langle m_{p, h}, g\right\rangle\right|\right)} \\
&=\left(\int_{0}^{\infty}\left(\int_{0}^{\infty} e^{-x y r} h(x) d x\right)^{r^{\prime} \mid r} d\left\langle m_{p, h}, \chi_{[0, \infty)\rangle}\right\rangle(y)\right)^{1 / r^{\prime}} \\
& \leq\left(\int_{0}^{\infty}\left(\int_{0}^{\infty} e^{-x y r^{\prime}} d\left\langle m_{p, h}, \chi_{[0, \infty)\rangle}\right\rangle(y)\right)^{r / r^{\prime}} h(x) d x\right)^{1 / r} \\
&=\left(\int_{0}^{\infty}\left(\int_{0}^{\infty} \frac{1}{x r^{\prime}+y} h(y) d y\right)^{r / r^{\prime}} h(x) d x\right)^{1 / r}  \tag{6.7}\\
& \leq\left(\int_{0}^{\infty}\left(\int_{0}^{\infty} \frac{h(y)}{y} d y\right)^{r / r^{\prime}} h(x) d x\right)^{1 / r} \\
& \leq\left(\int_{0}^{\infty} \frac{h(y)}{y} d y\right)^{1 / r^{\prime}}\left(\int_{0}^{\infty} h(x) d x\right)^{1 / r}<\infty
\end{align*}
$$

by hypothesis $h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$, thus it satisfies (6.1), i.e.

$$
\int_{0}^{\infty} \frac{h(y)}{y} d y=\left\|\frac{1}{y}\right\|_{L^{1}\left(\mu_{h}\right)} \leq C\left\|\frac{1}{y}\right\|_{L^{p}\left(\mu_{h}\right)}=C\left(\int_{0}^{\infty} \frac{h(y)}{y^{p}} d y\right)^{1 / p}<\infty .
$$

Then we conclude that condition (6.5) is satisfied. In addition notice that

$$
L^{p}\left(m_{p, h}\right) \subseteq L^{p}\left(\left|\left\langle m_{p, h}, g\right\rangle\right|\right) \subseteq L^{(a / r) r}\left(\left|\left\langle m_{p, h}, g\right\rangle\right|\right),
$$

for $a \in[1, p]$. Analogously

$$
L^{q^{\prime}}\left(\mu_{h}\right) \subseteq L^{\left(b / r^{\prime}\right) r^{\prime}}\left(\mu_{h}\right)
$$

for $b \in\left[1, q^{\prime}\right]$. Moreover $L^{p}\left(m_{p, h}\right), L^{q}\left(\mu_{h}\right)$ and $L^{q^{\prime}}\left(\mu_{h}\right)$ are order continuous and $L^{q}\left(\mu_{h}\right)$ is Fatou. Also $L^{q}\left(\mu_{h}\right)$ is $q^{\prime}$ concave since $q \leq q^{\prime}$ (recall that $\left.q \in(1,2]\right)$, and we can apply Theorem 6.9, taking $X:=L^{p}\left(m_{p, h}\right)$ and $Y:=L^{q}\left(\mu_{h}\right)$. So $\mathscr{L}$ is $\left(a / r, b / r^{\prime}\right)$-th power factorable. We have assumed that $r \leq r^{\prime}$, hence $r^{\prime} \in[2, \infty)$ and $r \in(1,2]$. In consequence $a / r \in[p / 2, p)$ and $b / r^{\prime} \in\left(0, q^{\prime} / 2\right]$, recall that for a well defined factorization it is necessary that $b / r^{\prime} \geq 1$ and $a / r \geq 1$, which is truth thanks to that $1<q \leq 2 \leq p<\infty$. Therefore we can conclude that $T$ is $(u, v)$-th power factorable for $u \in[p / 2, p)$ and $v \in\left[1, q^{\prime} / 2\right]$.

### 6.3.2. Final remarks and example.

Remark 6.11. Thanks to the symmetry of the Laplace kernel, the adjoint of the Laplace transform from a Banach function space $X$ into another one $Y$ is the Laplace transform too but from $Y^{\prime}$ into $X^{\prime}$.

Remark 6.12. Observe that Theorem 6.10 do not include the basic cases $L^{1}\left(m_{p, h}\right)$ and $L^{1}\left(\mu_{h}\right)$, since their duals are not order continuous and so Theorem 6.9 does not work. However, since the measures are finite, we always have the standard embeddings of the spaces of $p$-integrable and $q$-integrable functions into spaces of integrable functions. Thus, when $\mathscr{L}$ is $(u, v)$-th power factorable-for $1<q \leq 2 \leq p<\infty, u \in[p / 2, p)$ and $\left.v \in\left[1, q^{\prime} / 2\right]\right)$ we have the following diagram


DIAGRAM 6.2. $(p, q)$-th power factorization for the Laplace transform
where $\mathscr{L}^{(p)}: L^{p}\left(m_{p, h}\right) \rightarrow L^{q}\left(\mu_{h}\right)$ is the restriction of $\mathscr{L}$.
Remark 6.13. In Theorem 6.10 we also have proved that $\mathscr{L}^{\prime}$ is a Hille-Tamarkin operator (see Section 1.2.2) from $L^{s}\left(\mu_{h}\right)$ into $L^{s}(|\langle m, g\rangle|)$ for a suitable $2 \leq s \leq \infty$, see equation (6.7). Then, by [94, Th. 2.3], it is an order continuous compact operator, but in addition, thanks to the Schauder's Theorem (see [93]), its adjoint operator is also compact, we can conclude that the Laplace transform is compact as operator from $L^{r}(|\langle m, g\rangle|)$ into $L^{r}\left(\mu_{h}\right)$ for some $r=s^{\prime} \in[1,2]$.
Remark 6.14. Once we have defined the Laplace transform between spaces of integrable functions $L^{p^{\prime}}(\lambda)$ and $L^{q^{\prime}}(\eta)$ with respect to positive, finite scalar measures, another point of view can be used. Observe that considering the bilinear form associated with the Laplace transform we can set that

$$
|\langle\mathscr{L}(f), g\rangle| \leq C\|f\|_{L^{p}(\lambda)}\|g\|_{L^{q^{\prime}}(\eta)},
$$

for suitable positive and finite measures $\lambda$ and $\eta$, i.e. for suitable $u, v \geq 1$ the Laplace transform is ( $u, v$ )-th power factorable (see Theorem 4.7 and Proposition 5.13). The techniques used in [50] would be applied in order to obtain this type of inequalities for CalderónZygmund operators. In consequence, results related with the $(p, q)$-th power factorization (see Section 5.2) would be obtained.

Example 6.15 (A factorization for the Laplace transform). To finish this thesis we present as an example a concrete factorization for the Laplace transform. This exercise will allow us to realize how far the techniques presented here can be used. For example, we may define the Laplace transform between Hilbert spaces of functions or spaces of integrable functions, giving the concrete finite measures where they are defined.

Let $1<q \leq 2 \leq p<\infty$ and let the function $h$ of the Example 6.1, i.e. $h(x):=x^{k} e^{-x}$ for $k \in[p, \infty) \cap \mathbb{Z}$, which is continuous and it is easy to check that $0<h \in L^{1}[0, \infty) \cap L^{1}\left(\frac{d x}{x^{p}}\right)$. In that case Theorem 6.10 says that $\mathscr{L}: L^{p}\left(m_{p, h}\right) \rightarrow L^{q}\left(\mu_{h}\right)$ is $(u, v)$-th power factorable for $u \in[p / 2, p)$ and $v \in\left[1, q^{\prime} / 2\right]$. On one hand $p / u \in(1,2],\left(q^{\prime} / v\right)^{\prime} \in[q, 2]$ and $q \leq 2$, hence we can choose $u_{0} \in[p / 2, p)$ and $v_{0} \in\left[1, q^{\prime} / 2\right]$ so that $p / u_{0} \leq\left(q^{\prime} / v_{0}\right)^{\prime}$, then $L^{\left(q^{\prime} / \nu_{0}\right)^{\prime}}\left(\mu_{h}\right)$ is $p / u_{0}$ concave. On the other hand, since the kernel of the Laplace transform is positive, by [66, Th. 1.d.9], it follows that $I_{m_{p, h}}^{\left(p / u_{0}\right)}=\mathscr{L}$ is $p / u_{0}$-concave. Therefore [79, Rem. 6.42(i)and(ii)] implies that we have an extension of $\mathscr{L}$ to $L^{p / u}\left(\left\langle m_{p, h}, g\right\rangle\right)$, i.e. we obtain the following commutative diagram for adequate $u_{0}, v_{0}$ and $g \in L^{q^{\prime}}\left(\mu_{h}\right)$


DiAGRAM 6.3. Example of $(p, q)$-th power factorization for the Laplace transform

Let $A$ be a countable union of disjoint open intervals, i.e. $A=\bigcup_{i=1}^{\infty}\left(a_{i}, b_{i}\right)$, then

$$
\begin{aligned}
m_{p, h}(A) & =\mathscr{L}\left(\chi_{A}\right)=\int_{A} e^{-x y} d y \\
& =\int_{\bigcup_{i=1}^{\infty}\left[a_{i}, b_{i}\right)} e^{-x y} d y=\sum_{i=1}^{\infty} \int_{a_{i}}^{b_{i}} e^{-x y} d y=\sum_{i=1}^{\infty} \frac{e^{-x a_{i}}-e^{-x b_{i}}}{x} .
\end{aligned}
$$

Now we need a Rybakov measure for $m_{p, h}$, namely $v$ which is defined by a function belonging to $L^{p}\left(\mu_{h}\right)^{\prime} \subseteq\left(L^{p^{\prime}}\left(\mu_{h}\right)\right)_{[q]}$. Take for instance $g(x):=x$. Proposition 6.4(1) ensure us that $\left\langle m_{p, h}, g\right\rangle_{\mu_{h}}$ is a Rybakov measure, since it has the same null sets as $m_{h, p}$. Recall that
$h(x):=x^{k} e^{-x}$ for $k \in[p, \infty) \cap \mathbb{Z}$, thus

$$
\begin{aligned}
v(A) & :=\left\langle m_{p, h}, g\right\rangle_{\mu_{h}}(A)=\sum_{i=1}^{\infty} \int_{0}^{\infty} x \frac{e^{-x a_{i}}-e^{-x b_{i}}}{x} h(x) d x \\
& =\sum_{i=1}^{\infty} \int_{0}^{\infty} e^{-x a_{i}} h(x) d x-\int_{0}^{\infty} e^{-x b_{i}} h(x) d x \\
& =\sum_{i=1}^{\infty} \int_{0}^{\infty} x^{k} e^{-x\left(a_{i}+1\right)} d x-\int_{0}^{\infty} x^{k} e^{-x\left(b_{i}+1\right)} \\
& =\sum_{i=1}^{\infty}\left(\mathscr{L}\left(x^{k}\right)\right)\left(a_{i}+1\right)-\left(\mathscr{L}\left(x^{k}\right)\right)\left(b_{i}+1\right) .
\end{aligned}
$$

Now we can write that

$$
v(A)=k!\sum_{i=1}^{\infty} \frac{1}{\left(a_{i}+1\right)^{k+1}}-\frac{1}{\left(b_{i}+1\right)^{k+1}} .
$$

Observe that this measure acts as a "contraction" of any set in $[0, \infty)$ to a set in the interval $[0,1]$ of finite Lebesgue measure, so it is easy to realize that such series really converges.

At the end, by Diagram 6.3 and the comments above it, we have obtained that

$$
\mathscr{L}: L^{r}(v) \rightarrow L^{s}\left(\frac{x^{k}}{e^{x}} d x\right)
$$

for $1<r \leq s \leq 2$, where $L^{r}\left(m_{p, h}\right) \subseteq L^{r}(v)$. Taking the adjoint operator we obtain the Laplace transform from the space $L^{s^{\prime}}\left(\frac{x^{k}}{e^{x}} d x\right)$ into $L^{r^{\prime}}(v) \subseteq\left(L^{r}\left(m_{p, h}\right)\right)^{\prime}$ where $r \leq 2 \leq s^{\prime} \leq r^{\prime}<\infty$. This result is related to Theorem 1.9, however the techniques used here are quite different. Finally observe that thanks to the $(u, v)$-th power factorization, we have obtained a set of spaces of integrable functions with respect to a concrete Rybakov measure where the Laplace transform is well defined. For example if $r=s=2$, then we obtain a Laplace transform between Hilbert spaces. This factorization has been studied in [88].
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