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Abstract
W hile eventual consistency is the general consistency guarantee ensured in cloud environm ents,
stronger guarantees are In fact achievable. W e show how scalable and highly availlble system s can
provide processor, causal, sequential and session consistency during nom al fimctioning. Failires and
netw ork partitions negatively affect consistency and genemate divergence. A fier the failure or the parti-
thon, reconciliation technigques allow the system to restore consistency.

1 Introduction

Scalable system s, such as cloud system s, are com posed of m ultple data centers, each one of them com -
posad of a set of nodes that are Iocated in the sam e facility and are Iocally connected through a high-
goeed netw ork . D ifferent data centers are geographically distant and connected by som e interdata-center
channels, w ith lin ited bandw idth and longertranam ission delay's W hen com pared to hira-data-centernet-
works) . In these system s, each data item  should have m ultiple replicas and these replicas should e spread
overm ultple data centers In order to ncrease both availability and fault tolerance. H ow ever, such geo-
graphical dissem Tnation of replicas entails greater difficulty form aintaning the consistency am ong them .
The CAP theorem [9, 18] states the in possibility of a distrbuted system t© sim ultaneously provide con-
sistency, avaibbility and partition tolerance. Since availability is the key for scalable cloud system s, a
trade-off appears betw een consistency and netw ork-partition tolerance. A snetw ork partitionsm ay be com -
mon am ong rem ote data centers, scalable system s generally sacrifice consistency, trading it for partition
tolerance. In this case, and asam nin um , eventual consistency [B1] can be guaranteed.

The ain of this paper is to study the different levels of consistency R7] that can be achieved In these
system s, even w hen netw ork partitions occur and alw ays guaranteeing availability. For this, we take as
basis previous results In the nterconnection of distributed shared m em ory consistency m odels [17,12] as
w ellas In the Interconnection of m essage passing system s 23,5, 2].

Th distrbuted shared mem ory system s O SM  system s), Interoonnectable m em ory consistency m odels
are able t© export ntra-group consistency o other connected groups or subsystem s, w ithout changing
them . To this end, they only require FIFO channels betw een subsystem s In the regular case and o, they
are trivially adm ited In a netw ork-partitionable system . Th case of a partitioned netw ok, the updates to be
tranam itted are buffered and re-sentw hen the channel is repaired . Exporting this idea nto scalable system s
allow s different data centers to operate independently during partitions and to update or reconcile replicas
as necessary once the netw ork is repaired. The cache [19], FIFO pRAM [R6] and causal 22] consistency
m odels are interconnectable [17, 12]. The sequentialm odel 25], how ever, cannot be mterconnected 1
a non-ntusive m anner [12]. Sim jlar results are achieved w hen interconnecting m essage passing system s

(@moups of processes thatexchange m essages through a G roup C om m unication System ,orG CS) o provide



end-to-end delivery sem antics: FIFO and causal sem antics can be provided am ong different subsystem s
23,5,2],buttoalatom ic sem antics require intruisive m od fications thatpenalize perform ance of ndividual
subsystem s 23].

Upon these previous results, this paper studies different possible configurations for scalable dat@base
replication system s, analyzing the consistency level provided In each one and proposing recovery and
reconciliation techniques thatallow the system to restore consistency after failures ornetw ork partitions.
To this end, w e subdivide the persistentdata Into m ultbple dispint sets ([data partitioning) and use passive
eplication. W e show that it is possible t© provide stonger levels of consistency than the usual eventual
consistency'.

The restof this paper is stuctured as follow s. Section 2 sum m arizes previousw ork on w hich thispaper
isbased. Section 3 proposes different scalable configurations and analyzes their consistency guarantees
even In case of failures ornetw ork partitions. Section 4 discusses som e reconciliation techniques thatare
equired t© resolve divergence betw een data centers. Finally, Section 5 concludes the paper.

2 Relted W ork

D ifferent previous w orks propose m echanian s forthe Interconnection of m ultple Jocal groups In orderto
form a global system w ith certain properties. Femandez etal. [17] terconnect two causal distrbuted
shared m em ory system sw ith a bidirectional relisble FIFO channel connecting one process fiom each sys-
tem , n such away thatthe resultingD SM system  isalso causal. A sauthorshighlight, the sam em echanism
can be used to construct a global causal system by the nterconnection of sequential oratom icDSM  sys-
tem s, as these consistency m odels also respect causality.

Cholvietal. [12] defineaD SM m em ory m odelas fast ifm em ory operations n such m odel require only
Jocal com putations before retuming contol, even In system s w ith several nodes. O therw ise, the m odel is
said t© be non-fast. System s in plem enting fast m odels can be nterconnected w ithout any m odification
o the orighal system s. How ever, system s in plem enting non-fast m odels cannot be interconnected in a
non-ntmisive m anner. A uthors propose a system  architecture w here application processes are executed in
the nodes of the distrbuted system and groups of nodes are provided w ith the shared m em ory abstraction
by a m em ory consistency system , orM CS, com posed by M CS-processes that also mun In the nodes. In
order to Iterconnect tw o of such distrbuted system s, an Interconnection system , or IS, isused. An IS is
a setof processes (IS -processes), one pereach system t©o nterconnect. The IS process of each system is
an application process thathas access to shared m em ory as any other application process. IS -processes ex-
change nform ation betw een them using a reliable FIFO com m unication netw ork . D ifferentalgorithm s are
proposed forthose IS -processes to nterconnect system swhose M CS provide certain m em ory consistency
m odel: FIFO -ordered pRAM , globally-ordered causal, orcache.

O ther authors focus on a sim ilar concept: the nterconnection of m essage passing system s In order
o provide end-to-end delwery sem antics. Tn this regard, Johnson etal. [23] propose an archiecture in
w hich different process groups are connected by m eans of intergroup routers. An ntergroup router is a
goecial process w hich is capable of forw arding m essages betw een tw o orm ore com m unication protocols.
Thisway, when a process w ants t© send an Intra-group m essage ituses the local com m unication protocol,
but intergroup com m unication requires the collaboration of ntergroup ruters, w hich com m unicate w ith
each otherusing ocne orm ore Mtergroup com m unication prtocols. W ith this architecture, two system s
Jocally providing FIFO delivery sem antics can be interconnected to form a global system w ith end-to-end
FIFO delivery sam antics, by using FIFO delivery forthe com m unication am ong mouters. Fortw o system s
JIocally providing causal delivery sem antics, end-to-end causal delivery sem antics are also guaranteed by
using FIFO delivery for the group of muters. A uthors also study the conditons of the hterconnection
of m ultiple subsystem s w ith one orm ore groups of uters and show that end-to-end total order delivery
cannotbe provided w ithoutm odifying local com m unication protocols. Tndeed, to achieve end-to-end total
orerdelivery, m essagesm ust nitially be sent to the mtergroup routeronly, w hich w ill then send them t©
the ntergroup com m unication prtocol w hich m ust totally order the m essages and deliver them back t©
the mtergroup wuters. O nly then can the uters deliver the m essages to their local groups.

Baldonietal. 5] propose a hierarchical daisy architecture forproviding end-to-end causaldelivery. Tn
a sin ilarw ay aspreviousw orks, each localgroup contains a causal server thatperform s the interconnection



and is also part of a group of causal servers. M ultple Iocal groups nterconnected 1 thisway by a single
group of causal servers form a daisy. Several daisies can also be nterconnected by m eans of hyper servers
gmouped together In a hyper servers group . Com m unication nside each group (ocal group, causal sevvers
group, hyper servers group) is done by m eans of a causal broadcastprim itive provided by aGCS.

A lthough these lastw orks focus on com m unication protocols, their results are easily extrapolated ©
m em ory consistency m odels, as usually broadcasts are used to propagate w rite operations and the delivery
of a broadcast m essage would be equivalent to a read operation. Thisway, FIFO broadcasts would pro-
vide pRAM FIFO consisency; causal broadcasts w ould enable causal consistency; and FIFO total order
broadcastw ould be used to ensure sequential consistency.

3 Scalable Configurations

Theain of thispaperis to propose different interconnection architectures and protocols n orderto connect
different data centers to form a geographically extended scalable system where avaibbility and netw ork
partition tolerance are m ajor concems, w hile analyzing the provided level of consistency am ong replicas.
A s seen before, previous rlated w ork suggests that causal consistency is possible In the resulting system .
O bviously, m ore relaxed consistency levels could be also provided . Finally, w e study if it ispossible to add
additional constraints thatallow the system t© guarantee a pseudo-sequential consistency and even session
consistency am ong replicas. N extw e describe different scalable configurations providing different levels
of replica consistency.

31 Basic Configuration : Processor C onsistency

The database is partitioned. Follow ing the m odel of prin ary copy [10], each data center is the m asterof
one partiton and stores backups of the rest of partitions, thus providing full replication of the database *
Transactions are restricted to w rite Tto atm ostone partition, although they can read any num ber of parti-
tions. This isneeded to physically serve each transaction n only one data centerand thus avoid the delays
of formw arding operations of on-going transactions to other data centers. Update transactions to a given
partition m ust be addressed to the daa center which is the prin ary for that partition. How ever, nside
thatdata center, any node can serve transactions. Those updates are propagated through a FIFO totalorder
broadcastam ong the nodes of the sam e data center, w hich perform a validation process on each transaction .
Validated updates are then lazily propagated by a selected node to the rest of data centers through FIFO
channels. A 1l com m unication is assum ed to be welisble (if a m essage is delwvered atan available node, it
w illbe delivered atall available nodes) . Tn short, In thisbasic configuration each data centeractsasa single
node of a traditjonal prim ary-ackup system .

To perform the propagation of updates t© 1@m ote data centers, a node In each data center acts as a
wuter. Routers belong to both the Jocal group of their data center and to the so called group of wuters.
A samemberof the Iocal group, a wuter receives all the m essages broadcast inside the group, ie., allthe
totally ordered m essages that contan the w ritesets to validate and (f acoepted) apply n the database. The
wuterm ay orm ay not serve user transactions or store and update its ow n copy of the data. But tvalidates
w ritesets and Jaterexports the positively validated ones to the mouters group, using a FIFO broadcast. W hen
amuterR ; receves an exported w riteset, rem ploys its local FIFO  totalorderbroadcastprin ibve to spread
it into its own data center. A s such com m unication prim iive respects FIFO order, all in ported m essages
w ill be delivered 1 their orighal order, although they m ay be altemated w ith local m essages. Nodes
can easily distinguish m essages thatm ustbe validated fiom m essages that conespond to r=m ote, aleady
validated w ritesets, by sin ply ncluding a partition identifier in the m essages.

The replica consistency perceived by the users (the user-centric replica consistency) in each mdividual
partition is sequential, Independently of the data centerused to access the partition: either at its prim ary

1This isa sin plfication w ithout loss of generality. T isalso possible thata data center is the prim ary copy of tw 0 orm ore partitons
ornone. If several partitions are m astered by the sam e data center, w e can considerallof them as only one partition. Ifa data centeris
notthe prim ary copy of any partition, itonly storesbackups. Thus, it isnotnecessary to divide the database n a num berof partitions
equal o the num berof data centers.
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Figure 1: Sequence of states ateach data center

data center oratany backup, the sequence of states of that partition w illbe the sam e @lthough ata given
mom entn tim e, backupsm ay probably be outdated w ith regard to the prim ary copy) .

W ith this basic configuration, as Jong as each transaction accesses t© only one partition, either for
reading @t any data center) or for writing @t the conegponding prim ary data center), the in age users
perceive w il be sequential. O £ course, rading from backups m ay result 1 cutdated values (Iversions
occur [28]), butalw ays com plying w ith sequential consistency. H ow ever, as soon as a ttansaction acoesses
to tw 0 orm ore partitions, no sequential guarantee is provided regarding the state betw een partitions. That
is the case of M icrosoft SQL A zutre system [11]. Tn that system , relational dat@bases are partitioned and
each partition is replicated n tin es h-safe property) follow ng the prin ary-oackup m odel. Transactions
Inside a parttion have full ACID guarantees, but queries that read daa from tw o orm ore parttions w ill
notachieve fullACID consistency. A sin flarcase occurs In G oogle M egastore 4], which isa layerplaced
on top of the key-value B gtable system . i M egastore, each key-value pair is assigned to an entity group,
0 each entity group is a database partiton w ith regular AC D properties and SQ L -lke mterface. Entity
gmwups are synchronously replicated and distributed i different data centers, ensuring strong consistency
and availability. O therw ise, consistency betw een entity groups is relaxed, so Interentity group transactions
require a distrbuted com m itprotocol.

To illustrate the lack of sequential consistency w hen m ultple partitions are accessed by the sam e trans-
action, suppose a system com posed of two data centers, D C; and D C,, and a database divided nto two
parttions, P; and P, . D C; isthemaserof P; and backup of P, . D C, isthe masterof P, and backup
of P; . Considering a partiton as a single cbject that changes of version, w e can establich the sequence of
states each data centergoes through as the concatenation of the versions of the stored partitions. hitially,
all partitions have version 0. Now transaction T; updates P; n its prin ary copy, D C . Before those up-
datesanmive to D C,, ttansaction T, updatesP, D C, . A fierw ards, updates from D C; areapplied InD C,
and, finally, updates of D C, are applied In D C; . The sequence of sates of each data center is depicted n
Fyg.1.

The final state of both data centers, w hen all versions are 1, 1eflects the eventual congistency generally
guaranteed by scalable system s. How ever, the sequence of states is different at each data center. Each
Individual partition m aintains the sequentiality n all the system  (itgoes from version 0 to version 1 In that
orerin every data center) , butthe database asaw hole doesnotfollow the sam e sequence everyw here. Such
lack of global sequentiality can be perceived by any transaction that reads both partitions. For nstance, a
usercan r=ad In D C; the sate 1-0 and affterwardsmove to D C, and read the state 0-1: partdtion P, has
advanced tow axds am ore up-to-date sate, but P; hasgone backwards in time.

W ith the prin ary-Jackup approach, only the prin ary is able to generate updates for a given partition.
These updates are later propagated am ong data centers w ith FIFO com m unication, w hich m aintains the
original oxder of updates. A s a result, every node In the system sees the sam e sequence of w rites for
each data item , thus guaranteeing cache consistency. O n the otherhand, m essages sentby the sam e node
are m aintained n FIFO order by the local broadcast prim itive providing FIFO totalorer. The same as
before, such ordering is m antained w hen propagating am ong rem ote data centers, thus ensuring pRAM
consistency. The com bination of cache and pRAM results on a general in age of processor consistency

19, 1]. Form ono-partition transactions, the in age users perceve is guaranteed to be sequential. Thisisa
very Interesting result as tensures a stong consistency levelw hen each transaction accesses to only one
parttion. T the case of system s based on stored procedures, such condition could be rlatively easy t©
ensure, thus achieving a scalable system w ith a pseudo-sequential level of consistency (the consistency is




sequential from theponntofview ofusers, although intemally only a processor kevel isglobally guaranteed) .

Availbility m ustbe alw ays guaranteed: accesses to the data are allow ed even in the presence of fail-
ures orw hen the netw ork is partitioned and different data centers are isolated during rlatively long tim e
tervals.

Th case ofnetw ork partition, w hen com m unication am ong data centers is interupted,, the updates gener-
ated atone data center cannotbe sentto som e rem ote data centers, w hich w illm aintain outdated backups of
those partitions. H ow ever, as long as com m unication w ith users ism aintained, availability is ensured and
consistency rem ains at the processor level. O ncoe the netw ork is repaired, allbuffered updates are broadcast
o otherdata centers, thus updating allbadkups.

Partial failures In a data center, w hen only som e of the nodes of a data center crash, are tolerated and
m anaged by the r@m aining nodes of the data center. To this end, alive nodes assum e the load of the data
center and buffer all delwvered m essages, w hich are transferred 1n batch to the failed node as soon as it
recovers. How evey, In order to guarantee availability, should a data center suffer a generalized failure or
be com plketely isolated from otherdata centers and all its users due t© a netw ork partition (w o situations
that are notdistinguishable from the outside), anotherdata centerm ustbe prom oted as the new m aster for
the partition whose prin ary copy is stored 1n the isolated or failed data center. The new m asterm ustbe
chosen determ inistically, and this election can be based ornot in the state of data centers g., to choose
asm aster the m ost updated data center or any available data center) . A though the transactions thatw ere
n execution in the failed data center are lost, the new m asterw illm anage the Incom Ing updates to that
parttion during the downtim e of the orighal master. To avoid divergence, how ever, the new prim ary
should have such a partiton com pletely up-to-date. If this is not the case, due to the lazy propagation
of updates, a reoonciliation could be necessary afterw axds, once the origmal m aster is again accessble.
R econciliation techniques are discussed n Section 4.

A lastproblem mustbe considered. D ue to a netw ork partition orto a false sugpicion of failure, a daa
centerm ay becom e the new m aster of a given partition w hose orighalm aster is still accessble by som e
users. This is the case when a netw ork partition isolates a data center from otherdata centers butnot fiom
Isusers. Asa result, notonly the new masterm ay sart from an outdated copy of the partition but also
both data centers accept updates over the sam e partition, thus Increasing divergence. O nce the netw ork is
1epaired and the m aster duplicity is noticed, one of the Iwolved data centers w i1l stop being m aster and
both w illpropagate theirupdates to alldata centers. B efore retiiming to nom al fuinctioning, the divergence
of such updates m ust be resolved w ith reconciliation techniques in order to achieve an agreem enton the
final sate of the partition .

O nee reconciliation is com pleted, the state of partitions is agreed and the inital congistency guarantees
are restored . D uring the divergence, how ever, FIFO is the only consistency guarantee that isensured. On
the otherhand, divergence does notalw ays appear during failures ornetw ork partitions. Indeed, if there is
no m asterduplicity and new m asters start from an updated copy of the partition, then the processor level of
consistency ism antained.

32 CausalConsistency

W hile m ono-partition transactions already perceive sequential consistency w ith the basic configuration, w e
study other configurations that crease the consistency perceived by m ult-partition transactions.

Previous work show ed that it is possible to interconnect causal DSM system s [12] and to achieve
end-to-end causal sam antics am ong m ultiple m essage passing system s B]. Tn scalable system s, using a
causal propagation of updates can maise the consistency form ulb-partition transactions from processor to
causal. The architecture of the system and its w ay of fimctioning is the sam e as in the basic configuration
for processor consistency; the only aspect that changes are the guarantees of the com m unication used
forupdate propagation am ong data centers. W hile the intermal com m unication am ong the nodes of a data
centerisbassd on a FIFO totalorderbroadcast, the com m unication in the routers group isbased on a causal
broadcast. Upon the reception of an exported w riteset W ; from  the routers group, a wuterR broadcasts
W ; Inside itsdata center, using the localbroadcastprin ive. Any w ritesetW , latergenerated by any node
Tn thatdata centerw illbe causally orderad afterW ; . This oxder is regpected by the causal propagation of
updates as the events of in porting W ; and exporting W , are from the sam e processor: the wouter.



To perform the causal propagation, the group of wuters m ay use a causal prim iive fiom a GCS or
m anage them selves all causal relationships by adding to each m essage a vector of ntegers of a size equal
to the num berof data centers of the system . The vectorofamessageM fiom daa centerD C; states, for
each otherdata centerD C5, the dentffier (for instance, the delivery positon i its Jocal data center) of
the Jastmessage fiom D C5 thatwas inported (delivered by the total order prim itdve) In D C; before M
w as generated .. Those m essages are thus causally ordered before M . This precedence is trivially respectad
n the data center that generates M (ifamessage M , is created after the delwery of a previous m essage
M ; by the total order broadcast, then M , is ordered afterM ; by this broadcast prim itive), but m ustbe
exported to otherdata centers. The vectorisadded to amessage M by the local router; w hich signals as
causally previous all in ported m essages that it it=elf forw arded and w ere later delivered by the local total
orerprin itive before the delivery of M . Once the vector is added, the router broadcasts the m essage In
the routers group . W hen a wuterrecevesamessage M |, twaits forall causally previous m essages to be
received and in ported nto its local data centerbefore itnsertsM  1n the local toal order.

S larly to the previous configuration, In case of netw ork partition, the updates applied at a data
center are buffered and w ill be propagated as usual once the netw ork is repaired. During the partition,
the guarantee of causal consistency is maintained. However, In the cases of a generalized failure of a
data center and of a duplication of m asters due to netw ork partition, divergence is possible and m ustbe
resolved w ith reconciliation techniques as the ones described In Section 4 . D uring periods of divergence,
consistency isguaranteed to be FIFO . If divergence doesnotoccuy, then causal consistency is ensured even
during failures and netw ork partitions.

33 SequentialConsistency

To provide m ult-partition transactions w ith sequential consistency, allnodes from all data centers must
apply exactly the sam e sequence of updates, anwing from all partitions. To this end, the order betw een
w ritesets m ustbe agreed before theirapplication atany data center. The previous appmoach, w here already
validated w ritesets w ere lazily propagated from the prin ary data centerD C; to r=m ote data centers, isno
Iongervalid as it allow s that som e nodes of D C ; have already finished the application of such w ritesets
before an orderisagreed . Instead, w e propagate allw ritesets as they are generated ateach node of each data
center, using for this propagation sequential end-to-end sem antics thatensure a total oxderam ong updates.
The validation of a given w riteset w il take place, as before, only at its prim ary data center. A second
broadcast, w thout ordering guarantees, w ill com m unicate the validation resultto r=m ote data centers, thus
follow Ing a w esk voting approach B3]. As a result, if each node validates orw aits for the vote of each
w riteset and consequently applies it ornot In the database follow ng their delivery order, every node of
every data centerw il follow the sam e sequence of sates, thus ensuring sequential consistency'.

The ncorvenience of the w eak voting technigque is that rem ote data centers m ust w ait for the vote of
update transactions executed In otherdata centers. A notherpossibility is thateach node is able o validate
any w riteset, but this requires the m aintenance of a global history log ateach data center.

Regarding failures, In the case of a generalized crash of a data centey, and as long as the m essage
delwery is uniform (if a m essage is delivered at any faulty or available node, it w il be delivered at all
available nodes), any other data center is n the position of becom ing the new m aster for that partition,
as all of them have received all the w ritesets generated by the failed data center. If the com m unication
is not unifomm , then the new masermay start from an outdated copy of the partiton and thus create
divergence that m ust be later resolved. D wergences are also possible in the case of netw ork partitions
or false suspicious of failure, which m ay lead to m aster duplicity, as explained before. T the presence of
divergence, consistency guarantees drop to FIFO R econciliation technigues as those discussed In Section 4
are necessary to agree on a com m on database state afterdivergence.

Th case of netw ork partition, w hen som e data centers cannot com m unicate am ong them butcan stillbe
ocontacted by users, sequential consistency isno longerguaranteed as it isnotpossible to send the required
end-to-end total order broadcasts to the whole system . A s Iong as there is no m aster duplicity, m uld-
partition transactions are guaranteed to perceive, at least, processor consistency. hdeed, each connected
subgroup can continue t use end-to-end to@al order broadcasts nside the subgroup and thus it provides
sequential consistency over the set of partitions w hose prim ary copy is stored In the subgroup . M essages
thatare delivered during the netw ork partition are buffered respecting theirtotal order. O nce the netw ork is



1epaired, a wuter from  each subgroup is selected to send the buffered m essages t© previously disconnected
data centersw ith FIFO guarantees. Upon the delivery of those m essages, all data centers m ust apply their
updates and reconcile their states before acoepting new requests. M essages generated after the netw ork
reestablishm entare broadcastw ith end-to-end total orderguarantees to the entire system .

End-t-end total orderbroadcasts, how ever, require m echanism s thathinderhigh availability and scala-
bility. Foram essage t© have end-to-end total orderguarantees, itm ustfirstbe sentto the local routeronly,
which will send it o the wuters group com m unication protocol, which totally orders all m essages and
delwvers them t© the group of wuters R3]. Only then can the wuters broadcast the m essage 1n their Iocal
data centers. W hile thism echanism can provide good response tim es in low load scenarios, w hen the load
Thcreases itm ay be necessary t© discard end-to-end guarantees in order to com ply w ith the response tine
defined In the Service Level Agreem ent SLA ) betw een the service provider and the final users. Tndeed,
when a data center serves a high num ber of users, n order to cope w ith the ate of lncom Ing requests, it
m ay be forced to process them locally and postpone theirpropagation .. This situation, w hich is sin flarto a
netw ork partition, is preferable to the violation of the SLA thatcould result from the delay In the response
o users.

A notherpossibility to increase m ultb-partition consistency up to the sequential level w ithout requiring
end-to-end total orderguarantees is to keep eventual consistency as the uniform consistency of the system
and follow the synchronized entry m odel [8] to spectfically ask for the update of those partitions that the
user wants t access sin ultaneously n the sam e transaction. The entry consistency isa DSM m em ory
consistency m odel thatassociates each shared variable w ith som e synchronization variable. The sam e syn-
chronization variable m ay be used t© controlm ultple shared variables. W hen a process needs to access
a shared variable, itm ustacquire the associated synchronization variable. W hen an acquire is done, only
those shared variables guarded by the synchronization variable are m ade consistent, ie., are updated. Each
synchronization variable has a currentow ner: the process that lastacquired it. The ow nercan freely access
the shared variables controlled by that synchronization variable. W hen another process w ants to access
those variables, it sends a m essage to the cuntent ow ner asking for ow nership and the updated values of
the associated variables. It is also possible form ultple processes to concurrently own a synchronization
variable in non-exclusive m ode: all those processes m ay r=ad butnotw rite the associated variables. Ex-
porting thism odel to our scalable system s requires to associate each partition to a synchronization variable
and m ake each data center the cunrent ow nerof the synchronization variable conesponding to the partition
w hose prin ary copy is stored In thatdata center. If w rites to a given partition are only allow ed at its pri-
m ary oopy, then otherdata centers are only allow ed t© getnon-exclusive ow nership of the synchronization
variable corregponding to thatpartition . Such acquire operationsm ustask forall the updates perfomm ed ©
the prim ary copy thathave notyetbeen applied in the localcopy.

Several scalable system s In plem entsequential consistency as, forexam ple, Hyder [7] and VoD B [(32].
Unfortunately, both of them are designed t© be in plem ented In cluster environm ents. The architecture of
Hyder is baged on m ultiple servers sharing a single data store, w hich is com posed of netw orked raw flash
disks, w here a single Jog is shared betw een all servers. Forthat reason, every server n the system w atches
the sam e sequence of updates In the log, but if that architecture was in plem ented betw een data centers,
SLA would be violated due to netw ork delays.

Regarding VolD B, scalability, relational schema w ith ACID SQL transactions and serial consistency
are achieved n the whole system follow Ing the recom m endations m ade by Stonebrakeretal. R9]: hor-
Izontal partitioning, m ain-m em ory storage, no resource control, no m ulb-threading and high availability
(teplication) . To achieve this, m ost updated tables In the database are partitioned so that partitions and
ead @bles are replicated k+ 1 tim es k-safety property’) based on the num ber of processors in the system .
Furthemm ore, sinoe m ostm odem applications are not nteractive, their transactions can be in plem ented as
stored procedures and executed In the sam e order 1n all partitions, obtaining serial consistency. n addition
o the k-safety property and in orderto achieve high availability, fiall replicas of the dat@base are m aintained
Tn other clusters as slaves In case a prin ary cluster disaster occurs and, m oreovey, periodic snapshots of
the prim ary cluster can be saved to disk . R egrettably, due to the m ain-m em ory storage restriction, VoD B
databases are only allow ed t© be in plem ented 1 cluster environm ents.



34 Session Consistency

An hteresting feature of replication system s is to provide session consistency 30,14, 15]. Sessions allow
database users t© logically group sets of thelr transactions. Tiansactions from different users belong t©
different sessions. How ever, it can be left to the user the decision of using one orm ultple sessions t©
gwoup thelr transactions. Transactions of the sam e user session are subm itted sequentially, butm ay be
addressed to different nodes or, even, different data centers. This is partdcularly the case when a user
updates, through the sam e session, different partitions, w ith different data centers as the prim ary copy of
each partition . Tn this case, session consistency allow s each Individualuserto perceive an in age of atom ic
consistency from all the transactions thatbelong to the sam e session, regardless of the partitions orthe data
centers accessed.

Session consistency can be built upon sequential consistency [14, 15]. Thisway, we can extend the
previous configuration 1 order to ensure that the updates of all previous transactions of a given session
have been applied 1 a given node before this node starts t© serve the current transaction of such a session.
Th order to do this, each transaction must be provided w ith a unique dentifier @ trwvial dentffier is the
delivery position in the total order that propagates updates) and each new transaction, except for the first
transaction of each session, m ust provide the dentffier of the previous transaction of the sam e gession.
The condition t© serve thisnew transaction is to have already applied all the w ritesets up to the signaled
one. O bviously, the first transaction of a session does notneed t© wait, asw ell as the transactions that are
served by the sam e data center that served the previous transaction of the session . The price to pay forthe
ncreased consistency is the possible latency that transactions m ay experin entw hen a single user session
isused t© update differentpartitions.

A s this configuration is alm ost identical to the previous one, the problem s rlated to netw ork parti-
tons and failires have sim ilar consequences and can be treated In the sam e way. If a netw ork partition
isolates data centers betw een them |, then users are notensured t© get session consistency, as the sequential
consistency taken as basis is no longerguarantesd. H ow ever; Inside connected subgroups, sequential and
thus session consigtency is provided for sessions of m ulth-partition transactions that only access partitions
w hose prin ary copies are Inside the subgroup. Tn the general case, during failures or netw ork partitions
only FIFO consistency is ensured. Processor consistency can be guaranteed if no divergence arises.

A notherpossibility is to achieve session consistency based on eventual consistency. For Instance, this
type of consistency can be m anaged by the Consistency Rationing approach presented by K raska et al.

4], where authors analyze how t© in plem entdatabase-like facilities on top of cloud storage system s like
Amazon S3 [B]. In this approach, data is classffied o three different categories @ ,B and C).0On one
hand, category A in plem ents serializability 6], ie., sequential consistency R5] according to M osberger

271, and is assigned to crtical data forw hich a consistency violation results 1 large penalty costs. On
the other hand, category C com prises data that tolerates inconsistencies and ensures session consistency

[30]. Fmally, category B is nam ed adaptive consistency because it encom passes data w hose consistency
equirem ents vary depending on m ultple factors, eg., tin e constraints, the availability of thatdata, their
probability of conflicts, etr. For exam ple, adaptive consistency can be used n auction system s, where
session consistency m ay be adm itted until the lastm Tnutes of the auction, w hen serializability is required
to avoid nconsistencies aboutw ho w Ins the auction.

Th addition to m anage session consistency on top of Am azon S3, these authors also m ention the possi-
bility of achieving session consistency from the per-record tim eline consistency, w hich is a soonger type
of eventual consistency provided by the Yahoo PNUTS [13] system , using the advanced operations offered
by itsAPI.

35 M uldm aster C onfiguration

W hen the num ber of partitions and data centers is high, itm ay be expected that each m aster w ill have
Iittle Joad and itw ill respond quickly to users. How ever, the prim ary copy configuration m ay have as a
consequence an Increase I response tim es w hen higher and higher num ber of users w rite nto the sam e
partition, as all this load m ustbe m anaged by the m aster of such a partition. If that daa center cannotbe
Jonger scaled up orout, then a m uld-m aster configuration m ay help to in prove perform ance. Sin ilarly, if
the database cannotbe partitioned into a high enough num ber of partitions of a reasonable size, m ultple



m asters perpartition m ay be required to com ply w ith SLA guarantees.

A muld-m aster configuration follow s sim flar principles to those of a prin ary-backup approach, w ith
the difference thatm ore than one m aster is assigned to each partition. M ultple m asters decrease regponse
tim eg, but they m ay in pair consistency. If the sam e data iem can be updated fiom two different data
centers and updates are propagated lazily to other daa centers, a reconciliation process is needed each
tim e an iem is concurnently updated w ith different values, w hich m ay result mito abortions of previously
comm ited user requests. M oreover, despite reconciliations, the m axin um consistency guarantee forboth
m ono- and m ulb-partition transactions drops to FIFO . lndeed, am ultd-m aster configuration resem bles very
m uch the situation ofm asterduplicity, w ith the attenuating ciroum stance of having the netw ork availble.

T orerto get stongerguarantees than FIFO and eventual consistency, the m ult-m aster configuration
could be usad w ith end-t-end total order m ultcasts. Such com m unication prim ives would be used t©
pPropagate w ritesets am ong the m asters of the sam e partition, in oxder to validate them w ith regard t© all
concunent transactions executed over that partition at all Iiwolved data centers, before applying them at
each replica. The m uld-m aster configuration w ith this partition-w ide validation W here the validation of
a w rteset is perform ed by all the data centers that are m asters of the affected partition, nstead of being
perform ed only by the data centerthatexecuted the transaction) could be used in conjunction w ith either @)
a lazy propagation of updates to non-m asterdata centers, thus achieving sequential consistency form ono-
partition transactions and processor consistency form ulb-partition transactions, or () an end-to-end total
orderbroadcastof allw ritesets to alldaa centers, achieving sequential consistency forall transactions.

Regarding failures, the generalized crash of a data center isnow tolerated by the restof m asters of the
sam e partition. Only the genemalized failure of all the data centers that are m asters of a given partition
would require the election of anew setofm asters for thatpartition and possibly orighate divergence if the
new m asters store outdated versions of thatpartition . The previously discussed problem ofm asterduplicity
isalso possible here if the setofm asters of a given partition becom es isolated due to a netw ork partition and
another set is elected to acoeptupdates to the sam e data. M oreover, divergence m ay also occur if different
m asters of the sam e setare isolated due o a netw ork partition . A 1l possible dvergences m ustbe resolved
w ith adequate reconciliation techniques.

D uring a netw ork partition that isolates data centers, the m essages delvered for update propagation
are buffered and retranam itted by mwuters w ith FIFO guarantees once the netw ork is repaired. During
the partition, and until reconciliation is com plete, the consistency guarantees for both m ono- and m uld-
partiton transactions are FIFO in the general case, or processor if there is no divergence. M oreover,
sequential consistency can be ensured form ono-partition transactions that access partitions w hose sst of
m asters is connected. Finally, if end-to-end total order m essages are used for both the partition-w ide
validation and the propagation of updates, then sequential consistency can be ensured form ulb-partition
transactions thatonly acoess partitions w hose com plete sets of m asters are in the sam e subgroup.

4 Reconciliation Technigues

D uring a failure or a netw ork partition situation, the state of different replicas of the sam e partition m ay
diverge. A flier the failure or the netw ork are repaired, data centers m ust agree on a comm on sate of each
parttion, in a process of reconciliation . R econciliation m erges differentupdatesm ade to the sam e data iem
thmough different data centers. R econciliation techniques depend on the nature of the operations concur-
rently perform ed to different replicas of the sam e partition . If operations are com m utative, reconciliation
is tvially achieved by applying at each replica the operations perform ed in the otherone R0, 21]. For
exam ple, if item s have been added to a shopping cart fiom tw o differentdata centersD C; and D C,, the
reconciliation justadds all the item s from D C; to the cartof D C, and vice versa. The ain of reconcilia-
ton is to contem plate all perform ed operations and agree on a final sate of the data. W hen operations are
notcomm utative, mcluding all the perform ed operations m ay notbe possible, being necessary to undo or
discard som e operations. The selection of w hich operationsw illbe successfiil and w hich w {llbe discarded
can be random orbased on agiven criterion . T any case, the selection m ustbe the sam e foralldata centers,
0 determ Thistic criteria m ustbe follow ed or random  selections m ust be perform ed by a single node that
Jaterbroadcasts the result to the restof the system .

Tt is possible to determ Tne different reconciliation criteria based on m etadata Inform ation. O ne option



is to autom atically assign tim estam ps to updates and reconcile copies w ith the m ost rrcent w rite, as done
by Dynamo [16]. A clock synchronization protocol can be used while the network is up. A s network
partitions are usually brief, clocks w ill notnoticeably diverge and w illallow nodes to m ark theirw ritesets
w ith correct tim estam ps. This approach has as an advantage that it can be autom atized and perform ed
w ithouthum an Intervention: sarting from the lists of w ritesets fiom each data center; a unigue listcan be
built follow ing a chronological order. The resulting list incorporates all updates and resolves conflicting
w rites by prevailing m ore recent updates over olderones. Tin estam ps consttute a determ nistic criterion
forthe duplicated m asters and for the restof data centers. H ow ever; a highly scalable system m ay r=ceive
thousands of requests per second and the mile of the-m ostrecentupdate-w Iism ay notbe alw ays usefiil.

Another option form etadata-based reconciliation is to prevail som e updates over others regarding to
theirorigin. For this, different origins are given differentpriorities. The origin of an operation m ay be the
system node that perform ed the operation, the user thatm ade such a request, the geographical zone fiom
w hich the request cam e, etr. By including the origin nto the m etadata and com paring priorities in case of
divergence, a determ inistic choice can be m ade unless conflicting operations are of the sam e origin. Tn this
case, additonal criteria m ustbe follow ed.

Finally, reconciliation can be perfom ed considering only the operation itself. This requires a good
com prehension of the application sam antics, and thus it ishardly achievable w ithouthum an collaboration,
eitherfrom system adm histatorsorfrom the finalusers.

Th any case, for the users not o lose their confidence 1 the system , divergences m ust be detected
and reconciled as soon as possble, and the affected users, those that perform ed the aborted or discarded
operations, m ustbe prom ptly and accurately mform ed. O new ay ofm inin izing the nconveniences suffered
by users due to divergences caused by a crashed m asterand an outdated new m asteristo w ait forthe conect
application of a w ritesetata given num berof data centersbefore reporting the operation as successfirl to the
user. The higherthe num berof data centers updated before responding to users, the low erthe probability of
having to abortan already confirm ed operation. W hile this technique increases response tim es, it tolerates
m ore generalized failures w ith regard to the problem of the outdated new m aster: m ore data centers have
o crash to force the system o undo a confirm ed operation.

5 Conclusions

Eventual consistency is the usual consistency guarantee provided by scalable and highly available system s.
W e show thatitispossble to provide soonger levels of consistency 1n such system s, by partitioning the da-
tEbase and follow Ing the prim ary-ackup approach . Processor, causal and sequential levels of consistency,
asw ell as session consistency, are achievable during nom al fimctioning. Failires and netw ork partitions
pose three m ain related problem s: @) the possible divergence w hen a new m aster is selected to 1eplace a
crashed data center but its copy of the affected partition is notup-to-date, ) the propagation of updates
n case of netw ork partitions, and (€) the divergence entailed by m aster duplicity, w hen tw o data centers,
isolated from each other; actasm asters of the sam e partition . D uring failure orpartition situations, consis-
tency guarantees can be affected, but FIFO consistency isalw ays ensured. W e analyze all cases of failures
and netw ork partitions and propose solutions forrecovery and reconciliation .
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