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75plant tissues, rather than to changes in soil water content (Jones,
762004). This makes it difficult to use these probes in irrigation
77scheduling, especially in regulated deficit irrigation (RDI), where
78exposing plants to certain levels of stress promotes the accumula-
79tion of carbohydrates in fruits (González-Altozano and Castel,
802000).
81As an alternative to soil water content monitoring, some studies
82suggest that plant-based measurements offer higher precision in
83the application of irrigation water (Jones, 2004). Leaf water poten-
84tial (w), measured with a pressure chamber (Peretz et al., 1984), is
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ysis and multiple linear
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components account for
potential considered tem
variables, with a determ
models, ANNs presente
coefficient of 0.926) due

1. Introduction

Modern irrigated agriculture aims to maximize productio
while maintaining quality standards, keeping costs as low as pos
sible and preserving the environment. The development of bette
irrigation procedures is necessary to overcome present and futur
water restrictions arising from increasing demand and the limite
existing resources. So, improving water use efficiency is a crucia
issue for sustainable crop production. Precise irrigation schedulin
is necessary to achieve this goal. Therefore, the development o
more accurate scheduling approaches is essential to guarantee
sustainable water supply for optimal crop growing.

The development of different sensors and techniques to mon
tor climatic conditions, soil water content or plant water statu
has led to great advances in irrigation scheduling techniques (Alle
et al., 1998; Hanson et al., 2000; Goldhamer and Fereres, 2001
Dane and Topp, 2002; Intrigliolo and Castel, 2004; Jones, 2004
In most of these, soil water status is considered a key factor fo
planning irrigation doses (Campbell and Campbell, 1982).

Advantages of soil moisture monitoring include determinin
soil moisture depletion, adequacy of irrigation wetting, pattern
of soil moisture extraction due to root uptake of water and trend
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s to be a sensitive measure of plant water status. Nonetheless, it is a labou
d is not suited for automatic irrigation scheduling or control. This stud
artificial neural networks to estimate stem water potential from soil moistur
dard meteorological variables, considering a limited data set. The experimen
lina’ citrus trees grafted on ‘Cleopatra’ mandarin. Principal components ana
ression were used preliminarily to assess the relationships among observa
er models to allow a comparative analysis, respectively. Two princip
e systematic data variation. The optimum regression equation of stem wate
rature, relative humidity, solar radiation and soil moisture at 50 cm as inpu
tion coefficient of 0.852. When compared with their corresponding regressio
onsiderably higher performance accuracy (with an optimum determinatio
a higher input-output mapping ability.

� 2012 Published by Elsevier B.V

in soil moisture content with time during the irrigation seaso
(Hanson et al., 2000). Among the different techniques that allow
continuous measurement of the soil water content, the frequenc
domain reflectometry (FDR) probe, with multiple depth capac
tance sensors (Paltineanu and Starr, 1997; Fares and Polyako
2006), has so far shown excellent performance and is currently
widely used soil moisture sensor for field applications. Therefor
irrigation scheduling has been carried out using FDR measure
ments in recent studies (Mounzer et al., 2008a, 2008b). Howeve
optimization of irrigation scheduling using soil moisture sensor
requires accurate threshold values for individual crops in the con
sidered location. Thresholds for irrigation scheduling using so
water stress indicators are site-specific. Apart from this, there
no clear procedure for the determination of the thresholds. Man
plant physiological features respond directly to changes in th
k approach to the estimation of stem water potential from frequency domain
t. Electron. Agric. (2012), http://dx.doi.org/10.1016/j.compag.2012.12.001
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85 an optimum indicator of plant water status (Elfving et al., 1972;
86 Garnier and Berger, 1985; Améglio et al., 1999; González-Altozano
87 and Castel, 1999, 2000). Numerous studies (Choné et al., 2001;
88 Naor, 2006; Ortuño et al., 2006; Gasque et al., 2010) consider the
89 water potential measured in bag-covered (non-transpiring) leaves,
90 named stem water potential (wst), because it is a significant and
91 more reliable indicator of water status and early water deficit in
92 plants. Further, it offers less variability and seems to be well-re-
93 lated to tree and fruit growth and quality in a wide range of soils
94 and under different irrigation systems. So, wst is a useful and valu-
95 able tool for irrigation scheduling in fruit trees, and can be used to
96 set a threshold over which irrigation should be applied, both with
97 conventional irrigation, and with RDI strategies, allowing the sav-
98 ing of water without affecting the production or the quality of
99 the fruit.

100 Nevertheless, leaf and stem water potential are not easily mea-
101 surable, are not suited for automatic irrigation scheduling or con-
102 trol, and are destructive as well as time- and labour-consuming.
103 Moreover, it is not possible either to take measurements continu-
104 ously or to automate the data collection. Thus, the estimation of
105 leaf and stem water potential becomes a task of great importance,
106 as it can play a decisive role in the application of more efficient
107 scheduling strategies. Several authors have proposed models to
108 estimate these parameters. Steppe et al. (2008) proposed a meth-
109 odology to predict when and how much water is required by the
110 plant based on modelling stem water potential and continuous
111 measurements of sap flow and stem diameter variation. Santos
112 and Kaye (2009) applied near-infrared spectroscopy and multivar-
113 iate data analysis for the modelling and estimation of leaf water
114 potential in grapevines. Acevedo-Opazo et al. (2010) established
115 and tested a model to extrapolate pre-dawn leaf water potential
116 measured at a reference location to other unsampled locations
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150First, the relationships between stem water potential, soil mois-
151ture at different depths and the meteorological variables mean air
152temperature, wind speed, relative humidity and solar radiation are
153analyzed using Principal Components Analysis (PCA). In a second
154stage, the performance accuracy of multiple linear regression
155(MLR) and ANN models for estimating stem water potential is com-
156pared. The development of a general model that can be extrapo-
157lated and applied under a wide spectrum of conditions is beyond
158the scope of the present work.
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Pl
re
ing a linear combination of spatial ancillary information sources
d a reference measurement. Dzikiti et al. (2010) used remote
nsing spectral indices to predict leaf and stem water potential
r Satsuma mandarin trees subjected to different drought stress
gimes.
Artificial neural networks (ANNs) are connectionist informa-

n-processing systems inspired by the biological neural system,

18510

1862.1
187

188th
189co
190ap
191du
192

193er
194fo
195ce
19620
197fu
198ap

Tab
Ph

qap
th the capability to learn, store and recall information based
a given training data set. They are able to perform non-linear

apping of a multidimensional input space onto another multidi-
ensional output space, requiring no detailed information about
e system. As in biological systems, knowledge is acquired during
e learning process by adjusting the synaptic connections that ex-
between the neurons.
They are known to be efficient and less-consuming in the mod-

ing of complex systems compared with other mathematical
odels such as regression. So far, the application of ANNs in irriga-
n scheduling issues is very limited. Zakaluk and Ranjan (2007)
oposed a model to predict leaf water potential using RGB digital
ages. Capraro et al. (2008) developed a prediction model to
termine the irrigation time necessary to take the soil moisture
el up to a user-desired level. To our knowledge, ANNs have still
t been used to estimate stem water potential from soil moisture
d meteorological data. This paper describes a methodology
sed on ANNs to estimate stem water potential. In particular, this
rk describes two procedures to extract more effectively the

owledge contained in a data set, namely, a method to ensure
at the training and cross-validating sets are representative, and
‘leave one out’ (LOO) procedure to ensure a complete test scan
all data points. This is especially suited to dealing with limited
ta sets. The experimental data for the study correspond to a
mmercial orchard of ‘Navelina’ citrus trees grafted on ‘Cleopatra’
andarin.
ease cite this article in press as: Martí, P., et al. An artificial neural network appr
flectometry soil moisture measurements and meteorological data. Comput. Elec
Materials and methods

. Experimental setup

.1. Plot description and meteorological data
The experiment was carried out from July 2009 to October 2010
a commercial drip-irrigated plot of 1 ha in Senyera, Valencia

pain) (39�30N, 0�300W, 23 m a.s.l.) planted in 1982 with ‘Naveli-
’ orange trees (Citrus sinensis L. Osbeck) grafted on ‘Cleopatra’
andarin (Citrus reshni Hort.) at a spacing of 5 � 5 m.
The soil is deep sandy-loam with pebbles of alluvial origin.

cording to FAO-UNESCO (1988) and LUCDEME (2001), this soil
classified as Calcaric Fluvisol. Its physical properties are summa-
ed in Table 1. The most common probes usually provide volu-

etric values of these parameters, which depend on the soil
pe. The relationship between volumetric moisture and matric
tential is required for extrapolation and to carry out a compari-
n with other soils. Table 2 summarises the hydraulic properties
the soil, at depths of 10 cm, 30 cm and 50 cm, in accordance with
xton et al. (1986). Table 3 presents the relationships between
lumetric moisture and matric potential according to Campbell
974).
Five meteorological variables, namely mean air temperature T
), wind speed at two meter height U (ms�1), solar radiation Rs

m�2), air relative humidity RH (%) and effective precipitation
(mm) were recorded every 30 min by an automatic weather sta-
n of the Irrigation Technology Service (Valencian Institute for
ricultural Research) in Villanueva de Castellón, less than
00 m from the experimental plot.

.2. Irrigation scheduling
A Regulated Deficit Irrigation (RDI) treatment was conducted in

e experimental plot, seeking to cause wider wst ranges in the
nsidered trees. Accordingly, the RDI consisted of water reduction
plied from mid-July until the beginning of September, whereas
ring the rest of the year crop water demand was fully covered.
Crop evapotranspiration (ETc) was estimated by multiplying ref-

ence evapotranspiration (ETo) by a crop coefficient (Kc), obtained
r this location from Castel (2001) and which depends on the per-
ntage of shaded area in the plot. The crop coefficient was 0.59 in
09 and 0.54 in 2010. The theoretical irrigation dose (Id) to ensure
ll irrigation was calculated as Id = ETc–Ep. The irrigation strategy
plied during the period of study is shown in Table 4. These doses

le 1
ysical properties of the soil.

Parameter 10 cm 30 cm 50 cm

Sand 60 54 46
Clay 18 19 22
Organic matter (%) 0.90 0.80 0.70
Electrical conductivity (at 25 �C) (dS/m) 0.99 0.92 0.98
qap (g/cm3) 1.42 1.42 1.40

: Bulk density.
oach to the estimation of stem water potential from frequency domain
tron. Agric. (2012), http://dx.doi.org/10.1016/j.compag.2012.12.001

http://dx.doi.org/10.1016/j.compag.2012.12.001
Original text:
Inserted Text
1999

Original text:
Inserted Text
; 2000). 

Original text:
Inserted Text
(ψ

Original text:
Inserted Text
(39°3’ N, 0°30’ W, 

Original text:
Inserted Text
-1

Original text:
Inserted Text
-2

Original text:
Inserted Text
minutes 

Original text:
Inserted Text
(ET

Original text:
Inserted Text
(ET

Original text:
Inserted Text
(K

Original text:
Inserted Text
(I

Original text:
Inserted Text
=ET

Original text:
Inserted Text
-E



199 were established based on previous studies in the same orchard,
200 where a restriction of 40% during this period did not affect either
201 production or quality (Gasque et al., 2010).
202 The irrigation system consisted of a double line (1.8 m spaced)
203 of drip-irrigation with eight self-regulating drippers per tree with
204 an average flow of 7.4 L h�1 per dripper.
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2312.1.4. Tree water status measurements
232Midday stem water potential (wst) was measured weekly
233around 12 h (GMT) using a pressure chamber following the proce-
234dures described by Turner (1981). wst was measured on 4 leaves of
235the tree, 2 leaves at 2 different heights, (2/4 and 3/4 of the tree
236height) on the south quadrant of the tree, where the FDR probe
237was installed. The leaves had been wrapped in bags at least 2 h
238previously. Afterwards a mean value was calculated. During winter
239the measurement frequency was occasionally reduced to every
240fortnight.

2412.2. Input selection

242The complete data set consists of 46 data points corresponding
243to 46 weekly measurements between 17/07/2009 and 31/10/2010
244(Table 4). Moreover, the day of the year (J) was also considered.
245Data were arranged as a matrix of 46 weeks (in rows) by 10 vari-
246ables, namely T, U, RH, Rs, J, h1, h2, h3, h4 and wst (in columns).
247The individual values of these variables along the period of study
248are depicted in Fig. 2.
249PCA and step-wise MLR were used to study the relationships
250among observations and variables respectively, as well as to select
251the inputs to feed the models.

2522.2.1. Principal component analysis
253PCA is a useful technique for explaining the data variability of a
254matrix, as well as for the interpretation of relationships among
255observations and variables (Pearson, 1901; Jolliffe, 2002). It allows
256the identification of underlying correlation structures, often called
257l
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Table 2
Hydraulic properties of the soil (Saxton et al., 1986).

Reference 10 cm 30 cm 50 cm

hv (%) KH (mm/h) hv (%) KH (mm/h) hv (%) KH (mm/h)

Wilting point (�1500 kPa) 11.4 5.79E�08 12.0 1.60E�07 13.8 4.88E�07
Field Capacity (�33 kPa) 22.2 8.88E�04 23.9 2.90E�03 27.3 8.90E�03
Saturation (0 kPa) 46.4 35.11 46.5 29.28 47.1 20.81

hv: Volumetric moisture, KH: hydraulic conductivity.

Table 3
Relationship between volumetric soil water content and soil matric potential
according to Campbell (1974).

Depth (cm) Predictive equation r2 RMSE (kPa)

10 Wm = �0.457�(hv/hvs)�5.765 0.9997 11.37
30 Wm = �0.789�(hv/hvs)�5.573 0.9998 9.36
50 Wm = �1.379�(hv/hvs)�5.694 0.9998 8.26

Wm: Matric potential (kPa), hv: volumetric moisture (%), hvs: saturated volumetric
moisture (%).

Table 4
Deficit scheduling pattern adopted.

Restricted irrigation dose Data points Period

40% of Id 1–7 17/07/2009–13/09/2009
100% of Id 8–30 14/09/2009–30/05/2010
80% of Id 31–34 31/05/2010–11/07/2010
32% of Id 35–40 12/07/2010–30/08/2010
80% of Id 41–46 31/08/2010–31/10/2010

Id: irrigation dose.
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2.1.3. Soil water status measurements
The volumetric water content through the soil profile was mon

itored in continuous real time using a multisensor capacitanc
probe (ENVIROSCAN, Sentek Sensor Technologies) based on FDR
The probe was placed 25 cm from the emitter’s line inside a PV
access tube installed within the wetted area of the RDI trees to re
cord different dynamic variations and a wide range of soil wate
content within the zone covered by FDR sensors. The probe, in
stalled in the north side of the tree, presented sensors at 10, 3
50 and 70 cm depth (h1, h2, h3, and h4, respectively), where the firs
three sensors covered practically 90% of the active root system
(estimated during the installation of the probes). Fig. 1 shows
scheme of the probe installation and the measurement points.

The PVC access tube of the probe was installed carefully to en
sure good contact between the tube and the soil. The bottom of th
PVC access tube was plugged with a rubber bung to prevent wate
and water vapour entering the tube. The capacitance probe wa
properly installed within the active root system zone and the so
water distribution of the emitters was highly uniform.

Data were stored in a data logger and were transmitted vi
GPRS every 8 h to a central server which was permanentl
connected. The stored raw data were graphically displayed as vo
umetric water content. The probe was calibrated prior to installa
tion. The water content in each soil layer, expressed in mm, wa
calculated by multiplying the measured volumetric moisture con
tent by the thickness (m) of the corresponding soil layer (0.2 m)
Please cite this article in press as: Martí, P., et al. An artificial neural networ
reflectometry soil moisture measurements and meteorological data. Compu
latent variables. Ample literature can be found about its theoretica
fundamentals and applications (Pearson, 1901; Jolliffe, 2002
Jackson, 1991).

Data scaling to unitary variance is commonly applied prior t
PCA and is recommended if the variance is very different amon
variables. This avoids variables with the highest variance havin
an excessive influence on the components.

One criterion frequently applied to determine how many com
ponents should be extracted in order to model the data variabilit
is cross-validation (Diana and Tommasi, 2002; Krzanowski, 1987
Wold, 1978). It considers that one PC provides relevant informa
tion if it does not change significantly when several observation
are removed. This criterion is implemented in the software SIM
CA-P 10.0 (Umetrics AB, Malmö, Sweden) that was used to carr
out all the PCA models. This software uses the NIPALS algorithm
and considers that a certain component provides systematic infor
mation if the goodness-of-fit for that component obtained b
cross-validation, Q2, is higher than a certain threshold (Eriksso
et al., 1999).

Score plots with different combinations of PCs were visually in
spected in order to identify outliers. The distance of observations t
the PCA model was also checked.

2.2.2. Step-wise multiple linear regression
After the PCA analysis, step-wise MLR was applied to determin

the significance level of each independent variable and to fit
k approach to the estimation of stem water potential from frequency domain
t. Electron. Agric. (2012), http://dx.doi.org/10.1016/j.compag.2012.12.001
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282 predictive equation. The software Statgraphics plus 5.1 (StatPoint
283 Technologies Inc., Warrenton, VA, USA) was used to conduct all
284 the regression models.

285 2.3. Artificial neural networks

286 2.3
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306where xj is the input signal; wkj is the synaptic weight of neuron k;
307vk is the linear combiner or summing junction; bk is the bias; yk is
308the output of the neuron and u is the transfer function. This study
309considered two of the most common transfer functions: the hyper-
310bolic tangent sigmoid (tansig) and the logarithmic sigmoid (logsig)
311functions. If the output layer of the network has sigmoid neurons,
312th
313ne
314

315us
316tio
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318
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Fig. 1. Scheme of probe installation and measurement points.
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.1. Model description
In this work, multilayer feed-forward networks with back-prop-

ation are used. The back-propagation algorithm and its variants
e supervised training rules that involve an iterative procedure to
ove the weights along the negative gradient of the error function,
as to minimize the difference between the network’s output and

e desired target. In each step, errors are used as inputs to feed-
ck connections from which adjustments are made to the synap-

weights layer by layer in a backward direction. The weight
sociated with each connection is adjusted by an amount propor-
nal to the strength of the signal on the connection and the total

easure of the error. All ANN neurons used were configured on the
odel by Haykin (1999). The hidden and output neurons can be
athematically characterized with the following equations:

¼
Xn

j¼1

wkjxj þ bk ð1Þ

¼ uðvkÞ ð2Þ
ease cite this article in press as: Martí, P., et al. An artificial neural network appr
flectometry soil moisture measurements and meteorological data. Comput. Elec
en the output values are limited to a small range. So, linear output
urons were used.
The Levenberg-Marquardt algorithm (Marquardt, 1963) was

ed to train the networks as it is suitable to deal with ill-condi-
ned minimization problems. So, an approximation to the Hes-
n matrix is used in the Newton-like update:

1 ¼ xk � ½JT Jþ lI��1JT ek ð3Þ

ere l governs the step size and I is the unit matrix; J is the Jaco-
n matrix that contains first derivatives of the network errors
th respect to the weights and biases, and e is a vector of network
rors (Hagan and Menhaj, 1994; Hagan et al., 1996).

A risk of supervised learning is its tendency to over-fit the infor-
ation contained in the training data set if additional stopping cri-
ria are not considered, which can move on to a lack of
neralizability in the model (Prechelt, 1998). So, in order to avoid
er-fitting of the training data and hence to improve the general-
tion of the networks, the early stopping technique was used in

njunction with the training algorithm. To this end, training data
oach to the estimation of stem water potential from frequency domain
tron. Agric. (2012), http://dx.doi.org/10.1016/j.compag.2012.12.001
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series were divided into 2 groups: one for learning/parameter est
mation and one for cross-validation. According to this method
while the chosen error, the mean squared error, of the cross-valida
tion set was lower than its value in the previous iteration, th
training of the network proceeded; if not, the training was finished
The training parameters considered for the application of th
Levenberg-Marquardt algorithm can be found in Martí et a
(2011). These are default standard values for the current ANN con
figuration proposed by the software, Matlab version 7.4.0 (Matlab
2007).

Fig. 2. Individual v
2.3.2. ANN model design and implementation
h
r
-

361d
362l-
363able per interval. If not, the interval containing only 1 data point
364t
A ‘leave one out’ procedure (LOO) was applied by leaving eac
time only a single data point for testing, given that the numbe
of available training patterns is limited. With this method, it is pos
-
t
-
-

365r
366e
367l
368e
sible to scan the performance of the model throughout the com
plete data set (Fig. 3). Furthermore, it makes it possible to extrac
more effectively the knowledge contained in the available data ser
ies, as it considers at each stage the smallest test set size to evalu
Please cite this article in press as: Martí, P., et al. An artificial neural networ
reflectometry soil moisture measurements and meteorological data. Compu
ate the model performance. Nonetheless, the smaller the test set
considered are, the more stages (training-test processes) are in
volved in the LOO procedure, with a subsequent rise in computa
tional costs. In this case, 46 training, cross-validating and tes
data sets were defined.

In order to perform a suitable learning process, a representativ
collection of input-output examples must be included in the train
ing and cross-validating data sets. To ensure this representative
ness inside a limited set of patterns, training and cross-validatin
data were assigned as follows at each LOO stage. Excluding the tes
point, the 45 available patterns were sorted according to a
increasing range of wst. Afterwards, the total wst range was divide
into 5 equally spaced intervals, if at least 2 data points were avai

s of measured variables.
was widened until it contained 2 points (reaching the neares
one to the initial point). One pattern was randomly selected pe
interval and the rest, until the assigned cross-validating percentag
was completed, were randomly selected from 2 of the centra
intervals (those with a higher number of points). The rest of th
k approach to the estimation of stem water potential from frequency domain
t. Electron. Agric. (2012), http://dx.doi.org/10.1016/j.compag.2012.12.001
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Pl
re
tterns were used for the application of the training algorithm.
e random assignment of the cross-validation data is represented
Fig. 4. In this case, 12.5% of the total was used for cross-validat-

g. This size lies in the usual range of many ANN applications.
rger cross-validation data sets would involve an excessive drop
the number of training patterns, which might not be enough

r proper application of the training algorithm.
All source data were scaled, which is common practice in ANN

odelling, preventing and overcoming the problems associated
th extreme values and markedly different orders of magnitude
tween variables. The assignment of the intervals [�1, 1] and
, 1] for tansig and logsig activation functions, respectively, might

it the extrapolation ability of the ANN, because they involve a
turation of the neuron output range. With these intervals, the
ural network cannot produce output values beyond the maxi-
um considered in the data set. Therefore, two different intervals
re assigned for each activation function, namely [�0.9, 0.9] and
0.8, 0.8] for the tansig function as well as [0.05, 0.95] and
.1, 0.9] for the logsig function. Outputs were returned to their
iginal values after the simulation. Accordingly,

¼ ðUx � uxÞ � xþ ðMx � ux �mx � UxÞ
Mx �mx

ð4Þ

ere xs is the scaled variable; x is the original variable; Mx repre-
nts the maximum value of the original sample; mx represents the
inimum value of the original sample; Ux is the maximum value

Fig. 3. Scheme of ‘leave
ease cite this article in press as: Martí, P., et al. An artificial neural network appr
flectometry soil moisture measurements and meteorological data. Comput. Elec
For each data set configuration of the LOO stage, different archi-
ctures were trained and tested. Each time, the adopted procedure
owed for the selection of the optimum architecture from a set
at considered up to s hidden layers with 1 to n neurons each,
ere the different hidden layers always presented the same num-

r of neurons. Further, each architecture was trained t times to
ercome the influence of the initial random assignment of the
ights and biases, ensuring the reliability of the estimates. Only
e hidden layer was considered, due to the high number of study
ses derived from the LOO procedures. This is common practice in
any ANN applications. The maximum number of neurons per
er and the number of repetitions were fixed at 20 each. As there

no clear and definitive methodology to deal with the optimum
chitecture selection in the ANN community, this is usually based

a trial and error process. Within each architecture, the program
lects the repetition that provides the best performance of the
ss-validation set. Afterwards, the best ANN repetition of each

chitecture is tested. Finally, the optimum architecture is selected
m the analysis of the errors obtained in the 3 data sets, seeking a

nfiguration with high generalizability.

. Model evaluation

Different error parameters were calculated to assess the perfor-
ance accuracy of the proposed methods. Statistical analysis
oach to the estimation of stem water potential from frequency domain
tron. Agric. (2012), http://dx.doi.org/10.1016/j.compag.2012.12.001
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results are shown in terms of the mean squared error (MSE), t
penalize large errors more than small ones, the mean absolute er
ror (MAE), the relative root mean squared error RMSE, to introduc
a relative measure of the error, and the determination coefficien
(r2), obtained according to equations 5, 6, 7 and 8, respectively,
being the actual value of wst and x̂i the estimation, while rxi

an

Fig. 4. Implementation
rx̂i
are the standard deviations of the observed and predicted wst

values, respectively. The units of MSE and MAE are MPa2 and
MPa, respectively.

MSE ¼ 1
n
�
Xn

i¼1

ðxi � x̂iÞ2 ð5Þ

RMSE ¼ 1
�̂x
� 1

n
�
Xn

i¼1

ðxi � x̂iÞ2
 !0:5

ð6Þ

MAE ¼ 1
n
�
Xn

i¼1

jxi � x̂ij ð7Þ

r2 ¼ n
P

xix̂i � ð
P

xiÞð
P

x̂iÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nð
P

x2
i Þ � ð

P
xÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nð
P

x̂2
i Þ � ð

P
x̂iÞ2

q
0
B@

1
CA

2

ð8Þ

The MSE was also used as the performance function for the
application of the training algorithm. This function was chosen be-
cause it is a non-negative, differentiable function, because of its
statistical properties, and because it is better understood than
other measures.

3. Results and discussion

The characteristics of the first 4 principal components are
shown in Table 5. R2

X is the proportion of the data variance ex-
plained by a given component. The threshold Q2 value to consider

Please cite this article in press as: Martí, P., et al. An artificial neural networ
reflectometry soil moisture measurements and meteorological data. Compu
he cross-validation data set.

Table 5
PCA performance indicators.

PC R2
X Cumulative R2

X
k Q2

Q2
limit

1 0.458 0.458 4.58 0.337 0.111
2 0.215 0.673 2.15 0.213 0.12
3 0.107 0.780 1.07 �0.232 0.131
450the component as relevant is also shown. In order to check if the
451results of Table 5 are conditioned by influential observations, dif-
452ferent score plots were inspected, but no outliers appear with
453anomalous high scores. Although the first 4 components explain
45486.9% of the total data variance, only the first two principal compo-
455nents (PC1 and PC2) satisfy the cross-validation criterion because
456their Q2 values are higher than the threshold considered by the
457software. PC1 is the linear combination of the original variables
458and explains the highest amount of the total data variability. In this
459case, PC1 explains 45.8% of the total data variance, while PC2 ex-
460plains 21.5%. Another criterion often applied in PCA is to focus
461attention on those PCs with an eigenvalue higher than 1. Based
462on this criterion, PC3 might be regarded as a relevant component
463too. However, PC3 does not satisfy the cross-validation criterion,
464and therefore it is more convenient to focus only on PC1 and PC2.
465The projections of individuals over PC1 and PC2 are usually
466called t[1] and t[2] scores, respectively. Fig. 5 shows the projections
467over the directions determined by PC1 and PC2. This figure shows
468that one observation is out of Hotelling’s T2 ellipse considering a
469significance level of 0.05. This result indicates that this point pre-
470sented a slightly different performance from the rest. Taking into
471account that the multivariate model that best describes the data
472variability is based on PC1 and PC2, it is of interest to check if
473any point might be regarded as an outlier according to this model.
474For this purpose, the distances of observations to the model with

4 0.0889 0.869 0.889 �0.271 0.145

Eigenvalue (k), goodness-of-fit (R2
X ), cumulative values, goodness-of-fit by cross-

validation (Q2) and threshold value.

k approach to the estimation of stem water potential from frequency domain
t. Electron. Agric. (2012), http://dx.doi.org/10.1016/j.compag.2012.12.001
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475 two principal components were obtained, as shown in Fig. 6. Con-
476 sidering a significance level a = 0.05, there is a pattern (28) with a
477 distance slightly greater that the critical threshold calculated by
478 the software. At a = 0.01, this point still appears as a slight outlier.
479 Nevertheless, this pattern was not excluded from the data set, be-
480 cause this abnormal performance is only very slight (i.e. a value
481 that results in a frequency <1%).
482 In order to evaluate possible relationships among variables,
483 Fig. 7 shows the loading plot of the first two components. Loadings
484 are the weights or contributions of variables in the formation of a
485 given component. As observed, h2, h3 and h4 appear very close to
486 each other and could therefore be correlated. On the other hand,
487 h1 lies clearly apart from the former ones considering PC1. A pos-
488 sible reason for this might be a higher variation in the h1 values be-
489 cause the moisture sensor is very close to the surface, where soil
490 water content changes are more marked and fluctuating.
491 Understanding the correlation structure of the input variables is
492 important for correct interpretation of the MLR results. Table 6 pre-
493 sents the correlation coefficients (above the main diagonal) and p-
494 values (below the diagonal) within the considered variables. These
495 results confirm that the correlation within h2, h3 and h4 is high and
496 statistically significant, with correlation values ranging from 0.891

497(h2–h4) to 0.983 (h3–h4), always with p-values <0.0001. h1 and h2

498are also correlated, but considerably less than the former ones
499(r = 0.677, p < 0.0001). This confirms the conclusions drawn from
500the loading plot. Attending to wst, the most important correlations
501were detected between wst � T (r = �0.461, p = 0.001), and between
502wst � hi (for h1, r = 0.428, p = 0.003, for h2, r = 0.811, p < 0.0001, for
503h3, r = 0.879, p < 0.0001, for h4, r = 0.860, p < 0.0001), where h3

504appears as the most correlated one. Finally, additional correlations
505were detected between temperature-relative humidity (r = �0.598,
506p < 0.0001), temperature-solar radiation (r = 0.756, p < 0.0001) and
507relative humidity-solar radiation (r = �0.805, p < 0.0001), which
508makes sense according to their physical meaning.
509Next, step-wise MLR (forward and backward) was applied to
510determine if wst is correlated with the aforementioned input vari-
511ables. This analysis revealed that the optimum predictive equation
512of wst considered temperature, relative humidity, solar radiation
513and soil moisture h3 as input variables. In parallel, three additional
514equations (Table 7) were obtained replacing, respectively, h3 by an-
515other depth hi of the moisture sensors in the optimum input com-
516bination to find whether the differences in their performance
517accuracies are important or not. All regression coefficients of the
518best predictive equations are statistically significant, except pd in

Fig. 5. Score plot of PC1 – PC2 (t2 vs. t1) with Hotelling’s T2 ellipse at a = 0.05.

uilt w

of PC1 and PC2.
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Table 6
Correlation matrix of the input variables considered. Correlation coefficients are in

T Rs U RH h1

T 0.756 �0.078 �0.598 �0
Rs <0.0001 0.043 �0.805 �0
U 0.607 0.775 �0.158 �0
RH <0.0001 <0.0001 0.294 0
h1 0.27 0.144 0.898 0.032
h2 0.006 0.310 0.539 0.248 <0
h3 0.003 0.413 0.719 0.420 0
h4 0.023 0.889 0.690 0.720 0
J 0.123 0.975 0.897 0.400 0
wst 0.001 0.498 0.263 0.133 0

Variables: stem water potential (wst), temperature (T), solar radiation (Rs), relative
moisture at 50 cm (h3), soil moisture at 70 cm (h4).

Table 7
Predictive equations of stem water potential according to different soil moisture d

hi Considered Predictive equationa

– wst = �0.97459 � 0.00059T2 + 0.00048Rs � 0.06119U
h1 wst = �1.28074 � 0.02373T + 0.00051Rs + 0.00047h2

1
2

h1 (by 0.016) and pc in h2 (by 0.018). However, these variables were
included because they are not significant by a very small amount
and because these two models are only presented to carry out a
comparison with the optimum ones, those relying on h3 and h4.
This table also presents the statistical indicators corresponding to
the associated estimations. For each equation it was checked that
residuals followed an approximately normal distribution and no
outliers were detected, in agreement with the PCA results. The
models which consider h3 and h4 present similar performance
accuracy (0.852 vs 0.832 in the r2 and 0.081 vs 0.087 in the RMSE,
respectively). The consideration of h2 instead of the former ones in-
volves a decrease in accuracy of 0.07–0.09 in the r2, 0.00390-
0.00506 in the MSE, 0.0143–0.0229 in the MAE and 0.015–0.021
in the RMSE in comparison to h4 and h3. The performance of the
model that considers h1 is unacceptable, with an r2 of 0.436 and
an RMSE of 0.159. This is mainly due to a low h1 – wst correlation.
As stated before, h1 values might present higher variability than
the records of the other sensors, due to its proximity to the soil sur-
face, which could explain this clearly lower correlation. Accord-
ingly, the consideration of h3 or h4 might be preferable to h1 and
h2 as more reliable indicators of the real soil water content avail-
able for the tree. Although the h3 – wst correlation is slightly higher
than between h4 – wst, h4 might be as valid as h3 for developing the
MLR model, because both coefficients are very similar. Finally, a
model relying exclusively on all meteorological parameters was
also obtained. The regression coefficient of the wind speed is not
statistically significant (by 0.026). The coefficient of the relative
humidity was not considered, because it is not significant by a very
large amount. Nevertheless, this equation was included to make

h2 wst = �2.67028 � 0.00029T + 0.00430RH + 0.00051Rs + 0.0
h3 wst = �2.39467 � 0.00021T2 + 0.00493RH + 0.00045Rs + 0.0
h4 wst = �2.09284 � 0.00024T2 + 0.00454RH + 0.00039Rs + 0.0

pb pc pd pe

– <0.0001 0.003 0.036 –
h1 <0.0001 0.003 0.016 –
h2 0.001 0.018 0.001 <0.
h3 0.003 0.001 <0.0001 <0.
h4 0.001 0.004 0.002 <0.

a Variables: stem water potential, wst (MPa), temperature, T (�C), solar radiation, Rs (
soil moisture at 30 cm, h2 (mm), soil moisture at 50 cm, h3 (mm), soil moisture at 70

b p-Value associated with the first variable appearing in the equation.
c p-Value associated with the second variable in the equation.
d p-Value associated with the third variable.
e p-Value associated with the fourth variable.

Please cite this article in press as: Martí, P., et al. An artificial neural networ
reflectometry soil moisture measurements and meteorological data. Compu
ted above the main diagonal, and p-values below the diagonal.

h2 h3 h4 J wst

�0.400 �0.424 �0.334 0.230 �0.461
�0.153 �0.124 �0.021 �0.005 �0.102
�0.093 �0.054 0.060 �0.020 �0.169

0.174 0.122 0.054 �0.127 0.225
0.677 0.434 0.426 �0.319 0.428

1 0.912 0.891 �0.316 0.811
<0.0001 0.983 �0.299 0.879
<0.0001 <0.0001 �0.328 0.860

0.032 0.044 0.026 �0.328
<0.0001 <0.0001 <0.0001 0.026

idity (RH), wind speed (U), soil moisture at 10 cm (h1), soil moisture at 30 cm (h2), so

s and associated statistical parameters.
548evident the performance improvement achieved when considering
549h3 or h4 (or even h2), i.e., information about the soil moisture at
550root level.
551Finally, seeking more meaningful and accurate MLR models, five
552new input variables were studied, namely vapour pressure deficit
553(VPD), which is a function of RH and T, the accumulated moisture
554values h2–h3 and h2–h3–h4, and the mean moisture values of h2–h3

555and h2–h3–h4. Nevertheless, none of these models improved the
556accuracy of the optimum input combination presented in Table 7.
557According to these results, only the best two combinations of
558inputs, namely T, RH, Rs and h3, and T, RH, Rs and h4, were consid-

3928h2

3170h3

3920h4

r2 MSE (MPa2) MAE (MPa) RMSE

0.412 0.03493 0.1446 0.162
0.436 0.03343 0.1425 0.159

0001 0.766 0.01386 0.0910 0.102
0001 0.852 0.00880 0.0681 0.081
0001 0.832 0.00996 0.0767 0.087

W/m2), relative humidity, RH (%), wind speed, U (m/s), soil moisture at 10 cm, h1 (mm),
cm, h4 (mm).

Fig. 8. Scheme of ANN configurations tested (where hi can be h3 or h4).

k approach to the estimation of stem water potential from frequency domain
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559 ered to feed the neural network models (Fig. 8). Another alterna-
560 tive might have been to feed the ANNs with the scores of the sig-
561 nificant principal components. Nevertheless, this study aims to
562 find the most significant input variables to estimate wst and to
563 compare the corresponding MLR and ANN models. These models
564 might be applied by future users more easily. The error parameters
565 corresponding to the four cases defined in the methods section (2
566 activation functions and 2 scaling intervals) are summarised in
567 Table 8. Within configurations considering h3, the logsig activation
568 function enables a better performance (r2 between 0.902 and
569 0.926) than the tansig function (r2 around 0.883). Moreover, data
570 scaling in the interval [0.05,0.95] seems preferable to the interval
571 [0.1, 0.9], although accuracy differences are more slight than before
572 (only 0.024 in the r2, 0.00100 in the MSE, 0.0032 in the MAE and
573 0.005 in the RMSE). On the other hand, the performance differ-
574 ences within the configurations considering h4 are lower. Logsig
575 and tansig functions provide similar performances, ranging be-
576 tween 0.871 and 0.890 of r2 in the former, and between 0.883
577 and 0.897of r2 in the latter. The same conclusions can be drawn
578 on the basis of the error parameters.
579 The optimum h4 configuration corresponds to the logsig trans-
580 fer function and the [0.1, 0.9] scaling interval, while the optimum

581h3 configuration corresponds to the logsig function and the
582[0.05, 0.95] interval. Comparing these configurations, the ANN fed
583with the h3 input provides greater accuracy than the ANN fed with
584the h4 input (with improvements of 0.029 in the r2, 0.00122 in the
585MSE, 0.0133 in the MAE and 0.007 in the RMSE), in agreement with
586the regression results. Finally, comparing regression models with
587their corresponding neural network optimum configurations,
588ANN estimations present considerably better indicators than
589regression estimations. Within models fed with h3, ANNs involve
590an improvement of 0.074 in the r2, 0.00377 in the MSE, 0.0178 in
591the MAE and 0.019 in the RMSE. Within models fed with h4, ANNs
592involve an improvement of 0.065 in the r2, 0.00371 in the MSE,
5930.0131 in the MAE and 0.018 in the RMSE. This is due to the higher
594mapping ability of the neural networks.
595The optimum number of hidden neurons per stage of the LOO
596process (per test data point) is represented in Fig. 9. Here, two
597cases are considered: the optimum model (ANN with logsig trans-
598fer functions in the hidden neurons, scaled in the interval
599[0.05, 0.95] and fed with h3 data) and the average results of the 8
600cases considered in Table 8. The optimum number of hidden neu-
601rons presents a fluctuating trend in the former case, in general with
602a rather high (more than 13) or low (less than 8) number of neu-

Table 8
Statistical parameters of ANN models performed.

Depth considered Activation function Range scaling r2 MSE (MPa2) MAE (MPa) RMSE

h3 Tansig [�0.9, 0.9] 0.883 0.00709 0.0605 0.073
[�0.8, 0.8] 0.884 0.00700 0.0616 0.072

Logsig [0.05, 0.95] 0.926 0.00503 0.0503 0.062
[0.1, 0.9] 0.902 0.00603 0.0535 0.067

h4 Tansig [�0.9, 0.9] 0.890 0.00664 0.0620 0.071
[�0.8, 0.8] 0.871 0.00766 0.0717 0.076

Logsig [0.05, 0.95] 0.883 0.00711 0.0648 0.073

(h3)
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Fig. 9. Comparison between selected architectures of the optimum model
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and mean number of hidden neurons in the 8 ANN configurations.
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rons. By contrast, the number of optimum hidden neurons range
in general between 7 and 12 in the mean case. Accordingly, a max
imum of around 12 neurons might be enough to reach a suitabl
input-output mapping.

Finally, Fig. 10 shows a comparison between ANN and regres
sion estimations using the models fed with h3 and h4 input
respectively. The two figures on the left side correspond to th
models fed with h3 (sensor at 50 cm depth) and the other two fig
ures on the right side correspond to the models fed with h4 (senso
at 70 cm depth). Attending to the figures on the left side, the AN
estimations present lower dispersion than regression estimation
Further, regression and ANN estimations seem to present sepa
rately a similar accuracy within all wst ranges. Finally, estimation
do not show a clear trend in terms of over-/underestimation. Th
figures on the lower side present the same estimations throughou
the year. Nevertheless, it is difficult to find a relationship betwee
the accuracy of the models and the day of the year or wst rang

Fig. 10. Comparison of regre
Attending to the figures on the right side, the estimations obtained
using the models fed with h4 inputs present the same trends as the
model relying on h3.

A robust methodology for dealing with wst estimation was pre-
sented, particularly adapted to deal more effectively with limited
data sets. The present experimental data set allows no generaliza-
tion of the proposed models for other conditions. It also does not
allow conclusions to be drawn on the physical relationships be-
tween the studied variables. So, the study should be regarded as
a first step approach presenting a promising modelling tool in this
field. Further research should analyze these relationships consider-
ing a data set that allows for generalization of the physical
relationships encountered and/or for estimation under other con-
ditions. An accurate ANN-based model, combined with a system
providing remote downloaded FDR measurements could be used

650-

Please cite this article in press as: Martí, P., et al. An artificial neural networ
reflectometry soil moisture measurements and meteorological data. Compu
to obtain wst values more directly without the need for time- an
labour-consuming measurements, allowing automation of (est
mated) wst data collection. Hence, generally, when properly traine
with a representative dataset, the ANN-based approach might b
used to provide wst values from automated FDR and meteorologica
measurements as part of a decision-support aid to achieve mor
efficient irrigation scheduling.

4. Conclusions

An ANN-based approach was applied to estimate stem wate
potential from soil moisture data at different depths and standar
meteorological variables. This approach was adapted to deal effec
tively with a limited data set. Prior to ANN application, PCA an
MLR were used to study the relationships between observation
and variables, as well as to select the inputs to feed the model
Two principal components account for the systematic data varia
tion. The optimum predictive equation of w considered tempera

n and ANN models’ performance.
st

651ture, relative humidity, solar radiation and soil moisture at 50 cm
652as input variables. The performance of the ANN models confirmed
653the conclusions drawn from the regression analysis. Compared
654with their corresponding regression models, ANNs presented
655considerably higher performance accuracy, due to a higher input-
656output mapping ability. The accurate mapping between the con-
657sidered input and target variables, combined with an accurate soil
658moisture monitoring setup can be used as a decision-support aid to
659achieve more efficient irrigation scheduling.
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