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Abstract

This paper introduces Elastic Cloud Computing Cluster (EC3), a tool that creates elastic
virtual clusters on top of Infrastructure as a Service (IaaS) Clouds. The clusters are
self-managed entities that scale out to a larger number of nodes on demand, up to a
maximum size specified by the user. Whenever idle resources are detected, the clusters
automatically scale in, according to some predefined policies, in order to cut down the
costs in the case of using a public Cloud provider. This creates the illusion of a real
cluster without requiring an investment beyond the actual usage. Two different case
studies are presented to assess the effectiveness of an elastic virtual cluster. The results
show that the usage of self-managed elastic clusters represents an important economic
saving when compared both to physical clusters and to static virtual clusters deployed
on an IaaS Cloud, with a reduced penalty in the elasticity management.
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1. Introduction

The usage of clusters of PCs as a computing facility is currently widespread in the
scientific community. In the last years, the success of this computing platform, either
for High Performance Computing (HPC) or for High Throughput Computing (HTC) has
been unparalleled. However, one of the main drawbacks of these computing platforms
is the relatively large upfront investment together with the maintenance cost. For small
and medium-sized research groups or organizations the purchase of such an equipment
might represent an important cost.

Traditionally, virtualization was not considered as a viable option for HPC, mainly
due to the overhead costs in I/O and network devices. However, the major improvements
in hypervisor technologies have paved the way for Cloud computing to rise as a paradigm
where resources (in the shape of virtual machines (VM), network, storage capacity, etc.)
can be dynamically provisioned and released on a pay-as-you-go basis [1]. This is the
case of public Infrastructure as a Service (IaaS) Cloud providers such as Amazon Elastic
Compute Cloud (EC2) or Rackspace.
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In a previous work [2] we concluded that, in some cases, it is interesting to deploy
a virtual cluster instead of a physical one. A virtual cluster in an IaaS provider is able
to get a competitive performance per price rate, but also gets important benefits from
the Cloud provider such as reducing the administration costs (both personnel costs and
maintenance of equipments), avoiding hiring or buying the physical building to host
the infrastructure, avoiding the upfront investments in hardware, cooling systems, etc.
Therefore, deploying a cluster in the Cloud can also inherit these advantages.

However, clusters are generally not used at 100% of its capacity during their lifetime
[3]. The total lifetime of a cluster can be divided into two parts: the time while the cluster
is calculating (Tc) and the time when the system is idle (Ti). In a Cloud environment
it would be adequate to stop the VMs while they are not being used and pay only for
Tc. The idea is similar to what is currently done with energy saving techniques in a
datacenter, where physical nodes are dynamically powered on and off in order to reduce
energy consumption while maintaining the required level of service. However, whereas
for Green computing the aim is to save energy, for Cloud computing the main aim is to
save money (in the case of public Cloud providers). In this case, the Green computing
techniques seem to be suitable for creating elastic clusters in an IaaS cloud deployment.

This article proposes the combination of Green computing, Cloud Computing and
HPC techniques to create Elastic Cloud Computing Cluster (EC3), a tool that creates
elastic virtual clusters on top of IaaS Clouds. EC3 creates elastic cluster-like infras-
tructures that automatically scale out to a larger number of nodes on demand up to a
maximum size specified by the user. Whenever idle resources are detected, the cluster
dynamically and automatically scales in, according to some predefined policies, in or-
der to cut down the costs in the case of using a public Cloud provider. This creates
the illusion of a real cluster without requiring an investment beyond the actual usage.
Therefore, this approach aims at delivering cost-effective elastic Cluster as a Service on
top of an IaaS Cloud.

The remainder of the paper is structured as follows. First, section 2 describes the
related work and the main contributions of EC3 to the state-of-the-art. Later, section
3 details the architecture and implementation details of EC3. Then, section 4 describes
two case studies to demonstrate the functionality of EC3 both in the case of a stable
cluster and in the case of an ad-hoc cluster for a specific application. Finally, section 5
concludes the paper and points to future work.

2. Related Work

This work encompasses the dynamic deployment of virtual elastic clusters on the
Cloud. Regarding the creation of clusters in the Cloud, some works such as [4], [5]
and [6] have analyzed architectures, algorithms and frameworks to deploy HTC clusters
over private, public and hybrid Cloud infrastructures. In [4] the authors analyze the
performance of virtual clusters deployed on top of hybrid Clouds obtaining good results
that demonstrate the feasibility of these kind of deployments. The work by Wei et al
[5] is focused on algorithms to deploy VMs over a set of physical resources in the most
efficient way trying to obtain the best performance on the virtual cluster. In [6], the
authors try obtain the best resource allocation solution for a set of virtual clusters from
different users with different job features. However, none of them deals with the elastic
adaptation of the cluster size to the workload submitted by their users.
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In [7, 8], the Nimbus toolkit is employed to implement and evaluate an elastic site
manager, which dynamically extends existing physical clusters based on Torque with
computational resources provisioned from Amazon EC2 according to different policies.
A similar approach is employed in [9], where the benefits of using Cloud computing to
augment the computing capacity of a local infrastructure are investigated, but no details
about the underlying technologies are given.

The standard distribution of Hadoop [10] includes a utility to create a virtual cluster
in the Amazon EC2 infrastructure, managed by the Hadoop middleware. The utility
powers on the master virtual machine, using a pre-defined Amazon Machine Image (AMI)
and creates the computing nodes using another AMI, performing the required network
configuration. It is possible to add new computing nodes to the running cluster. However
there is no additional support to remove the nodes from the Hadoop cluster. Finally,
when the cluster is no longer needed, it is immediately terminated in order to free the
allocated resources. ViteraaS [11] allows creating virtual clusters on hybrid Clouds. This
software enables the submission of jobs that need to be run in a cluster to the system.
The middleware creates a cluster to fit the job and manages the execution of the job.
The main problem is that ViteraaS does not allow the user to remotely access the cluster.
Instead, ViteraaS is devoted to execute jobs as done in classic Grid approaches without
providing access to a cluster. StarCluster [12] enables the creation of a Sun Grid Engine
based cluster in the Amazon EC2 infrastructure, following a predefined configuration of
applications (Sun Grid Engine, OpenMPI, NFS, etc.). It includes a plugin system that
enables the user to add new elements to be installed on the cluster nodes, but the VMs
are based on a pre-defined Amazon AMI. As it happens with Hadoop, the creation of the
cluster is made from a User Interface (UI) that connects to EC2 and starts the instances,
prepares the network, configures the middleware, etc. Along with StarCluster a plugin
called Elastic Load Balancer [13] has been developed that is able to grow and shrink the
cluster according to the length of the cluster’s job queue. The caveat of this plugin is
that it requires the StarCluster UI to be connected to the Cloud infrastructure, in order
to create and destroy the VMs. Thus, any failure on the UI results in the loss of control
of the elasticity capabilities of the cluster.

In the case of commercial solutions we can find different approaches to create virtual
clusters. One example is IBM Platform Dynamic Cluster [14] that aims at partitioning
the owned resources to deliver each user a custom cluster with specific features by using
virtual machines. This is different from common clusters where any application or library
is installed on every node and is available for every user, and it is sometimes hard for
administrators to install different applications or libraries at the same time. The virtual
machines ease this situation and enable user activity isolation. The drawback in this
case is that this product is oriented to manage on premise infrastructures and cannot
be connected to commercial Cloud providers. Another example of commercial solutions
is CycleCloud [15] that is a service provided by CycleComputing that deploys virtual
clusters, but it is restricted to Amazon EC2. This service provides the user with a virtual
cluster based on SGE, Torque or Condor where a subset of popular scientific applications,
offered by CycleCloud, are installed. The user is able to manage the virtual nodes using
a web interface, and it is possible to configure the cluster so that it is automatically sized
based upon pending jobs.

The summary is that several solutions have appeared for different environments, but
there is no general framework that enables the creation and management of elastic clus-
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ters in general IaaS deployments. Moreover (i) most of them provide a virtual cluster
that comprises a fixed number of nodes; (ii) each of the solutions is oriented to a spe-
cific LRMS since they take advantage of the individual features of such implementation;
and (iii) most of them are oriented to Amazon EC2 and do not consider other public
IaaS deployments, or even on-premise Cloud deployments (e.g. based on OpenNebula,
OpenStack, Eucalyptus, etc.).

The main advantage of our approach consists in the development of a generic frame-
work to create and manage elastic clusters that dynamically adapt to the current work-
load. The deployed clusters turn into self-managed entities where elasticity is handled
from the cluster itself, without requiring external entities to monitor and act upon the
cluster. In this way, a cluster on a Cloud dynamically shrinks and grows according to pre-
defined policies without human intervention. In addition, the tool seamlessly harnesses
resources from public and on premise Clouds.

3. EC3: Elastic Cloud Computing Cluster

It is important to point out that the user experience should be maintained regardless
of the cluster being physical or virtual, i.e., the user should be unaware that the virtual
cluster is actually formed on top of a virtual infrastructure that dynamically adapts (by
increasing and decreasing the number of nodes) to the cluster workload. The user is
provided with a remote secure shell as the entry point to the cluster.

We have previously stated that it could be an important investment to move a cluster
to a Cloud. Nevertheless, the usage of Green computing techniques in a Cloud can
alleviate the cost involved in deploying and maintaining the cluster. This is achieved
by introducing the concept of virtual elastic cluster, which automatically fires up and
down virtual machines depending on the workload. This provides the user with the
illusion of a real infrastructure at a fraction of its cost in the case of using a public
IaaS Cloud provider. Virtual elastic clusters are also interesting for on-premise Cloud
infrastructures as they may be used to partition a real cluster into smaller ones with
specific features (Operating System, applications, libraries, etc.) that are delivered to
specialized users such as scientists. In this case the elasticity is applied to multiplex the
real infrastructure, and being able to show an aggregated number of nodes greater than
it actually is. Such case assumes that the clusters are not being simultaneously executed
using the total amount of nodes. Otherwise the risk of overcommiting will arise, but its
impact is reduced if we consider that the servers are not working at 100% all the time.

Anyway it is crucial to introduce trade-off strategies that consider the orthogonal
criteria of both reducing the idle nodes and reducing the waiting time of the users to the
resources. The aim of this work is to combine transparency for the end users and ease of
administration for the sysadmins. The sysadmin should only specify the maximum size
of the cluster and delegate on automatic mechanisms to scale in and scale out the cluster
depending on the current workload. As an advanced functionality, the sysadmin might
indicate the precise software configuration to be available on each node of the cluster.
The underlying system is responsible for deploying the infrastructure and the installation
and configuration of the libraries, applications and required middlewares. The resulting
system becomes autonomous and self-managed, increasing and decreasing the number of
computational nodes according to the usage rates.
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The following subsection describes the components employed to create the architec-
ture required to deploy virtual elastic clusters on a Cloud.

3.1. Virtual Infrastructure Deployment

The deployment of a virtual elastic cluster broadly requires two tasks. Firstly, the
virtual infrastructure must be deployed, which results in a fully configured cluster running
on top of virtualized resources. Secondly, an elasticity manager must be included in the
cluster in order to self-manage the elasticity rules to provision and release computational
nodes on demand.

In order to deploy the virtual cluster (first task), we rely on previously developed
components that help to deploy a virtual infrastructure on top of a Cloud. Even though
these component are detailed in [16], we provide a concise description for each of them
here for the sake of completeness.

• VMRC (Virtual Machine image Repository and Catalog). This system is used to
find a suitable Virtual Machine Image (VMI) that accomplishes the requirements of
the user (in terms of Operating System, CPU architecture, applications installed,
etc.), and is compatible with the hypervisor available in the Cloud system. This
component stores and indexes VMIs in order to be reused in multiple contexts.
It also implements matchmaking algorithms to obtain a ranked list of VMIs that
satisfy the aforementioned given set of requirements.

• RADL (Resource and Application Description Language). It is a declarative lan-
guage for users to describe the computational infrastructure needed to run their
applications. The purpose of the RADL is to describe the features that a given
virtual infrastructure should have, by declaring the capabilities or requisites of the
VMs to be deployed.

• Contextualizer. Ansible [17] has been used to enable the unattended execution of
commands specified in an YAML document in order to perform the automated
installation of software dependences. Therefore, this tool performs the installation
of the software so that the VM is configured to successfully execute the application.

• Infrastructure Manager (IM): It orchestrates the different components, enabling
the effective deployment of an initial computing infrastructure, and the operations
required to modify it on demand, by adding or removing virtual nodes.

To provide elasticity to the virtual cluster, it is possible to modify the source code
of an LRMS that considers energy management to support shutting down the nodes,
in order to power on or off virtual machines instead of real nodes. An alternative is
to take advantage of existing energy management software to create ad-hoc solutions
for specific combinations of LRMS and Cloud deployments. Some examples of such
LRMS are MOAB (the Enterprise version of Maui) [18] or SLURM [19]. In this work,
the Cluster Energy Saving system (CLUES) [20], [21] has been used. CLUES is an
energy management system for High Performance Computing (HPC) Clusters and Cloud
infrastructures. The main function of the system is to power off internal cluster nodes
when they are not being used, and conversely to power them on when they are needed.
CLUES is integrated with the cluster management middleware, such as a LRMS or a
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Cloud infrastructure management system, by means of different connectors. CLUES
is also integrated with the physical infrastructure by means of different plug-ins, so
that nodes can be powered on/off using the techniques which best suit each particular
infrastructure. It also provides a hooking system enabling actions to be executed before
or after an action is done by the CLUES scheduler.

Section 3.3 will describe the whole process of creating the infrastructure by orches-
trating all these components.

3.2. Elasticity Rules

Depending on the usage patterns, each cluster might rely on different elasticity rules
(e.g. having available as many nodes as required to match the number of jobs to be
executed, having a specified queue size, etc.). Therefore, it is important to provide
different policies in order to match the requirements of the sysadmins.

These policies are related to the elasticity manager which, in our case is handled by
CLUES. This software implements different policies that aim at balancing the tradeoff
that arises when trying to minimize the waiting time for the jobs (which involves a larger
number of available nodes) and the minimization of a Cloud infrastructure cost (which
involves a reduced number of nodes, which generate a cost).

In our case, we have modified the CLUES scheduler to adapt it to the purpose of the
virtual elastic cluster and to introduce new policies. The policies can be divided in two
groups: the policies used to decide when to increase the capacity of the cluster and those
used to decide when to decrease the number of nodes.

In the first case CLUES can interact with the LRMS at two levels. On the one hand,
it intercepts the submitted jobs before they reach the LRMS. In this way, CLUES can
decide if it is required to increase the capacity of the cluster to make room for the job.
When the submitted job reaches the LRMS, the cluster will have the appropriate size to
accommodate the workload (depending on the elasticity rule, the job might end up on
the queue waiting for other jobs to finish). On the other hand, CLUES also monitors
the queued jobs in the LRMS to check if these jobs need new nodes to be added to the
cluster.

The next paragraphs describe the different elasticity rules for the intercepted jobs
and for the jobs queued up at the LRMS. It also addresses some considerations in order
to shut down the virtual machines.

3.2.1. Starting nodes for intercepted jobs

For the intercepted jobs, these policies provide them with the illusion of a cluster with
the required capacity, since nodes will be automatically started (i.e., virtual machines
will be automatically deployed and included in the cluster as internal nodes) before the
job is scheduled to run on these nodes via the LRMS. By intercepting jobs, it is possible
to give an immediate response to the user, before the job arrives to the queue system.
In contrast with other solutions that periodically polls the information about the LRMS
queues that have some kind of delay on detecting the new jobs.

These are the policies that have been implemented in EC3 by means of integrating
the CLUES software, for intercepted jobs:

• Group-based start. Every time a new internal node is required, a group of them are
started. This policy assumes a workload model in which as soon as a job reaches
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the LRMS, there is a high probability that other subsequent jobs will be submitted
in a short period of time. By overprovisioning a larger number of nodes, the waiting
time of the subsequent jobs will be reduced. This represents an appropriate policy
when a sudden burst of relatively large jobs are submitted to the cluster. By
properly adjusting the size of the group, the waiting time of the jobs, together with
the related cost, might be reduced.

• Starting the whole cluster. When a job is submitted, the whole cluster is started.
This is useful in the cases where the configuration of the cluster requires all the
nodes to be active in order to properly operate This policy also pays off when
workload peaks occur, since the whole cluster might cope with the workload if it
has been properly dimensioned. It is important to point out that idle nodes will
be later shut down according to the inactivity rules of the elasticity manager.

Notice that it is difficult to choose a one-size-fits-all policy for a general cluster.
However, virtual clusters on a Cloud can be deployed to accommodate specific workloads
that arise in scientific applications, specially for High Throughput Computing (HTC)
schemes such as parameter sweep or Bag of Tasks (BoT), and High Performance Com-
puting (HPC).

3.2.2. Starting nodes for jobs in the LRMS

For the jobs that are already queued up at the LRMS, the following policies to start
nodes are oriented to maximize the energy saving (in the case of a physical cluster) or
the cost (in the case of a virtual cluster in a Cloud):

• When a job has remained in the queue for a certain amount of time (X). This
policy tries to prevent jobs from exceeding a threshold waiting time, increasing the
size of the cluster when this rule is triggered. In this case, the requirements of the
job are reevaluated (as if it was submitted again) to decide if new nodes should be
provisioned in order to satisfy them.

• When the queue size is larger than N jobs during X time units. This policy aims
at maximizing the energy saving (or the cost), since new nodes are only provisioned
when the cluster workload is relatively large for a sustained amount of time. This
represents a tradeoff between the quality of service in the cluster (in terms of
reduced waiting time for the jobs) and the economic savings. Therefore, there is a
limit in the number of jobs waiting to be executed, but a large number of internal
computing nodes is avoided.

3.2.3. Shutting down nodes that are not in use

Deciding when to shut down a node is a difficult task because it has an impact on
the end user, since starting the node again forces to wait an extra time for subsequent
jobs. Concerning the policies used to decide when to decrease the number of nodes,
the strategy is to remove a node from the cluster when it has been idle for a specified
amount of time. Increasing this time results in an increased cost of the cluster, although
the waiting time of the jobs will probably decrease. The selection of this time depends
on the workload of the cluster and it is important to achieve a good tradeoff between
the cost and the waiting time of the jobs. In any case it is important to consider the
following aspects:
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Figure 1: EC3 architecture.

• Time blocks. In some cases, such as when using public Clouds, the user pays a
(typically) hourly-rate for using VMs. Therefore, once this block of time has been
payed it is a good option to maintain the VM active until the whole block of time
has expired (i.e. hour or fraction). Considering time blocks enables the system to
keep the maximum number of nodes active in order to try to minimize the waiting
time of jobs without an additional cost.

• Queued jobs. The queued jobs at the LRMS must be considered before removing
any node from the cluster. If a number of idle nodes are going to be necessary for
the execution of queued jobs, those nodes are not shut down. This strategy avoids
an increased waiting time for queued jobs when the scheduler decides to run them.
However, it may increase the cost due to the number of idle nodes not removed.

• Keeping some nodes always active. This strategy enables the cluster to have at
least n idle nodes waiting for jobs. This way, we try to prevent incoming jobs from
waiting while internal computing nodes are started. This is a good policy if the
cluster workload consists of series of relatively small jobs. The value of n may also
depend on the time needed to boot up new nodes. If the time needed is small, a
smaller value of n could be used. In this way, there is a tradeoff between the cost of
the initially idle nodes and the ability to accommodate jobs with minimum waiting
time.

3.3. Overall Architecture

Figure 1 summarizes the main architecture of EC3. As stated earlier, the deployment
of the virtual elastic cluster consists of two phases. The first one involves starting a VM
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in the Cloud to act as the cluster front-end while the second one involves the automatic
management of the cluster size, depending on the workload and the specified policies.

For the first step, a launcher (Elastic Cloud Computing Cluster Launcher or EC3-L)
has been developed that deploys the front-end on the Cloud using the infrastructure
deployment services described in section 3.1. The sysadmin will run this tool, providing
it with the following information:

• Maximum cluster size. This serves to establish a cost limit in case of a workload
peak. The maximum cluster size can be modified at any time once the virtual
cluster is operating. Thus, the sysadmins can adapt the maximum cluster size to the
dynamic requirements of their users. In this case the LRMS must be reconfigured
to add the new set of virtual nodes and in some cases it may imply a LRMS service
restart.

• RADL document specifying the desired features of the cluster front-end, regarding
both hardware and software (OS, LRMS, additional libraries, etc.). These require-
ments are taken by the launcher and extended to include additional ones (such
as installing CLUES and its requirements together with the libraries employed to
interact with the IaaS Cloud provider, etc.) in order to manage elasticity.

The launcher starts an IM that becomes responsible of deploying the cluster front-end.
This is done by means of the following steps: (i) selecting the VMI for the front-end. The
IM can take a particular user-specified VMI, or it can contact the VMRC to choose the
most appropriate VMI available, considering the requirements specified in the RADL;
(ii) choosing the Cloud deployment according to the specification of the user (if there
are different providers); (iii) submitting an instance of the corresponding VMI and, once
it is available, installing and configuring all the required software that is not already
preinstalled in the VM. One of the main LRMS configuration steps is to set up the
names of the cluster nodes. This is done using a sysadmin-specified name pattern (e.g.
vnode-*) so that the LRMS considers a set of nodes such as vnode-1, vnode-2... vnode-n,
where n is the maximum cluster size. This procedure results in a fully operational elastic
cluster.

Once the front-end and the elasticity manager (CLUES) have been deployed, the
virtual cluster becomes totally autonomous and every user will be able to submit jobs to
the LRMS, either from the cluster front-end or from an external node that provides job
submission capabilities. The user will have the perception of a cluster with the number of
nodes specified as maximum size. CLUES will monitor the working nodes and intercept
the job submissions before they arrive to the LRMS, enabling the system to dynamically
manage the cluster size transparently to the LRMS and the user, scaling in and out on
demand. The scale functionality is provided by CLUES with a developed connector that
interacts with different IaaS Clouds, as will be explained in section 3.4.

Just like in the deployment of the front-end, CLUES internally uses an IM to submit
the VMs that will be used as working nodes for the cluster. For that, it uses a RADL
document defined by the sysadmin, where the features of the working nodes are specified.
Once these nodes are available, they are automatically integrated in the cluster as new
available nodes for the LRMS. Thus, the process to deploy the working nodes is similar
to the one employed to deploy the front-end.

9



Note that the EC3-L tool can be executed on any machine that has a connection with
the Cloud system and it is only employed to bootstrap the cluster. Once deployed, the
cluster becomes autonomous and self-managed, and the machine from which the EC3-L
tool was used (the dashed rectangle in Figure 1) is no longer required. The expansion of
the cluster while it is operating is carried out by the front-end node, by means of CLUES,
as explained above.

On the other hand, even though the front-end duties could be assumed by a machine
outside of the Cloud, deploying the front-end together with the working nodes in the
Cloud has several advantages: (i) there is direct connectivity between the front-end
and the working nodes, without requiring Virtual Private Network (VPN) tunnels. In
addition, the connectivity among the nodes does not generate a cost, since traffic does
not crosses the boundaries of the public Cloud provider (this is the case of a region in
Amazon EC2, for example) and it increases communication speed between the front-
end and the working nodes; (ii) it avoids managing the physical machine together with
its drawbacks (power outages, network problems, hardware problems, etc.), since these
issues are delegated (never avoided) to the Cloud provider; (iii) this will conform a self-
managed cluster on the Cloud, independently from other external machines.

3.4. Connecting to the IaaS

In order to manage the elastic cluster on top of a Cloud infrastructure, we created
the appropriate CLUES Cloud connector which enables the interaction with virtual ma-
chines instead of physical ones. This connector interacts directly with the IM for the
deployment of VMs in the Cloud and, therefore, it provides a gateway to operate with
the different Cloud middlewares supported by the IM (currently supporting Amazon
EC2, OpenStack and OpenNebula) and standards (OCCI), contacting the corresponding
Cloud Manager. The user must provide the appropriate credentials to access the different
Cloud deployments. The connector will pass these credentials to the IM, enabling access
to the Cloud providers.

The Cloud connector is in charge of starting and stopping the machines requested by
CLUES. In this case, instead of dealing with physical machines, it deploys or terminates
instances of virtual machines in the Cloud infrastructure. Besides, an additional step
is required to integrate new VMs into the LRMS. In particular, the LRMS software
must be installed and configured in the newly created VM, and the front-end must be
reconfigured to include the new node. This last step includes mapping the IP of the
new Cloud instance to one of the configured virtual nodes that are initialized with an
unreachable IP, to enable the front-end node to access it. All these steps are defined via a
recipe that is processed by the contextualizer software, and they are configurable so that
the users can adapt it to their own configuration requirements. In case of terminating an
instance, no reconfiguration is needed since the LRMS will detect that the node is down,
and it will be discarded to receive new jobs.

In addition to the aforementioned tools to start and terminate nodes, the Cloud plugin
includes a monitoring system that checks the state of the submitted VMs, together with
the monitoring of the LRMS available in CLUES. This is employed to prevent having
active VMs (generating cost) that are not integrated in the LRMS (which have been
disconnected from the system). In that case, these VMs can be terminated if the LRMS
reports that they are in a wrong state for a certain amount of time, defined by the
sysadmin.
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4. Case studies

In order to assess the effectiveness of an elastic virtual cluster on a Cloud infrastruc-
ture we have used two different use cases. The first one tries to analyze the usage of the
EC3 solution in the case of two clusters during a long usage period. It uses the analysis
made in [21] with two physical clusters and applies the same analysis to a “Cloud ver-
sion” of the clusters. The second one uses EC3 to create an ad-hoc cluster to execute
an HTC-based scientific application with dynamic computing requirements, which can
greatly benefit from an elastic computing infrastructure that adapts to the workload
changes as the execution progresses

4.1. Clusters with long usage period

In [21], CLUES was tested with two real use cases, involving two physical HPC
clusters of 51 and 7 nodes. The first one (Cluster 1) is composed of 51 bi-processor
nodes with Intel Xeon CPUs at 2.80GHz, interconnected by a SCI network in a 10x5 2D
torus topology. Each node has 2 GB of RAM memory. The second one (Cluster 2) is
composed of an M1000e blade server chassis with 7 Dell M610. Each M610 node has two
quad-core Intel Xeon E5620 processors, making a total of 8 cores and 16 GB of RAM
per node. It was shown that significant energy/cost savings could be obtained by using
green computing techniques (38% saving in the first cluster and 16% in the second one).
In this section the idea is to explore what is the cost of running the same clusters on
Amazon EC2 and, especially, what is the saving obtained by using the elasticity features
provided by EC3/CLUES. The instance types c1.medium and m3.2xlarge respectively
have been selected since they are the most similar ones to the original physical nodes. For
simplicity, the use case does not consider using reserved instances to decrease the cost of
the allocated resources in the Cloud. However, as shown in [2], a proper selection of the
number of reserved instances, considering the cluster workload, can deliver significant
cost savings.

In [21], the power consumption of the clusters was measured to get the energy con-
sumed and its associated cost. In particular, three different states for a cluster node
were considered: switched off (“N. off”), switched on but idle (“N. idle”), and fully used
(“N. used”). The clusters worked using CLUES for a period of eight months, and the
percentage of time a node had stayed on average in each state was obtained. Then, the
total cost of the energy consumed was derived.

In order to obtain the cost of the same clusters if they are deployed on EC2, we
consider the cost of a virtual node instance running for a period of one year. This cost is
shown in the rightmost column of Tables 1 and 2. Additionally, since the cluster uses the
elasticity features of EC3, we need to know the percentage of time a node stays in each
state. These percentages can be expected to be the same as in [21], if we assume that
the computational power and boot time of a virtual node are approximately the same
as those of a physical node. Some studies such as [22] show that the mean boot time of
an EC2 instance is about 60-90 seconds, which is consistent with the boot time of the
clusters considered in [21].

In accordance to the previous discussion, tables 1 and 2 show the cost of the two
clusters if they are deployed on EC2 for a period of one year. The left part of the table
contains the data for the case of an elastic cluster (EC3) and the center part corresponds
to the case of a static cluster. In each of these two cases, the column “PCT” represents
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Elastic cluster Static cluster Cost
(EC3) per node

PCT $ PCT $ $
N. Off 52.0% 0 0.0% 0 0
N. Idle 12.7% 8,066 64.7% 41,091 1,270
N. Used 35.3% 22,419 35.3% 22,419 1,270
Other 100.0% 1,270 100.0% 1,270 1,270

TOTAL 31,755 64,780

Table 1: Cluster 1 cost

Elastic cluster Static cluster Cost
(EC3) per node

PCT $ PCT $ $
N. Off 55.6% 0 0.0% 0 0
N. Idle 11.6% 6,097 67.2% 35,320 8,760
N. Used 32.8% 17,240 32.8% 17,240 8,760
Other 100.0% 8,760 100.0% 8,760 8,760

TOTAL 32,097 61,320

Table 2: Cluster 2 cost

the percentage of time a node spent on average in each state (taken from [21], as discussed
above), and the column “$” contains the amount of money dedicated to keep the node
in that state. Note that in the case of a static cluster a node is never shut down, so the
percentage of time in that state is added to that of the idle state. The row “Other” refers
to the cost of the essential components of the cluster that are always on, in this case the
front-end instance. The results show that the total amount of money saved is 33,025 $
in cluster 1 and 29,223 $ in cluster 2, which represents 49% and 52% of the total amount
of money, respectively.

On the user impact side, the results shown in [21] are also applicable here, which
means that only 1.31% and 2.9% of total jobs of clusters 1 and 2, respectively, needed to
wait to access the resources. The average waiting time for these jobs was 1’40’ and 1’54’
respectively.

4.2. Ad-Hoc Cluster

For this particular case study, we have used a scientific application that performs
the optimization of photonic crystal fibres using automated procedures based on Genetic
Algorithms [23]. The large amount of computations involved during the optimization
process demand the usage of efficient technologies that are able to cope with these com-
putational requirements. Genetic Algorithms (GA) are employed to optimize the features
of the fiber and the corresponding injected pulse. It is well known that increasing the
number of individuals increases the search capabilities of the GA, although this increases
the computational cost in order to evaluate the fitness of all individuals [24]. Therefore,
a scheme where the population size of the GA shrinks and grows according to the evo-
lution of the fitness function is of importance in order to tradeoff computational cost
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and enhanced search capabilities. For this case study, this generates several jobs to be
executed where each job corresponds to the evaluation of a single individual.

Two different cloud deployments have been used to perform this second test. The
first one is a private Cloud managed by OpenNebula 3.4.1 using the KVM hypervisor.
Amazon EC2 has been selected as the second cloud deployment. The test includes a
total of 52 job executions in 8 series of 2, 4, 8, 10, 12, 6, 8 and 2. This execution
pattern simulates the changes in a dynamic population of a GA of up to 12 individuals
in which the population increases or decreases in each generation. The case study has
been slimmed down in order to focus on the execution patterns rather than addressing a
large problem. With a larger amount of computational resources, a larger population size
can be employed. In this particular application, a population size of 30-50 is typically
employed.

Six different tests have been carried out. In the first two (cases a and d in Figure 2),
the virtual cluster is kept fully operational during the whole duration of the test. In the
other four (cases (b), (c), (e) and (f) in Figure 2), CLUES is employed to dynamically
manage the cluster size depending on the workload, using two different policies to increase
the size of the cluster. In particular, cases (b) and (e) use a group-based start policy of
size 2, while cases (c) and (f) use a policy of keeping 2 extra nodes alive. Concerning
the termination policy of these four tests, a reduced waiting time was employed (5 min.),
in order to minimize the number of VMs up during all the execution time, reducing the
usage of the Cloud platform. In the case of the EC2 tests, as the price is charged per
instance-hour, the EC3 platform does not terminate the instances until the whole hour
has passed.

In the OpenNebula (ONE) tests, Figure 2 shows the number of existing VMs in Used
and Idle states during the execution time. In the EC2 tests there is also a third state
named “Paid”. This state corresponds to idle VMs that are not terminated because their
paid hour is not over yet (with a margin of 5 min.).

In the case (a), the global execution time reaches a total of 4h19’, with an average
job time of 31’27”. Since a total of 12 nodes remain active during the whole execution
process, this represents a total 51h48’ of CPU time, where 46.31% of the time is effective
and the remainder 53.69% corresponds to idle time for the VMs. In the EC2 case (d),
the total CPU time consumed increases to 59h due to the instance-hour price. 40.68% of
the total time is effective, 47.16% corresponds to idle VMs, and 12.16% is for VMs that
are kept idle until the end of the paid hour.

In the case (b) (using OpenNebula and CLUES with a group-based start policy of size
2), the total execution time rises up to 4h36’, due to the waiting time of some jobs while
the VMs are started and get ready to accept the execution of jobs. This represents 6.5%
extra time. In the tests performed, a total of 14 jobs have to wait for a node to start,
with an average waiting time of 2’47”. During the execution, there are six moments that
require nodes to be started, which provokes that extra time. In this case, the effective
usage rate of the cluster is 50.9% but the main difference with respect to the previous
case is that the nodes are idle for only 3.4% of the time, since CLUES is responsible
to terminate the nodes for the remainder 45.7%, thus without generating an excessive
usage. Therefore, a total 29h51’ of CPU time is required from the 12 virtual nodes, which
represents a saving of 42.3% of CPU time.

In the case (e) (the same as (b) but EC2 instead of ONE), the total execution time
is almost the same (4h35’), but in this case only 12 jobs have to wait for a VM to start,
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(a) ONE. Static size, 12 nodes
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(b) ONE. Dynamic size, group-
based start policy (size 2)
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(c) ONE. Dynamic size, keeping at
least 2 nodes alive
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(d) EC2. Static size, 12 nodes
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(e) EC2. Dynamic size, group-
based start policy (size 2)
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(f) EC2. Dynamic size, keeping at
least 2 nodes alive

Figure 2: Node usage with different configurations of the virtual clusters with up to N nodes.

with an average waiting time of 2’56”. This is due to the fact that some VMs that are
kept idle until the end of the paid hour are reused for other jobs (this happens in the
transition from 6 to 8 nodes at approximately 3h30’). As in the previous EC2 test, the
total CPU time used increases to 34h27’, compared with the OpenNebula test, due to
the instance-hour price. There is a saving of 47.37% of money with respect to the static
EC2 test (d).

In the case (c) (using OpenNebula and CLUES with 2 extra nodes alive), the total
execution time is 4h26’, that represents 2.7% extra time with respect to the case (a).
This is clearly lower than the case (b), due to the use of the policy to keep 2 extra nodes
alive, reducing to two the number of moments that require nodes to be started. In this
case, the main difference with respect to the case (b) is that 16.1% of the time the nodes
are idle, and 34.9% are off. A total of 34h36’ of CPU time is required from the 12 virtual
nodes, which represents a saving of a 33.2% with respect to having the whole cluster on.

Finally in the case (f) (the same as (c) but EC2 instead of ONE), the total execution
time is very similar to (c) with 4h28’. Like in the other EC2 tests, the total CPU
time increases, in this case to 44h23’, which still represents a saving of 28.2% of money
compared to the static EC2 test (d).

As expected, using the elastic cluster considerably reduces the usage of the private
Cloud infrastructure and the total cost of the execution on a public IaaS Cloud provider,
although a small increase in the execution time is introduced. It depends on the selected
policy to obtain a lower extra time or a lower cost. The first policy (cases (b) and (e))
obtains a greater cost reduction but it introduces some extra execution time, because
this strategy only adds the required nodes on demand. In the second one (cases (c) and
(f)) the cost reduction is less important but the extra execution time is reduced, because
keeping 2 extra nodes alive (with this particular workload) enables a reduction in the
number of times the jobs must wait. The impact in the execution time between the two
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different policies is very low (below 4% of total time).
Another important issue to choose the right policy is to forecast the time needed

to add a node into the cluster. In the previous tests, the time needed to have a node
running and configured into the LRMS is 2’47” on average in the OpenNebula case and
2’56” in the EC2 tests. But it is important to notice that this time may have important
variations. In case of using a large infrastructure such as Amazon EC2, some studies
[22] have demonstrated that launching simultaneous VMs has little impact in the time
required to have the VMs up and running. However, in private infrastructures some
factors may affect this time such as the size of the Cloud deployment, the number of
running VMs, the usage of the network, the policy used to balance the workload, etc.
For example, launching a set of VMs to start simultaneously has an important impact
in this time. Therefore, if the block size selected to add nodes to the cluster is large,
and the Cloud infrastructure is relatively small, then the time may have an important
increase.

5. Conclusion and Future work

This article has introduced Elastic Cloud Computing Cluster (EC3), a tool to create
HPC clusters on top of Cloud infrastructures that, using Green computing concepts,
creates a self-managed system that dynamically scales to adapt to the workload of users.

The tool builds on top of CLUES, an energy manager system for cluster-like in-
frastructures, enabling the cluster to gain elastic capabilities on a Cloud deployment.
For that, a Cloud connector has been developed to manage the interaction with the
infrastructure manager in charge of starting and terminating the virtual machines that
correspond to the internal nodes. Moreover the CLUES scheduler has been modified to
adapt its policies to be able to manage elasticity to create virtual elastic clusters.

EC3 enables end users to deploy elastic clusters of a given maximum size in a matter
of minutes with just a command line tool. Besides, the policies to start and shutdown
nodes have been contributed back in order to enhance CLUES enabling more possibilities
in order to consider the tradeoff between minimizing the impact in the waiting time for
the user (which implies having a larger number of nodes started) and the reduction of
the Cloud costs (which implies having a reduced number of running virtual machines).

Future works include several research lines. In the case of commercial Clouds it is
crucial to incorporate cost-aware schedulers that consider not only the number of nodes
but also the cost of the instances in order to better manage the budget without surpassing
the specified limits (daily, monthly, etc.) specified by the user. Concerning the costs,
it is important to consider deploying multi-core virtual machines that can share the
execution of several jobs. This would enable reduced prices per execution unit. Finally,
it is important to consider the case for heterogeneous cluster computing, where each node
could exhibit different capabilities (more storage space, different CPU type, support for
GPUs, etc.).
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