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Abstract

Nowadays, there are huge collections of handwritten tegtideents in libraries all over the
world. The high demand for these resources has led to théamed digital libraries in order
to facilitate the preservation and provide electronic asde these documents. However text
transcription of these documents images are not alwaysabiaito allow users to quickly
search information, or computers to process the informatearch patterns or draw out
statistics. The problem is that manual transcription of¢hdocuments is an expensive task
from both economical and time viewpoints. This thesis prese novel approach for efficient
Computer Assisted Transcription (CAT) of handwritten téatuments using state-of-the-art
Handwriting Text Recognition (HTR) systems.

The objective of CAT approaches is to efficiently completeamscription task through
human-machine collaboration, as the effort required toegeie a manual transcription is
high, and automatically generated transcriptions frontestd-the-art systems still do not
reach the accuracy required. This thesis is centered oncéaspeplication of CAT, that is,
the transcription of old text document when the quantity sfrueffort available is limited,
and thus, the entire document cannot be revised. In thi©appr the objective is to generate
the best possible transcription by means of the user eff@itadble. This thesis provides a
comprehensive view of the CAT process from feature extadth user interaction.

First, a statistical approach to generalise interactaedcription is proposed. As its direct
application is unfeasible, some assumptions are made tg ipptwo different tasks. First,
on the interactive transcription of handwritten text doewts, and next, on the interactive
detection of the document layout.

Next, the digitisation and annotation process of two redltext documents is described.
This process was carried out because of the scarcity ofaimasources and the need of an-
notated data to thoroughly test all the developed tools aadniques in this thesis. These
two documents were carefully selected to represent thergkedificulties that are encoun-
tered when dealing with HTR. Baseline results are presamdldese two documents to settle
down a benchmark with a standard HTR system. Finally, thegetated documents were
made freely available to the community. It must be noted tilbthe techniques and methods
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developed in this thesis have been assessed on these tvaddrésatt documents.

Then, a CAT approach for HTR when user effort is limited isd#d and extensively
tested. The ultimate goal of applying CAT is achieved byipgttogether three processes.
Given a recognised transcription from an HTR system. Thegngcess consists in locating
(possibly) incorrect words and employs the user effortlaiséé to supervise them (if neces-
sary). As most words are not expected to be supervised dhe liotited user effort available,
only a few are selected to be revised. The system preserits teser a small subset of these
words according to an estimation of their correctness, betmore precise, according to their
confidence level. Next, the second process starts onceltvesenfidence words have been
supervised. This process updates the recognition of therdest taking user corrections
into consideration, which improves the quality of those dgthat were not revised by the
user. Finally, the last process adapts the system from thimlharevised (and possibly not
perfect) transcription obtained so far. In this adaptatibe system intelligently selects the
correct words of the transcription. As results, the adapystem will better recognise future
transcriptions. Transcription experiments using this G#proach show that this approach
is mostly effective when user effort is low.

The last contribution of this thesis is a method for balagtire final transcription quality
and the supervision effort applied using our previouslycdbsd CAT approach. In other
words, this method allows the user to control the amount @frerin the transcriptions ob-
tained from a CAT approach. The motivation of this methodis¢et users decide on the
final quality of the desired documents, as partially errarsgioanscriptions can be sufficient
to convey the meaning, and the user effort required to trésesthem might be significantly
lower when compared to obtaining a totally manual transiotip Consequently, the system
estimates the minimum user effort required to reach the ammfierror defined by the user.
Error estimation is performed by computing separately thergroduced by each recognised
word, and thus, asking the user to only revise the ones intwhiast errors occur.

Additionally, an interactive prototype is presented, whictegrates most of the interac-
tive techniques presented in this thesis. This prototyelie®en developed to be used by
palaeographic expert, who do not have any background in HERblogies. After a slight
fine tuning by a HTR expert, the prototype lets the transcsib@manually annotate the doc-
ument or employ the CAT approach presented. All automatcatons, such as recognition,
are performed in background, detaching the transcriben fiee details of the system. The
prototype was assessed by an expert transcriber and showedatdequate and efficient for
its purpose. The prototype is freely available under a GNbliElLicence (GPL).
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Resumen

Actualmente existen grandes colecciones de documentasstiétos en librerias de todo el
mundo. La gran demanda de estos recursos ha llevado a laéereclibrerias digitales
para facilitar la preservacion y el acceso electronico asesocumentos. Sin embargo, la
transcripcion de las imagenes de estos documentos no estarsi disponible con tal de
permitir la busqueda rapida y eficaz a los usuarios, o expagones y datos estadisticos
autométicamente. Esta tesis presenta una nueva aprogimazaia la transcripcion asistida
por ordenador (CAT) de documentos de texto manuscrito wssisttmas de reconocimiento
de texto manuscrito (HTR).

El objetivo de las aproximaciones CAT es, completar de nsaeéicar una tarea de
transcripcion mediante la colaboracion hombre-maquiaajue el esfuerzo requerido para
generar una transcripcién manual es alto, y las transgnips obtenidas automaticamente
por sistemas estado del arte aun no llegan a la precisiomniequ Esta tesis se centra en
una aplicacién especial de CAT, que es la transcripcién dardentos manuscritos antiguos
cuando el esfuerzo de usuario es limitado, y en consecyerigi@cumento no puede ser
revisado completamente. En esta aproximacion, el objetvgenerar la mejor transcripcion
posible usando el esfuerzo de usuario disponible. Esta éfsice una guia completa del
proceso de CAT desde la extraccién de caracteristicaslhdstaraccion de usuario.

Primero, se propone una aproximacion estadistica paraajeae la transcription inter-
activa. Dado que su aplicacién directa es inabordable, sed@izado una serie de asun-
ciones para aplicarla en dos tareas distintas: la tramsgnipnteractiva de documentos de
textos manuscritos y la deteccién del formato del docunsaahedexto.

A continuacién, se describe el proceso de digitalizaciénagtacion de dos documentos
manuscritos antiguos reales. Este proceso se llevo a calaolal@scasez de recursos sim-
ilires y la necesidad de datos anotados con tal de comprodhas tas herramientas y técnicas
desarrolladas en esta tesis. Estos dos documentos fuemgidss cuidadosamente con tal
de representar las tipicas dificultades que se encuentemméear técnicas HTR. Se pre-
sentan resultados de referencia en estos dos documengoédalstcon un sistema estandar
para servir de referencia. Finalmente, estos documentoarsbecho publicos y accesibles
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libremente a la comunidad. Hay que tener en cuenta que taslédnicas y métodos desar-
rollados en esta tesis se han evaluado en estos dos docgrastiguos.

Seguidamente, se estudia y verifica de manera exhaustivapmogimacion CAT para
HTR cuando el esfuerzo de usuario es limitado. El objetival fite aplicar CAT se con-
sigue mediante la unién de tres procesos separados. Daglcoelocimiento automatico de
un sistema HTR. El primer proceso consiste en localizafypasa(posiblemente) incorrectas
y emplear el esfuerzo de usuario disponible en supervssgrtarregirlas (si es necesario).
Dado que la mayoria de las palabras no se van a supervisarysotpuhay una cantidad
limitada de esfuerzo de usuario, solo unas pocas serarciegladas para su supervision.
El sistema presenta al usuario un pequefio subconjunto & eatabras elegidas por una
estimacion de su correctitud, o para ser mas préciso, atiglé acorde a su nivel de confi-
anza. A continuacion, el segundo proceso empieza una \&z gaabras de baja confianza
han sido revisadas. Este proceso actualiza el reconodonih documento teniendo en
cuenta las correcciones, lo cual mejora la calidad de labpad que no han sido revisadas
por el usuario. Finalmente, el Gltimo proceso adapta etrsiata partir de la Gltima tran-
scripcién parcialmente supervisada (y posiblemente ifapt) que se ha obtenido. En esta
adaptacion, el sistema escoge de manera inteligente caleraskorrectas de la transcripcion
son usadas en la adaptacién. Consecuentemente, el sisdlaptado reconocera mejor fu-
turas transcripciones. Los experimentos de transcripgéndo esta aproximacion CAT que
se han realizado muestran que esta aproximaciéon es masafaredo el esfuerzo de usuario
aplicado es bajo.

La ultima contribucion de esta tesis es un método para baaiilia calidad de transcrip-
cion final y el esfuerzo de supervisién aplicado cuando sdesni@ aproximacion CAT pre-
viamente descrita. En otras palabras, este método permiseario controlar la cantidad de
errores en las transcripciones obtenidas con una aproXim&@a\T. La motivacion de este
método es permitir a los usuarios decidir la calidad finakdda en los documentos, ya que
una transcripcion parcialmente erronea puede ser sufigxamt entender el contenido, y el
esfuerzo requerido para obtener esta transcripcion peedegsificativamente menor que el
de obtener una transcription manual completa. Conseauente, el sistema estima el es-
fuerzo de usuario minimo requerido para alcanzar la cahtidarror definida por el usuario.
La estimacién del error se realiza calculando por separagioa causado por cada palabra
reconocida, para después pedir al usuario que revisa agaelhde hay més errores.

Ademas, se presenta un prototipo interactivo que integnaalgoria de las técnicas in-
teractivas presentadas en esta tesis. Este prototipo sesharallado para ser usado por
expertos en paleografia, que no poseen ningun trasfon@écreologias HTR. Después de ser
ajustado por experto en HTR, el prototipo permite a los trapwres anotar un documento
manualmente o utilizar la aproximacion CAT presentada.o$dds procesos automaticos,
como el reconocimiento, se ejecutan en segundo plano gbstta al transcriptor de los de-
talles internos del sistema. El prototipo fue probado poexperto transcriptor y demostrd
ser adecuado y eficiente para su finalidad. El prototipo eéspbuible libre y publicamente
mediante una licencia GNU (GPL).
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Resum

Actualment existeixen grans clglccions de documents manuscrits en llibreries de tot el mon
La gran demanda d’aquests recursos ha portat a la creaclibdeiés digitals per tal de
facilitar la preservacio i access electronic a aquestsmeots. No obstant, la transcripcié
de les images d’aquests documents no esta sempre disppeili de permetre una cerca
rapida i eficac als usuaris, o d’extraure patrons i dadetigigjaes automaticament. Aquesta
tesi presenta uno nova aproximacié per a la transcripcalidaiper ordinador (CAT) de
documents de text manuscrit emprant sistems de reconeikifiedext manuscrit (HTR).

L'objectiu de les aproximacions CAT es, completar de maeéicac una tasca de tran-
scripcié mitjancant la colaboracié home-maquina, ja qasftr¢ requerit per generar una
transcripcié manual es alt, i les transcripcions obtingumgéomaticamente per sistemes estat
del art encara no arriben a la precisié requerida. Aquestasecentra en una aplicacio espe-
cial de CAT, que es la transcripcié de documents manusartissaquan I'esforg d’usuari
es limitat, i en consequencia, el document no pot ser regiz@pletament. En aquesta
aproximacio, I'objectiu es generar la millor transcripgidsible emprant I'esfor¢ d’'usuari
disponible. Aquesta tesi ofereix una guia completa delgsate CAT desde I'extraccio de
caracteristiques fins a I'interaccié d’'usuari.

Primer, es proposa una aproximacio estadistica per a déraréa transcripcio interac-
tiva. Donat que la seua aplicacid directa es inabordalblang’ealitzat una serie d’'assumcions
per tal d'aplicar-la en dos tasques diferents: la transi¥iimteractiva de documents de texts
manuscrits i la deteccio del format de documents de text.

A continuacié, es descriu el proces de digitalitzacié i anit de dos documents manuscrits
antics reals. Aquest procés s’ha portat a terme donat el reoedzas de recursos similars i
la necessitat de dades anotades per tal de comprobar ®fesrlanentes i tecniques desar-
rollades en aquesta tesi. Aquests dos documents han egsilit®amb cura amb I'objectiu
de representar les tipiques dificultats que es troben @katitécniques HTR. Es presenten
resultat de referéncia en aquests dos documents obtingbtaasistema estandar per tal de
servir de referéncia. Finalment, aquests documents s#étgublics i accessibles lliurement
a la comunitat. Hi ha de tindres en compte que totes les téesigmetodes desarrollats en
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aguesta tesi s’han evaluat en aquests dos documents antics.

Seguidament, s’estudia i verifica de manera exhaustiva pimianacié CAT per HTR
guan l'esfor¢ d’usuari es limitat. L'objectiu final d’apiic CAT s’aconsegueix mitjangant
I'unio de tres processos separats. Donat el reconeiximaahstic d’'un sistema HTR. El
primer procés consisteix en localitzar paraules (possibig) incorrectes i emprar I'esforg
d’'usuari disponible en supervisar-les i corregir-les gshecessari). Donat que la majoria de
les paraules no es van a supervisar ja que sols hi ha unatgtiéintitada d’esforg d’usuari,
sols unes poques seran-lmalcionades per una estimacio de la seua correctitut, ogpmaés
precis, selecionades d’acord amb el seu nivell de confianca. A contidyal segon procés
comencga una vegada aquestes paraules de baixa confiangadtaewsades. Aquest procés
actualitza el reconeiximent del document tenint en comggecbrrecions, el qual millora la
qualitat de les paraules que no han estat revisades peatiugtinalment, I'Gltim procés
adapta el sistema a partir de I'Gltima transcripcié pams@&it supervisada (i possiblement
imperfecta) que s’ha obtés. En aquesta adaptacid, el sisteovlleix de manera inthfjent
gue paraules correctes de la transcripcio son utilitzadd's@aptacié. En consequencia, el
sistema adaptat reconeixera millor les futures transioniysc Els experiments de transcripcié
realitzats utilitzant aquesta aproximacié CAT mostrenamgigesta aproximacié es més eficag
guan I'esfor¢ d’usuari aplicat es baix.

L'Gltima contribuci6 d’aquesta tesi es un meétode per a dwpait la qualitat de transcripcio
final i I'esfor¢ de supervisio aplicat quan s'utilitza I'aptimacié CAT previament descrita.
En altres paraules, aguest métode permeteix al usuariotanta quantitat d’errors en les
transcripcions obtéses amb una aproximacié CAT. La matwdiaquest métode es permetre
als usuaris decidir la qualitat final desitjada en els doaipja que una transcripcié par-
cialment erronia pot ser sufficient per a entendre el contingdlesfor¢ requerit per obtindre
aguesta transcripcio pot ser significativament menor qd&eétindre una transcripcié man-
ual completa. Com a resultat, el sistema estima I'esforguii minim requerit per alcangar
la quantitat d’error definit pel usuari. Lestimacié dela@res realitza calculant per sepa-
rat I'error causat per cada paraula reconeguda, per a degpnéanar al usuari que revisé
aqguelles on hi ha més errors.

A més, es presenta un prototip interactiu que integra la maagie les técniques interac-
tives presentades en aquesta tesi. Aquest prototip s’laardéat per a ser utilitzat per experts
paleografics, que no poseixen cap coneiximent de les tegieslBITR. Després de ser ajus-
tats per experts en HTR, el prototip permet als transcs@aotar un document manualment
o utilitzar I'aproximacié CAT presentada. Tots els procaatomatics, com el reconeixi-
ment, s’executen en segén pla abstraent al transcripterddtalls interns del sistema. El
prototip va ser probat per un expert transcriptor i desracstr adecuat i eficient per a la
seua finalitat. El prototip esta disponible lliure i pubfiwant mitjangant una llicencia GNU
(GPL).
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Preface

Nowadays, information of all types is stored on digital needind can be almost instantly
accessed by means of computer systems. However, untilthgceformation was stored
in physical means in the form of handwritten scripts, andthibere exists a considerable
amount of handwritten old text documents in libraries akiothe world. In the current dig-
ital era, electronic access to these documents is necessargler to preserve handwritten
documents and quickly accessing its contents. Howevertask presents two main prob-
lems. First, a digital (scanned) version of a document idleddo preserve the original
document. Next, experts are needed to transcribe the doduwigich is the most expensive
and time consuming task of the whole process.

Natural Language Processing (NLP) is a research field tinas & develop computer
systems able to automatically comprehend natural humayuéage. HTR is an old but still
hectic area of NLP, which deals with the transcription of dharitten text documents. The
aim of HTR is to automatically generate the transcriptioa gfven text image. Even though
HTR has been studied for years, the quality of automatidedigscribed documents is still
unsatisfactory. These unsatisfactory results are cangeari by HTR systems, but an impor-
tant factor is also the scarcity of annotated resources) frhich these systems are estimated.
A solution is to employ the benefits of automatic systemsiwithe manual transcription of
documents. These interactive solution is typically refdras CAT approach, in which the
system is guided by a human, and the human is assisted bydtersjo complete the task
as efficiently as possible.

These approaches have been mainly focus on the efficienregdiin of system output,
in which the user is asked to revise (and correct if neceysanain parts of the system
output. However, this effort could be employed in many npldtiways, and the interactive
transcription proposed in this thesis presents altereatays to the conventional output post-
edition. A better approach is to fully exploit user effort imgluding his/her interactions in
the transcription process, letting the system activelgtreathese interactions, improving the
system performance. On the other hand, current CAT appesaddal with the transcription
of the complete document, and even though user effort isdsaden compared with the
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manual transcription, it is not clear up to which extend.dctf if the whole transcription of a
document is required, the transcription has to be thoutiphtievised. Consequently, in cases
in which the error rate is high, it may be better to completetthnscription manually.

However, there are applications in which a certain amoustmirs may be tolerable. For
instance, a limited quantity of user effort may be sufficiengenerate an accurate enough
transcription that conveys the meaning or useful for autansearch engines. Hence, the
objective in this scenario to generate the best possiblsdrgtion given a certain amount of
user effort. The solution to this problem is not straightfard, but can be approached using
a sequential process of simple steps. The simplest way tdogntipe limited user effort
is to correct erroneous words. However, the system needsddHese incorrect words to
spare the user from this task. Additionally, these coroetireduce the uncertainty of the
system, and thus, it can also be used to alter system dexigi@himprove its performance.
Finally, even in case of perfect localisation of incorrectds, the user effort available could
be insufficient to correct all of them. This causes that timeight be errors in the resulting
transcriptions. Effective adaptation from this partialypervised transcription could help to
improve the system future performance.

The main objective of this thesis is to study and develop ttop@sed interactive ap-
proach, i.e. to interactively transcribe handwritten ixtuments when user effort is limited.
This approach covers a wide range of techniques and algwjtiom the adaptation of HTR
system and error estimation of a recognised transcripgaperimental results are presented
on the transcription of two real handwritten text documemnitich size is comparable to
standard databases on HTR. It is worth noticing that evenghdhe approach is applied
to transcribe handwritten text document, it could also bedus other tasks implying the
transcription of sequential data, such as speech or video.

The presented contributions are sequentially organiséccimpters that cover the work
developed in this thesis. A sequential reading of the doainseencouraged if the reader
wish to learn about the complete work, but specific chapt@nsatso be read attending to the
following dependency graph:
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[I. Scientific
Goals

v

/. Preliminarie\

[@. Annotation of [3. Interactive Pattern
Handwritten Text Documents Recognition

v

[B. Interactive Handwriting
Recognition with
Limited User Effort

v

[6. Balancing Error and
Supervision Effort in
Interactive Handwriting
Recognition

| 2. Conclusions |</

[B. Scientific
Contributions

First, Chaptelll summarises the scientific goals of this wihekt, Chaptel 12 introduces
HTR, describing its history from its beginnings to the cuatrstate-of-the-art. Additionally,
this chapter also explains the statistical foundations BRHThe statistical foundations of
the interactive pattern recognition proposed and its appbn to some problems in HTR is
presented in Chaptel 3. Itincludes tools for: documentiagaalysis, preprocessing, system
training, line image recognition, and hypothesis verifat Two handwritten text databases
are presented in Chapfer 4, in which the digitisation anctation process is thoroughly
described. In this chapter, the description and validatiotne baseline system that is used
in the following chapters is also included.

Next, Chaptel b describes the interactive transcriptiqpr@ach when user effort is lim-
ited, that has been developed in this thesis. Itis basedessytiiergy employment of multiple
techniques of different areas of Machine Learning (ML)sEiactive learning, which studies
how to best improve a system from a limited number of new aatiaots, is used to locate in-
correctly recognised words and ask the user to correct thsmiey are expected to improve
the system the most. Next, the current system hypothesigpatate in a new Viterbi re-
computation but constrained to newly user supervisioncivhelp to the system to improve
its recognition. Finally, techniques inspired on activel aemisupervised learning are used
altogether to adapt the current system, and thus improviatiise performance. Methods
to dynamically adjust the quantity of user effort appliedhe interactive transcription are
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described in Chaptél 6. These methods estimate the errioe aiirrent recognition based on
the previous system performance in order to obtain the df&et sequired for its correction.

Finally, Chapte[ I summarises the thesis contributionscaleith ideas for future work,
while Chaptelf B sums up the scientific contributions of thisky

XVI NS-DSIC-UPV



Contents

[Abstract vii
[Resumeh ix
[Resunh Xi
m X1
[Content$ XVii
[1__Scientific Goals 1
[2__Preliminaries! 3
2.1 Introductioh . . .. ... 4
[2.2__State-of-the-art in Handwritten Text Recognition (HTR . . . . . . . . . . 5
[2.3_The Handwritten Text Recognition Prodess . . . . . . 6
[2.4_Theoretical Backgroundof HTR . . . .. ................. 8
[2.4.1 Hidden Markov Character Models (HMMS) . . . . . ... .. ... 9
The Learning Problém . . . .. ... ................. 11
The Decoding Problém . . . . . .. ... ... ... ......... 12
2.42 p-gramlanguageModels . .. .................... 12
25 Interactive HTR . . . . . . . . o o o 41
[2.6 Interactive HTRinthisthesis . . . . . ... ................ 15
Bibliography . . . . o o 19
| . o 93
B.1 ntroductioh . . . . ... ... ... 42
[3.2 Interactive Pattern Becogniﬂon ......................... 25




Contents

[3.3 _Interactive Handwriting Recognition . . . . . ... ... ......... 26
[3.4 _Interactive Document Layout Analysis 29
3.5 Conclusions . . . . . . oot 31
BBIOGrapnY . . - o o o e e 33
14__Annotation of Handwritten Text Documents| 35
41 ntroductioh . . . . . ..., 63
4.2 Annotation of GERMANA and RODRIGO . . . . . ... .......... 63
421 GERMANA . . . . ., 36
422 RODRIGD . . . . oo oo 40
[4.3 Baseline EXperiments . . . . . . . .. oo 42
l4,3.1 _Basic Parameter estimalion . . . . ... .. ... ......... 44
14.3.2 _Punctuation marksisolaion . ... ... ... ........ ... 44
l4,3.3 Feature Extraction Methdds . . . .. ...............: 46
l4,3.4 _Explicitblank recognifion . . . . .. ... ... ... ... ... 47
l4.3.5 _Results onthe whole document . . . . . .. ............ 7 4
l4,3.6__Closed vocabulary recognition . . . . .. ............. 50
[4.3.7 ExternalResOUIGes . . . . o v v v oo 51
4.4 Conclusions & Future Wdrk . . . . ... . ... ... 53
BBIOGrapNY . . -« o o o e e 55
I5__Interactive Handwriting Recognition with limited user effort | 57
5.1 ntroductioh . . . . . ... 85
[5.2 ConfidenceMeasutes . . . . .. .. ... ... 9 5
(5.3 _Active L earning: Selecting words to be supervised 61
5.4 LJse[Supe[yisiﬂ)n ............................... 2 6
[5.4.1 Constrained Viterbi-based search 64
[Recomputation strategies . . . . . . . .. ... 66
[5.5__Adaptation from Partially Supervised Wards 68
6.6 Experiments . . ... ... ... ... .. ... 73
[5.6.1 UserinteractionModel . . . . .. ... ... ... ... ... ... 47
[5.6.2 Interactive Experimehts . . . . . ... .. ... .......... 74
[5.7 Conclusions & Future Wdrk . . . . . ... ... ..., 81

87
6.1 Introductioh . . . .. ... ... ... 88
(6.2 Error Estimation in Automatically Recognised Words 88
ine- iction . . . ... 9 8
- N e a0
6.3 Experiments . ... ... .. ... .. ... ..., 93
[6.4 Conclusions & Future Wdrk . . . ... ................... Q9

XV NS-DSIC-UPV



Contents

NS-DSIC-UPV XIX






CHAPTER 1

Scientific Goals

In this chapter, we summarise the goals, which realisatsalted in the main contributions
of this thesis.

Goals

The goals set up at the beginning of this work and that have 8eeeloped in this work are:

Propose a complete interactive approach to transcribedréteh old text documents.

Create an interactive platform to enable users to interglgtsupervise any part of the
HTR process.

Study the application of an interactive transcription agh in cases in which user
effort is limited.

Take fully advantage of user interaction by only interagtimose parts in the automatic
transcription in which most benefit could be achieved.

Create a system that automatically react to user interatiefining the resulting tran-
scription.

Study how to improve the system from its own output along wikr interactions.

Develop methods to calculate the degree of supervisionateachen the user decide
on which error desires at then of the interactive process.

Extract empirical results to assess the effectivenesseptbposed techniques and
methods.



Chapter 1. Scientific Goals

This thesis provides the solution to all this goals by stngyand developing very dif-
ferent methods that collaborate in an interactive traption platform. Concretely, the main
contributions of this thesis are:

Implementation of an interactive transcription tool

CAT approaches need from users to complete efficiently #estription task. The first con-
tribution of this thesis is to develop an interactive prgps for transcribers. This prototype
is a first step to detach expert paleographers from the detafi TR, enabling them to better
transcribe text documents.

Annotation of two old text documents

HTR techniques need annotated documents in order to emlpiriemonstrate its correct-
ness. However, nowadays, there are close to none old teyhkrds that have been anno-
tated. In this thesis, two old text documents have beenddiiggid, annotated and made freely
available to the community.

Interactive HR with limited user effort

In order to efficiently employs a limited quantity of useraffin the transcription of a doc-
ument a new CAT approach was created. This approach is divtidéhree processes. First,
user effort is dedicated to supervise possibly incorregtiaoNext, the transcription is im-
proved from user corrections, updating the previous systgpothesis. Finally, the system
is adapted from user supervised words and those unsupgwigels that with a high proba-
bility are likely to be correct. This way, future transcigois will be better.

Balancing error and user effort

Our final contribution is the creation of methods that esterthe effort required to obtain a
transcription, using a CAT system, with a user defined amotiatrors. Specifically, these
methods calculate the error of the current system hypathédien, the quantity of effort
needed to reach the user requirements can be obtained.
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Chapter 2. Preliminaries

2.1 Introduction

Natural language processing (NLP) is the research fieldainad to develop computer sys-
tems able to automatically comprehend natural human layeguBllLP itself falls over two
wider fields, Artificial Intelligence, and Computer Lingtics fields, as results, experts, method-
ologies, and theories from both fields converge to solvelehgés produced by NLP. This
thesis focus on an important area of NLP, Handwriting Textdgaition (HTR) in its appli-
cation to the interactive transcription of old text docuntsamhen the user effort available is
limited.

Handwritten Text Recognition (HTR) is an area of NLP, whietal$ with the transcription
of handwritten text documents. The aim of HTR is to autonadiifgenerate the transcription
of a given handwritten text image. The importance of HTR iiiethe interest of libraries all
over the world in transcribing their vast collections of dowents in order to facilitate its
access. Nowadays, this transcription task is carried auaiBnin an expensive and time-
consuming task that can take up3@minutes per page (Pérez et al., 2009).

The first approaches to HTR were performed by means of toalstechniques from
Optic Character Recognition (OCR), which can be consideoteed even for hard scripts,
such as Fars| (Liu et al., 201/1; Mozaffari and Soltaniza@899). However, even though
the HTR and OCR tasks seem similar, OCR systems are unabdatevith handwritten text
documents. This is due to the difference between inputdfesd tasks. On one hand, OCR
deals with the transcription of a limited number of isolatdracters in well-formed tem-
plates. Specifically, each character is recognised indallg. On the other hand, HTR deals
with unsegmented sequences of characters, drawn from miéorm handwritten scripts. In
this case, each character cannot be recognised by an OQRaas 10t be correctly isolated.
Nevertheless, HTR is highly related to Automatic Speechogeition (ASR), as the two of
them deal with the transcription of unsegmented signalsiWwaitten text images and speech,
respectively. These similarities have caused that ASRhigadles have been successfully ap-
plied to HTR (Bunke et all, 2004).

Even though ASR techniques have helped to improve the pedioce of HTR, and the
HTR area has been studied for years, the quality of autoaibtiranscribed documents is
still unsatisfactory. One important reason is the compyexd the problem itself, as systems
have to cope with several types of different handwritindesty Another issue is the scarcity
of annotated old text documents to train HTR systems. Theslglgms have caused that
to transcribe a given document, HTR systems have been dedviaito tools assisting the
manual transcription process rather than fully automaiidst The simplest approach con-
sists in manually correcting the automatic transcriptibmm HTR system. However, this
correcting process might be more time consuming than mbntahscribing the document
from scratch, as it requires the transcriber to revise thipuiwf the system and correct it if
necessary. This process can be more expensive than dinectscribing if there is a high
guantity of errors in the system output. A better approadb f®llow a computer assisted
transcription (CAT) approach, in which the system is guidgdh human, and the human is
assisted by the system to complete the task as efficientlpssilpge. This CAT approach
covers a wide range of techniques and tools, and thus, iteapproximated in many ways.
For instance, a CAT system can be developed to completeahedtiption task as efficiently
as possible by asking the user to continuously correctdrgtsn prefixes. This approach
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has been implemented in HTR (Toselli et al., 2007) with enaging results.

Most of CAT applications have been develop to assist theingbe entire transcription
of a document. However, in these applications, despitedabethat user effort is reduced
when compared to the manual transcription, the amount ofteféquired is unknown at
the beginning. This causes that these well-studied agjaitacannot be applied when the
guantity of supervision effort is limited. One reason fastlimitation could be caused by of
its cost, for instance transcription time or economic céstlouman transcriber. Additionally,
human interaction is the bottleneck of the interactive apph, as the system has to wait
before producing a result. Another important reason isdhatrror-free transcription might
not be required. For instance, a partially erroneous trgstgmn could be sufficient to convey
the meaning, or it could be successfully used as input tackeamgines. In these cases, it
is expected that the user effort needed to obtain this figrtievised transcription is less
than the complete manual case. Consequently, the objexdtihe approach is to obtain the
best possible transcription by efficiently using the alddauser effort. This task involves
many different steps. For example, error detection in otalesk the user only to correct the
erroneous words, hence, saving user effort. The developenerstudy of this approach, that
to our knowledge have not been studied neither in HTR norlated fields such as ASR, is
the main topic of this thesis.

This chapter is organised as it follows. In the next sectiwa first review the current
state-of-the-art in HTR. Afterwards, in Sectibn]2.3 we flyielescribe the steps that are
performed to build a HTR system and then recognise a line em&gctiorl 24 provides a
brief description of theoretical details of HTR. Next, Senf2.3 describes the state-of-the-art
of CAT approaches in HTR, and in Sect{on]2.6, we give a bripfaxation of our interactive
transcription approach along with techniques and toolgluad in its performance.

2.2 State-of-the-art in Handwritten Text Recognition (HTR)

In this section, a brief review of the history of HTR from itery beginnings to the cur-
rent state-of-the-art systems is given. Previously, HTR@ER system were described and
clearly distinguished as they deal with different tasks.wdeer, this distinction was not
present at the beginning of their research, and as theitafawent was very related, it might
be confusing for the reader to clearly follow their progrebsr the sake of clarity, in the
following, OCR denotes the recognition of isolated (typiéen or handwritten) characters,
while HTR refers to the recognition of (continuous and umsegted) handwritten text.

HTR is reaching its maturity as its origins date back to the wiih the application of the
first OCR systems (Shepard, 1953). At that time, OCR could bahdle typewritten charac-
ters from very restricted domains, such as certain fontgskloode or musical notes. Later,
in the 60s, HTR systems were first applied for practical ajagilbns, such as transcription of
postal codes or bank cheques. However, computer capacgg thays could not handle large
scale unconstrained domains, such as old text documents.

OCR technigues continued their development for two difiergputs signals: online and
offline. On one hand, online input signal stands for the omaing from the direct acqui-
sition of pen movement derived of writing. Basically, odisignal is composed by three
dimensional vectors, which corresponds to the x-y cootdm#or each time unit measured.
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The first online systems were developed in the late 50s (Dimd®58), while the first com-
mercial system appeared a few years later (Davis and E884)1 On the other hand, offline
input corresponds to the acquisition of writing when it hae already written, that is typ-
ically extracted by scanning it from a physical documentfli®df HTR is considered more
difficult as the time correspondence of each pixel is lostl l@Tognition system have to re-
lay in the writing order, for instance left-to-right in Latscript. OCR for both, online and
offline, can be considered solved even for complex langudgakng with a high number of
symbols|(Liu et al., 2011; Mozaffari and Soltanizadeh, 20@9detailed description of OCR
from a historical point of view is described in_(Mori et al992).

As said, the HTR problem is to transcribe the contents ofinants handwritten text
images. This problem is very similar to ASR, as the two ar¢adyshow to transcribe the
corresponding words of an unsegmented input signal. In A&#e,cthe signal is composed
by vectors of acoustic features for each time unit. Simjlan HTR, the input signal is built
from vectors of image features for each X coordinate unitia image. ASR underlying
techniques were first applied by Bunke et al. (1995) in HTRrémgcribe isolated words
in non-restricted domains. The main contribution of thipraach was the use of Hidden
Markov Models (HMMs) ((Rabiner, 1990). HMMs are statisticabdels able to efficiently
process unsegmented data. Later, HTR systems were leddosghe inclusion of:-gram
Language Models (LMs) to go from word to senterice (Bunkele28D4). This approach is
still used in most of state-of-art HTR systems (PI6tz andk Fa0909).

Nowadays, HTR faces the problem of recognising an incrgasimber of different writ-
ing styles from any language. Script variability difficekithe generalisation needed in HTR
systems. Additionally, language scarcity or complexitificlilties the estimation of suitable
LM, and even when it is possible, HTR systems must deal withel&ocabularies. Current
state-of-art approaches use additional steps and teamayuer the basic approach to incre-
ment the system performance. For instance_in (Dreuw/et@L1Y discriminative training
is used to improve HMM estimation. Alternatively, in (EspaBoquera et al., 2011), Neural
Networks (NN) are used within the HMMs to improve their penmf@nce. Another success-
ful approach uses recurrent NN_(Graves etlal., 2009). Despéd fact that great advances
have been performed, HTR state-of-art systems only achesagnition error rates around
[25% — 35%] in reference tasks, such as the |AM database (Marti and B (26K¥?).

2.3 The Handwritten Text Recognition Process

In order to build an HTR system able to transcribe text linage we only need a set of
annotated images. First of all, text line images have to baeted. In order to complete this
step, text line detection methods and Document Layout AislDLA) have to be applied.
However, this methods fall out this thesis and what is comgnkbmown as HTR, thus, they
will not be viewed in this section. Interested reader is mefé to AppendiX_A for a brief
description of these processes. In HTR, firderaprocesprocess is applied to the images in
order to reduce the variability and noise within the imadésxt, clean images are converted
to numerical vectors better describing relevant featussguaFeature Extractiormethod.
Then, these feature vectors are used to build the HTR systeanphase calledraining.
Once the system has been trained, unannotated images caméeribed in a phase called
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slabo dusiumaa L;Ialnr. .ll:k—:!uwlﬂ (12'37 374, )
Preproces],]D | Feature Extractioh———
Input Image Normalised Image Feature Vectors

Figure 2.1: Preprocess and Feature Extraction phase in handwritteretsognition

Recognition

The objective of the first two steps is to reduce the varighiti text line images, and
extract more informative features than pixel values, ireotd improve the performance of
the whole process. This phase is depicted in Figuie 2.1 r&teps is in charge of those tech-
niques that modify the line image reducing its variabilis variability can be produced by
many different factors such as noise or script slant. Thaltesf the preprocess module is a
cleanerimage, in which letters are expected to share sigiilas, as observed in the example.
On the other hand, the feature extraction step receivesaa adeage and transforms it into
a vector of numerical features. These features are experteetter represent the most im-
portant characteristics within the image. This processbeamotivated by expert decisions,
such as Mel Feature Cesptral extraction in ASR (Young ef@B5), or it can be performed
by means of an automatic process that can transform inpaoespto a more discriminative
output space, such as Principal Components Analysis (FGA)ffe,2002).

The second phase of the HTR process corresponds to thengadhithe models. As
observed in Figure_2.2, the system takes a set of featurergeahd their corresponding
transcription and it estimates a PR model to be used in thegretion phase. The internal
theoretic details of this step are described in Sedtioh Zhk training of HTR models is a
time-consuming task even when it is parallelled by grid catimg. In fact, its cost has a
linear dependency with the number of samples. Consequémdlynore data is available for
training, the better the recognition performance will beweéver, it must be noted that, the
performance gain from incrementing the available trairdatp is not linear. In fact, some
works have shown that, it is better not to use all the datdatai but to intelligently select
from which data to train (Hakkani-Tur etlal., 2006).

(12.3,37.4,---)
Feature Vectors & 5 /g
Training

(estaba suspensa )

HTR Model

Transcriptions

Figure 2.2: Training phase in handwriting text recognition

Due to the important computational cost required to trairHaiiR system, this step is
typically performed offline. This cost also introduces aditidnal problem, when trying to
learn from new annotated images become available. Foreason, system re-training is
typically performed once a block of new annotated data idlava. This fact is specially
important in the work of this thesis, as re-training is a comnratep in the experimental setup
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procedure. However, this limitation does not invalidate tesults as in real applications
training could be performed over night.

The last step, recognition, deals with the automatic tnapison of unannotated images
(in feature vector representation) using a HTR system,iasl#picted in Figure 213. Recog-
nition is also a very time-consuming process because thetfa@scription is obtained by
searching among all the possible hypothesis. Howevers#asch can be efficient computed
applying dynamic programming and pruning techniques. ¢h fa current desktop comput-
ers, a text line image can be recognised every 30 secondsuwviperformance degradation.
However, this performance cannot still produce automaéindcription on real time base.
So, similarly to the training phase, the recognition is ¢glly performed offline, allowing
the user to explore the transcription without waiting fag #ystem.

(123,374, ---)

Feature Vectors

Recognition

CEOEe

HTR Model

(estaba sus una )

Recognised Transcription

Figure 2.3: An overview of the handwriting recognition process

2.4 Theoretical Background of HTR

Current HTR systems are grounded on statistical PR techei®R is a subarea of Machine
Learning (ML), which studies how to assign to a given inpsiciorresponding label or class.
In HTR, the input is defined as a sequenc&'déature vectors = x4, - - - , xp representing
the image, while the class label corresponds to a sequendewbrdsw = wy,--- , wy
conforming the image. In the case of PR tasks in which thes@fieation Error Rate (CER) is
used to measure the error, the best sequence of wariisterms of CER on the transcription,
for the inputx corresponds to the one maximising its posterior probgiiitshop/ 2007)

w = argmax p(w | x) (2.1)

This posterior probability is factorised according to theyBs rule as follows

argmax,, p(x | w)p(w) 2.2)
p(z)

where the ternp(x) remains constant for all the possible transcriptions amdbeadropped

in the maximisation. As result,

W:

w = argmaxp(x | w)p(w) (2.3)

w
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wherep(x | w) is the probability density function describing how likelyr (probable) is to
observex for the transcriptiorw, andp(w) is the prior probability that expresses how likely
is to observe the transcription.

As stated above, Bayes decision theory guarantees the apmtiassification when the
evaluation metric used is CER, and the probability distidoufunctions are known. How-
ever, these assumptions are not true in our case. Firstytieation metric used in HTR
is the Word Error Rate (WER), which is slightly different inocCER (Schluter et al., 2011),
therefore optimising the system in terms of CER may not imerits results in terms of
WER. Last, probability distributions are unknown. In thisnk, we assume that there is
no difference between the evaluations metrics, and thapithieability distributions can be
modelled statistically.

In this thesis, the conditional probability distributipfix | w) is modelled using HMMs
(Rabinelr, 1990), and the prior distributiptw ) is modelled using.-gram LMs (Chen, 1998).

2.4.1 Hidden Markov Character Models (HMMs)

PR typically deals with the classification of a given inpubim single class. However, in
many applications, the input may represent a structurequesece of classes. For instance,
in HTR, input is a text line image, and its classification iseguence of words. The major
problem in here is that the input is unsegmented, thus theralkent of which segment of the
input generates which word in the transcription is unknoWhnis problem can be overcome
using HMMs. HMMs have been successfully used since the 60iglofs such as, bioin-
formatics, ASR, or HTR. Their popularity is explained by itheell defined mathematical
properties, and their experimental good results.

As said in the previous section, we need to model the likelthof a given sequence of
feature vectors = x4, - - - , 27 to be generated by the word transcripten= w;,--- ,wy,

i.e. p(x | w). For the sake of simplicity, we consider the case of modgliive probability

density function of a single word, so the latter probabifitx | w) will be expressed as
probability agy(x). Afterwards, in order to model the probability of a senterseweral word

HMMs can be concatenated.

Direct estimation ofp(z) is unfeasible, as we should consider all possible segnientat
of x into its corresponding transcription. To solve this probjeve assume that each element
x; of x has been produced (or emitted) in a different sgafeom a finite-state seD. As well
aszx; elementsy; also follow a sequential order from 1 #0. A sequence of different states
may represent a character or a word. We calculated the pilitppab x marginalising oveyy

p(x) =Y _p(x,9) (2.4)
q
in which the latter term can be expanded using the chain fyleabability
T
p(x,q) = [[p(er,qe [ 247 qi7) (2.5)
t=1
We now make two further assumptions to approximate the ¢ast.t First, we assume
that the probability of emitting:; only depends op,. Last, we make a first order Markovian

assumption iny;, which implies that state, only depends on previous state 1
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paea |27 a7 = a2 g p(ae | 27 g = plae | a)p(ar | gi-1) (2.6)

In Eq.[2.6, on one hand(z; | ¢;) corresponds to the emission probability, which is the
probability of generating:;; on an statey,. This emission probability could correspond to
discrete tables, Gaussians, mixture of Gaussian, or N&ewlorks. On the other hand,
p(gi | g¢i—1) is the transition probability, which expresses the prolitgtnf movingfrom the
stateg; 1 to the statey;.

HMMs are generative models, which model the emission of seges of feature vectors
x. However, only the emitted sequengds seen, while the sequence of stategemains
hidden This feature, in addition to the first order Markovian asption is what gives origin
to its nameHidden Markoy to these models.

Given first order Markovian assumption, transitions frone atate to the next only de-
pends on the previous state. However, we need to define wiaitdsan be reached from a
given one, along with their corresponding probability dimttionsp(q; | ¢;—1). This problem
is solved by defining a stochastic finite-state automatodgMet al., 2005), in which each
stateg; corresponds to a state @, and each edge represents a transition from giateg;

pla = gjlar—1 = @) = ai;,V; Zaij =1 (2.7)
J

wherea;; represents the transition probability, and thus the pritibalof the transitions
going out from a state sum up to one

0 S Q5 S 1,2&@' =1 (28)
J

The described automaton can be classified in different tgpesrding to its structure or
topology. For instance, in an ergodic topology, every stdt€@ can be reached from any
other. In our case, for sake of simplicity, and because os#wiential nature of in HTR,
we restrict the automaton to follow the so called left-tghtiBakis topology. In this topology,
from one statey; there are only three possible transitions. The loop tremmsgoing to the
same state;, the next transition, which goes to the state;, and the skip transition, which
goes tog;. . Figurd 2.3 depicts an example of a three state Bakis togolog

q1 ’ q2 ‘ q3

N

Figure 2.4: Example of Bakis topology

With the definitions we have made so far, we can now focus ondsvdral issues of
HMMs used in this thesis. First, given an HMMs and a set ohtraj samples, we want to
estimate its most likely parameters, which correspondkéaécognition step. Then, given
an estimated HMM we want to compute the most likely sequefstatesq, which emits a
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givenx. This task corresponds to finding the most likely alignmesttleen a sequence states
and a sequence of feature vectors, i.e. a text line imagefandrresponding transcription.
This operation corresponds to the estimation of the firstierEq[2.3 in the training step.

The Learning Problem

The learning problem in HMMs is the problem of estimating thest likely parameters of
an HMM, with a defined structure, given a set of training sa&apl = {x1,--- ,xn}, and

their corresponding transcriptio® = {wq,--- ,wn}. In PR, the most likely parameters
are typically obtained by means of maximum likelihood (Mk}imation (Duda et all., 2001)

N
L= Z log p(n | wy) (2.9)

n=1

ML estimation consist in obtaining the values of the parargtwhich maximises the likeli-
hood of the training samples, assuming that they are i.imlependent and identically dis-
tributed random variables). In the case of HMMs, direct magation of this function leads
to a complex equation, in which there is no closed form forrtteximisation. However, as
introduced earlier, the probability in EQ. 2.6, can be degosed with a latent variable,
defining a new model, with unobserved latent variables.

The estimation of this new model can be carried out by the Etghen-Maximisation
(EM) algorithm (Dempster et al., 1977). The EM algorithm poees to maximise the ex-
pected ML given the latent variable. Dempster etlal. (L19Thoned that a local optimum
on this function corresponds to a local optimum in the ML fiime, and thus to a valid es-
timation of the parameters. EM maximisation implies twdeafiént steps: the Expectation
(E) step, and the Maximisation (M). EM algorithm starts wath initial value of the model
parameters. As the algorithm is demonstrated to guaranteemence to a local optimum,
the initialisation can be performed randomly. Howeverfedént initialisation can lead to
different local optimum. In this thesis, we calculated thi¢gial HMM parameters by uni-
formly splitting the training samples to each visual ch&gatiMM and each of their states,
estimating its mean values. This initialisation is basedh@nstandard initialisation method
employed by the known HTK toolkit (Young etlal., 1995).

In the E step, the current model parameters are used to findasterior distribution
of the latent variables, and their corresponding expecédaleg. In HMMs, the E step can
be performed in two different ways. First, we can follow thetEp definition directly and
estimate the expected values itself by means of the ForBao#ward (or Baum-Welch)
algorithm (Bishop| 2007), or we can perform a maximisatisnaa approximation to the
expected value_(Neal and Hintaon, 1998), which is obtainedheyalgorithm presented in
next section.

In the M step, we maximise the model parameters accordinggtméwly estimated ex-
pected latent variables. In HMMs, the expected value forldélbent variables can be con-
sidered as weighted paths emitting each sample. In conseguthese paths aligns feature
vectorsx with each state of the HMM, which model parameters can betjrestimated by
means of ML. In our case, there are two distinct set of modelmpaters: the transition prob-
abilities and the emission probabilities. The transitioolabilities are directly estimated as
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the expected values accounts each time the transition veasawer the rest. On the other
hand, emission probabilities are estimated accordinggio timderlying model. In this thesis,
these probabilities are modelled using Gaussian Mixturdd&s®(GMM) (Duda et all, 2001).

So, a gaussian mixture model is trained in each state fronx tivat were aligned in the E

step by applying ML estimation.

The Decoding Problem

The decoding problem in HMMs is the problem of finding the marstbable state sequence
q, which generates a given input samgleThe most probable state sequeride calculated
as

T
a = argmax [ [ p(a: | ¢0)p(ar | ¢1-1) (2.10)
4 =1
which can be recursively extracted

q = arg max { arg max { -+ -arg max {p(wT | ar)p(ar | qu)} e }} (2.11)

q1 q2 qr

We define the Viterbi recursion (Viterhi, 1967) function oftate; as it follows

u(j) = arg max vi-1(0)p(ze | 45)p(g; | 4:) (2.12)

i,1€

which is efficiently computed using the Viterbi algorithnofRey ) 1973)

| ao;bsn =1 (2.13)
Ut (.7) = {Inalx (Utfl(i)}aijbjt otherwise (214)
3

wherea;; corresponds to the transition probabiljtyg; | ¢;) andb;; corresponds to the
emission probability(x; | g;).

The Viterbi algorithm is a case of dynamic programming, irichtwe compute from,
to zp and for eacly; € Q its corresponding;(j). In the end, the state that maximises the
function vy is obtained, which allows to find its most probable predemesxtracting the
most probable pat§.

2.4.2 n-gram Language Models

LM estimation deals with the task of modelling the probapibf a given sentencev =
{wi,--- ,wn}. Thisis a core task in NLP tasks such as HTR, as it directlyesponds
to the second part of the classification equation in[Eg. 2.8l Has been studied for two
decades (Rosenfeld, 2000), and a wide variety of differartets have been developed. One
of the most successful and used models arentiggam models (Goodman, 2001). Given a
sentencev, we decompose its probability by means of the chain rule

T
p(w) = [[ p(w: | wi™) (2.15)
t=1
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wherep(w; | wi™" = is the probability of observing; oncew! ! has occurred.

We could directly estimate each term of the product, howekiernumber of parameters
exponentially grows with the length ef. Therefore, we make a Markovian assumption of
ordern, which means that each word only depend on the precddingl) words

T
p(w) ~ [ p(we | w;=, ) (2.16)

t=1

We can now limit the number of parameters by choosing a deitald~or instance, given
a text with W different words, am-gram would have at mo$¥’™ parameters. It must be
noted that, the first terms of the previous equation do nosgmthe needed history to be
correctly estimated. This problem is solved by adding 1 times at the beginning of the
sentence the special word “<s>". This way the probabilityofd to occur at the beginning
can be calculated.

Given a text ofit words, we want to estimate each of thgram model probabilities

p(w | h) Yw € W,Yh € W1 (2.17)

in whichw corresponds to each word of the lexicon, &rtd each possible historyof length
n — 1. N-gram parameters can be estimated by ML estimation as

plw | )= )

(2.18)

in which theN function accounts for the number of times a certain evenbkas observed.
However, available data is usually scarce to estimate tige lsumber of parameters even for
small values of.. This is mainly caused because wardyram events in natural languages
follow the Zipf's law (Zipf,11949). Zipf's law states that a@vent frequency is proportional
to its rank in the frequency table. For instance, the mosjufeat event will appear almost
twice as ofter as the second, three times more than thirds@od. Thus, the quantity of text
needed to effectively, correctly estimate thigram parameters is far unattainable. To solve
this problem, smoothing techniques are used.

Smoothing techniques are based on the idea of discountwigapility mass from ob-
served events, and its redistribution into unobservedtsven this thesis, we only describe
the modified Knesser-Ney smoothing (Chen, 1998), as it istigethat performed best when
selecting the optimum smoothing technique for the thesmsments. In this smoothing,
the probability of eacm-gram is estimated considering all its corresponding loareler
n-grams

plwi [ wi=l, ) = a(wi (w2}, )+l )atws |wiZl, ) (2.19)
The« function is estimated by a slightly modification of the Knersbley smoothing method
(Kneser and Ney, 1995), in which eaehgram is discounted a quantity according to the
number of times it has occurred. Thes a scale factor so the probability sums up to one.

LMs are evaluated in terms of perplexity. Perplexity is alfyaneasurement in infor-
mation theory. Given a discrete probability distributignvhich in our case corresponds to
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an n-gram model, and a set af sentencedV = {wy,---,wx}, the perplexity (PP) is
calculated as .
PP(W) = 27 % 2= 1082 2(We) (2.20)

where N corresponds to the number of wordsih The perplexity corresponds exactly
to two power of the entropy oW given ourn-gram LM, which can be interpreted as the
expected number of words after a given one. LM with less jeeityl are better estimated as
the uncertainty of which words follows after is smaller.

2.5 Interactive HTR

Even though there exists many automatic systems dealitgdifferent tasks with high per-
formance, there also exists a high number of problems, sutth@scription of text document,
in which a fully automatic approach is unfeasible. As saidnoal transcription of old text
documents is very expensive in economic and time terms, afuttunately, text documents
cannot be transcribed with acceptable results by currate-sif-the-art HTR system. How-
ever, as in other daily tasks, a synergy can be achieved bhioam the best of both, human
and machine, in a CAT approach. In this approach, the systehttee user help each other
in order to efficiently complete the task, that is minimisiumger effort. This user effort can
be provided at different levels. In HTR, for instance, Esp&®qguera et al. (2011) employed
user effort to train a NN to reduce the variability of inputdges. On the other hand, Agua
et al. (201R2) showed the transcription of multilingual dewnts can be improved by manu-
ally specifying the language i which each line is written wéwer, the most common use of
user interaction is to supervise the system output, in drdebtain a correct transcription.

The application of CAT approaches altogether with PR tegimes is not new. In fact,
they have been used in a wide range of different areas, sublvia$ormatics [(Dai/ 2007)
or ASR. In ASR for instance (Barras et al., 2001), a first step W automatically recognise
an audio segment, and then, manually correct it with an astere tool that enables the
user to efficiently navigate through speech. Specificalig, dbjective of these tools is to
facilitate the transcription to the user, when comparet Wit tedious manual transcription.
Other more refined approaches in ASR locate errors and pesstththe user (Luz et al.,
2008), further reducing the effort (Hakkani-Tur et al., BROCAT approaches are not new
either in the transcription of old text documents. In the [MHEBA project (Bourgeois and
Emptoz, 2007), an approximation for CAT in the OCR of old nmiaehprinted documents
was presented. In this approach, the user attention is klasé@d correcting those system
transcriptions that could not be automatically classiftgidhilarly, reCAPTCHA ((Ahn et &l.,
2008) employs user correction to transcribe difficult grthtlocuments while also serving as
additional protection when filling web forms.

Hitherto we have introduced some basic CAT approaches wearedfort is employed in
correcting the system output. The basic features of thgsmaphes are the use of adequate
interactive tools to navigate the image, together with aaredetection tool, that highlights
possibly incorrect words to the user . However, if errorandequently, it could be better to
ignore the system output and complete the task manuallydhidNand T.Kawahara, 2006;
Luz et al.| 2008). A bettter idea is to employ user interacthieyond the simple correction of
the system output. For instance, in HTR, an incorrectly gatsed word of a given text line,
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typically affects the surroundings words, generating masrers. When the user supervises
a recognised word, the uncertainty of the system aroundatbed is reduced, and thus the
transcription may improve (Culotta et al., 2006).

In this regard, one of the most successful CAT approachéeipriefix-based approach.
The main idea of this approach is to improve the current sys$tegpothesis by recomputing
it constrained to a correct prefix. Concretely, first, ther wsdidates the prefix of a system
hypothesis up to the first incorrect word, which is correctéxt, the validated prefix and
the user corrected word are employed to predict the ren@isirffix by constraining the
search process. This process is repeated until the whaolectigtion has been revised. This
approach has been the base of many works dealing with vegrelit applications, such as
HTR (Toselli et al.}] 2007), ASR_(Revuelta-Martinez et aD12) or syntactic tree annota-
tion (Sanchez-Séez etlal., 2010). All these approachegssitdly reduce the effort needed
to obtain the required output.

2.6 Interactive HTR in this thesis

In the problem that is studied in this thesis, the interaciM R with limited user effort, the
previously presented approaches present a major drawbrefzct, even though when using
this approaches, the user effort required for transcrifiegdocument is lower than in case
of manual transcription, it is not easy to estimate how mgafequired. It would be better,
for applications in which the effort is limited, to take thest advantage of the available user
effort and produce the highest quality transcription galssiln other words, the objective of
this new approach is, given a quantity of user effort, olitgjthe best transcription possible.

The most straightforward way to develop the newly preseatgatoach is to invest the
limited quantity of user effort in supervising only thosewognised parts which have been
incorrectly recognised. The first step is to decide at whaeklithe supervision is going to be
applied. In some works of ASR (Hakkani-Tur et al., 2006)s gupervision was performed at
the sentence level, because, it may be difficult or unnatoithke user to correctisolated audio
segments. For instance, when supervising sentences, éheffert would be employed to
correct the most erroneous ones. However, a better appvaadd be to only supervise the
incorrect words within those sentences. In fact, in HTR,dgaran be isolated, and presented
to the user in closed boxes, as in the successful reCAPTCHw (A al.| 2008).

In order to select possibly incorrect words, an addition@pds added to the process,
in which the HTR recognition system scores its output adogrtb its reliability with the
current hypothesis. When these scores manage to disctanitdch words are correct or
incorrect, they can be used &enfidence Measurd€M), i.e. an score of the system un-
certainty on a given word. In consequence, words with low @sld then correspond to
possibly mis-recognised system hypothesis. Examplesliof @Ms are system scores, such
as the likelihood, or external features, such as morphockbgiassification, or a combina-
tion of them. CMs have been studied and applied in a wide rahgeeas, such as machine
translation|(Ueffing et al., 2003), or ASR (Wessel et al.,2)0M this thesis, we have mainly
used word posterior probabilities from Eq.12.1, as CMs in different applications. First, to
select low confidence recognised words that will be supedvs/ the user. Second, to select
high confident words to improve system via adaptation.
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CMs enable us to detect incorrect words, however, we needthoohé¢o select which
of these words will improve the most the transcription dyaliGiven a set of recognised
samples along with their CMs, and a limited quantity of suséon effort, Active Learning
(AL) (Settles) 2010) is a research area that studies howfiegftly use this user effort in
order to improve the most the current system. It must be rtbggdthis application is closely
related to CAT, however, in CAT the finality is to select whigbrds better improves the final
transcription, not the system performance. AL have beeoessfully employed in different
areas and applications. For instance, in applicationsevlienotation is very expensive, AL
helps to select a small set of samples, which obtain a sysimawacceptable performance.
Another application is effective adaptation from few sa@splOne of the most widespread
and successful AL techniques is uncertainty sampling, wbéects the recognised samples
to be annotated according to their confidence. Low confidewneds will be likely produced
by poorly estimated models or unknown events, thus its ctar will include them into the
training set, improving the system performance.

Once the user has supervised (and corrected if necessasg)riacognised words selected
by the system, we obtain a partially supervised transoriptiSupervised words can be di-
rectly used to train our system, as they correspond to vafidgtated) samples. Nevertheless,
unsupervised words may have been correctly recognisedhagaould be included into the
training set. The first approach is to include all unsupedigords in the training, which
is called unsupervised learning. Unfortunately, as it hessnbshown in previous works, the
improvement is quite limited (Serrano et al., 2009). Howeas AL techniques select for
supervision low confidence words, the rest unsuperviseglkesnshould correspond to high
confidence ones. As a result, an effective selection of wersiged words would help to im-
prove system performance, or at least, to remain unalténefdct, Semisupervise Learning
(SL) studies this problem (Zhu, 2006). SL has been appliddSR (Wessel and Ney, 2005),
and HTR [(Frinken et all, 2011), as it reduces the amount obtated samples needed in a
task. The most simple yet effective technique in SL is cadlefttraining, which uses CMs to
select which words are used to adapt the system. High scovisd-€present high confidence
words, which are likely to be correct.

User interaction is a useful resource. When dealing withstigervision of a word or a
sentence, its supervision may help to improve the wordsbefiod after that being corrected,
as there is a direct dependency between them. This approattleelp to improve a tran-
scription after the user has supervised a few recognisedswvéior instance, the supervision
of a word may include a new word into the system vocabularjiperement the confidence
of the surrounding words. This latter approach has beeavieldl in a wide range of areas,
such as information retrievel (Kristiannson et al., Z0@f)HTR. A successful but limited
approach was presented lby Toselli et al. (2007). They ptredentechnique that given a
text line image, the user supervises the its prefix, comgdtie first incorrect word that is
found. Next, the system generates the most probable suffisticined to this correct prefix.
They shown that this prefix constraining help to improve thffixs and consequently, the
quality on final transcriptions. However, in this thesis,aay word within the line can be
supervised, &onstrained Viterbi searchlgorithm has been develop to recognise samples in
which some words have been supervised. This words will redue number of hypothesis
to be considered, and therefore, a better transcriptidrb@ibbtained.

In this thesis, we have integrated and extended all the quslyi described techniques
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and tools:Confidence Measureéctive Learning Semisupervise LearnirgndConstrained
Viterbi searchinto the a CAT approach to transcribe old text documents.
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Chapter 3. Interactive Pattern Recognition

3.1 Introduction

As said in the Introduction, transcription of old text docemts is an expensive and time-
consuming task for transcribers. Unfortunately, a fullyoaoatic approach to the transcrip-
tion problem is currently unfeasible for most applicaticassstate-of-the-art automatic recog-
nisers cannot still produce acceptable results. An efficdetution is to overcome the prob-
lems of both (automatic and manual) approaches by combthigig into an interactive ap-
proach. The objective of this approach is to employ the benefithe approaches, i.e. the
guality of manual transcription and the efficiency and duiéityt of an automatic recogniser.
This approach has not only been applied to HTR but also to rddfgrent areas, in which
the system output may not be reliable because of the difficuithe target usage of the task
. For instance, in medical environments, system produceisidas has to be revised by a
human operator. As a result, the previously presented pilidiec solution to PR problems,
as in our case HTR, has to be extended to include the interawith humans.

In HTR, the first interactive applications consisted in the@e manual post-processing
of an automatically obtained transcription. In these agpions, the system propose a tran-
scription to the user, who revise or supervise the systempub#nd corrects it if any er-
rors were found. Similarly, this interactive approach hise &#een applied on top of other
PR systems in very different fields, such as ASR (Luz et al0g82@r machine translation
(MT) (Barrachina et al., 2009), showing improvements ovenmal approaches. FigureB.1
depicts a diagram showing the post-editing process fostméning text documents. First,
lines within handwritten text images are automaticallyogatised by a PR model, next, a
user postedits these automatic transcriptions. Refinesiorer of this process make use of
dictionaries, which propose list of similar words to the dhat it is being edited, or guide
the user on supervising only incorrectly recognised woirdgrder to improve their effec-
tiveness. However, this approach is only effective undestaint conditions. For instance,
the quality of automatic transcriptions has to be acceptabbrder for the post-processing
to take less time than the manual transcription.

I
Images Rec. words Transcriptions
@ HTR Post-edition
I

Figure 3.1: Standard post-edition process.

|

The problem is that, these approaches do not fully expleittbnefits of the interactive
approach. For instance, the user interaction applied irecting the system output gives
substantial information that can be used to improve thestndption beyond its simple cor-
rection. In fact, they correspond to correct parts on thegenavhich can be employed on
reducing the search space of the recogniser. Hence, itdhoake the search easier as it
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reduces the number of possible transcription to be recednit addition, user corrections
give information on mis-recognised words by the system. s€t@rrections could be used
to improve the current system models improving its futundgrenance. The problem is that
the implementation of this two ideas is not easy as existgggnition and training methods
has to be modified.

Another important issue is that typically user interacti@ne applied to correct the sys-
tem output. However, the whole interactive transcriptiasktincludes many different parts
besides the automatic recognition and its interactive-pdgions. For instance, preprocess-
ing of raw images into suitable feature vectors could be ovied employing user interaction
to guide certain preprocessing methods. A good examplésptbcess is shown in (Espafia-
Boquera et all, 2011), in which users annotate how the aso¢mdnd descendants size of
text line images should be normalised. Then, this input edus train a neural network
that performs this process automatically. This procesdtes an important improvement
in terms of recognition accuracy, when compared with unstiged heuristic methods that
perform the same operation. These results rise the facit tbatld be better to employ user
effort in this way than directly correcting the system outpu

In Sectior 3.2, we present the statistical foundationsfaractive transcription. Next, in
Sectiori 3.8, it is adapted to the case of interactive tramsmn of handwritten text document.
Last, we also adapt it for the case of interactive documemtuaanalysis in Sectioh 3.4,
proving that these approach can be useful whenever an dtiteraolution is proposed for a
task.

3.2 Interactive Pattern Recognition

As said in the Sectiohl 2, the pattern recognition problemhmariewed as a probabilistic
problem, in which given a feature vector representations#rapler, its class label can be
obtained by maximising the posterior probability (simlijaio Eq.[2.1).
j = argmaxp(y | x) (3.1)
Yy

However, in an interactive approach, a user feedback oractien f is also available
and has to be considered in the classification problem. Agihis variable to the previous
equation results in:

§ = argmaxp(y | z, f) 3.2)
Y

which can be decomposed applying the Bayes rule in
g = argmaxp(z |y, f)p(y | fp(f) (3.3)
Yy

The specific modelling of these terms depends on the domaireafser interaction em-
ployed.

A simple yet effective consideration is to assume th&ias the same domain gs For
instance, in HTR, user interaction may consist in the pdgtem of some wordg’ producing
a partial annotation af. Consequently, the previous equation can be expressed as

y =argmaxp(z | v,y )p(y,| ¥ )py') (3.4)
Yy
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which allows the possibility of employing the same systewetteped for EQ 31, as the feed-
back is expressed in the same way as the model gla®s the other hand, this simplification
can be interpreted as a limitation over the search spacel(ifesal., 2011) because the cor-
rected class helps to reduce the uncertainty of the systé@stgpothesis. For instance, a user
may specify that some classes are not valid for a partiaylatich increases the probability
of the others. However, this simplification cannot be alwpggormed, as user interaction
may differ in domain or modality with the other variables. rkostance, in HTR, user in-
teraction may consist in solving a preprocessing step, it obtain a feature vector that
differs from that ofz.

Another important consideration in an interactive taskspossibility of employing the
previous system outputs and user interactions. For ingfaviten transcribing a handwritten
text document, the transcriber will sequentially annogateh line. This information can be
used to improve the system and so, the quality of the trgotsans produced. Considering
the interactive transcription a¥ handwritten text images) and their corresponding text
transcriptiong/¥, Eq[3.2 is expressed as:

g1 = argmaxp(yr’ | 7', 1Y) (3.5)
Y1

which by applying the chain rule of probability can be vievesda sequential process

g1 = argmaxp(ys | z1, L)p(y2 | 1, f) - plyn |2t 7700 (3.6)
Y1
As observed, posterior probabilities now depend on alliptesly seen variables. So all

the possible classification combinations should have t@bsidered, which may be unfeasi-
ble for many applications. This problem can be tackled byinggkome assumptions. It can
be assumed that the classification of the actual sample épamdtient from the previous one,
which will result in a sequential recognition process whitkapting from all previously clas-

sified samples. Alternatively, it can be assumed a n-ordgemigency on only the previous
n-ones, thus, reducing the resulting model complexity.

3.3 Interactive Handwriting Recognition

As said in Sectiofi_ 216, the objective of interactive hantngirecognition is the efficient
usage of the user effort available obtaining the best trgstgmn possible of document. This
objective would be achieved by correctly modelling and gimgl Eq.[3.6, but its direct esti-
mation and search is unfeasible. However, it gives an iddewafthe best search could be
achieved. E4.3]3 can be transformed to fit the case of irtteedd TR. Given a feature vector
x and a user interactiofy, the most probable transcriptien can be obtained by:

W= argvlvnaxp(x | f;w)p(w | fp(f) (3.7)

where considering that all user interactions are equddglyivf : p(f) = Gk and there the
previous equation becomes

W = argmaxp(x | f.wp(w | /) (3.8)
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Up to this point there has not been any decision on how theinisgaction is performed.
In this thesis, user interaction is considered the superviand correction (if necessary) of
some recognised words. As the effortis limited, only a hahaffwords would be supervised.
This creates an additional problem, how to select which waré going to be supervised. In
fact, the supervision of some words may help the system rharedthers. For instance, the
supervision of a correct word would waste the user efforhayg tvere correctly recognised
by the system, while the supervision of an incorrect wordrimmps the transcription and
adds new annotated data. This problem is studied by a subfi€lg called Active Learning
(AL) (Settles, 2010). AL studies how to select which unamated samples are to be super-
vised so that their supervision maximises the performahteecsystem. Including AL in an
interactive HTR approach leads to the so called guided @dititag transcription, as depicted
in Figure[3.2. As observed, using an automatically gendrascription, AL techniques
select words with low confidence, that is words that are yikelbe incorrect, and ask the

user to supervise them.

Low CM words Interactive Supervised words
Transcriptiol

Images Rec. words[ ™ active High CM words Transcriptions
@ HTR Learning|
I

Figure 3.2: Guided post-edition interactive process

|

In Figure[3.2, we can also observe that, differently from phevious diagram in Fig-
ure[3.1, the system would only ask the user to supervise saongswA good example of
this approach for HTR was studied In (Tarazon et al., 2009}his work, an accurate error
detection method could detect most of the errors by only sigiag few recognised words,
skipping most correct words.

Once a few words are supervised by the user, the resultingdription is improved.
However, this supervisioli can be used within E§._3.8 to further improve the transaipti
beyond its simple correction. This operation will be reéefras constrained search, as it
corresponds to the search of the optimum transcriptiontcaingd to the user interaction
(or requirements). This new search will obtain better rssas user supervision reduces the
uncertainty of the system, guiding the search towards biejigotheses.

Figure 3.8 shows the addition of this step to the latter diagrAs observed, this new step
is performed after user supervision. The estimation andeémentation of this step strongly
depends on the user interaction considered. For instarnslliTet al. (2007) employed
constrained search for HTR in which user interaction regmtssthe correction of prefixes.
This is motivated by the interactive approach followed, lah users continuously supervise
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the system output up the first incorrect word. Then, the sysecomputes its hypothesis,
and the user continues the supervision. Similarly, Knisigon et al.|(2004) applied the
described constrained search to the task of interactieenmdtion extraction. In the case of
this thesis, user interactions can correspond to the dayreof random words within the
image, independently from its position. This method isyfdlétailed later in Sectidn 5.4.1.

Low CM words Interactive Supervised words
Transcriptior]

Images — Rec. words[ acive | High CMwords ["~ .- ] Transcriptions
@ Learning| Search

=

Figure 3.3: Constrained search after a guided post-edition process

|

Hitherto we have described how to obtain the transcriptiba given image and some
user interactions. However, only the transcription of ke image has been considered
until now, while typically a whole set of lines would be tranbed. Extending the same
assumptions we have made for a single image to the ca¥eiogs, we obtain

N
wi' =argmax [ [ pen [ f7 wi ™ p(wi | £ %07 (3.9)

Wi n=1

which is similar to the previous EQ. 3.8 but depending on @l/pus images, specifically

N
VAV{V = argmax Hp(Xn | f7z7W7La fln_law?_lax?_l)
N

Wi n=1

p(wo | fr f17 0w (Wi [T ) (3.10)

However, the search proposed in the latter term presentsnain problems. First, the
search itself that has to be performed globally for all palsstranscription of all images,
and last, the difficulty of estimating the terms due to theeselence on several variables.
The first problem can be avoided by considering that the trgstgon process is performed
sequentially, one line after the other

Wn

N
VAV{V = {argmaXp(Xn |fn;Wn7f{L_laW;L_lvx?_l)p(Wn| fn; {L_lvw?_lax?_l)}

n=1
(311)
which in the case of the application of this thesis is natuaslit is assumed that this order
is given by the natural sequential structure of handwritésit documents. This assumption
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is fair for transcription experts, because they typicalnscribe the document from the be-
ginning to the end. Alternative methods of order selecti@naut of the scope of this thesis.
Interested readers are referred to active learning lileegiSettles, 2010), where this matter
is studied in detail.

Finally, only the problem of multiple dependencies remaiHswever, as it can be ob-
served in Eq_3.111, previous images, transcriptions andinsgractions have been already
produced, and thus these dependencies can be incorposatedannotated images for the
model parameters estimation. As in the training of HMMs prgsd in EqC219, the model
parameter® of an interactive recognition system can be estimated byimmakg the like-
lihood functionL over a given set of annotated samptesGiven an interactive recognition
task, we assume that model parameters are estimated wéhradtated data available. For
instance, the model parameters when recognising the sangrkeestimated as:

0 = argmax L(©; SU {x{™ 1, wi~l, fi=1}) (3.12)
©

then, we approximate then dependencies ol Eq] 3.11 as:

N
W{V = {argmaxpe(n)(xn | fn,wn)p@m (W, | fn)} (3.13)

Wn
n=1

In this approximation, each time a transcription is recegdj model paramete€ are
updated using all available data, so recognition of pastemages improves. In fact, this
step would be performed as a complete re-training of all Hsodd¢owever, due to the high
computational cost of the process, as it implies retraimimgge and language models, it is
typically only performed once a set of new images have besrstribed. This process can
also be carried out in an on-line fashion, in which model paaters are updated with each
sample|(Ortiz-Martinez et al., 2010). In this thesis, weeheentered on the first, complete
re-training, as it obtains equal or better results than atinenestimation. Furthermore, we
also study the adaptation of partially supervised trapsion, as the transcription obtained
could have not been completely supervised by an user, asgdehwrs could remain.

Concluding, once this model adaptation and retraining teeen performed, the inter-
active transcription process corresponds to the one deifinejure[3.4. In this figure, we
can observe how each line is processed. First, user supsrése words, which are used to
further improve the transcription by constrained searob,fanally improve the HTR system
by re-training, therefore improving the recognition of fes®r lines.

3.4 Interactive Document Layout Analysis

In this section, we present another application of intéraqiattern recognition for the task
of document layout analysis (DLA). This task correspondfi&ofirst step of the whole tran-
scription process of handwritten text pages. In this steg |acation of the text to be tran-
scribed is detected, as document pages may include diffiergouts, such as multi-column
texts. A correct annotation of the layout will help the syst® correctly process the poste-
rior steps, such as text baseline detection, and thus ireghav/final automatic recognition.
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Interactive
Transcriptior]

Images i Transcriptions
9 - Rec. words Active High CM words Constrained P
HTR T —
Learning| Search
1

E j Supervised & High CM words
Models Adaptation

Figure 3.4: Interactive transcription process, in which adaptatioagplied using the
resulting partially supervised transcriptions

Low CM words Supervised words

Typically, this problem is addressed as a syntactic amalysiblem|(Mao et all, 2003), in
which the document layout of a page is represented as a lagiaéion among the compo-
nents of the page, i.e. text block, images, captions, eten/dpplied to the transcription of
handwritten old text documents, an interactive approadhitotask would be adequate, as
at the beginning there is little annotated information &irtra reliable system. Intelligent in-
teraction will help the user to annotate the document layoarie precisely, while improving
the HTR performance.

Given a document image represented by a feature vecitsrdocument layout structure
h has to be detected. Variablas divided in two variabled,ands, which represent its layout
contour and class, respectively. This detection problembe&asolved using a statistical PR
approach following EG.3]1

h =argmaxp(z | I, s)p(l, s) (3.14)
h=(l,s)

in which the layout structurg is obtained by maximising its posterior probability given
Then, applying an interactive approach in which some ugerawtionsf have been per-
formed, the latter variable is introduced in the search ataéxed in Sectioh 312

h = argmaxp(z | £,1,5)p(E | 1,5)p(l | $)p(s) (3.15)
h=(l,s)

in which the ternp(f | [, s) deals with the probability of the applied user interactigiven
the possible layouts. This probability is the most imparfzart as it guides the conventional
search.

The proposed search was applied.in (Ramos-Terrades|e®aQ) ih the detection of the
layout of a handwritten text document. In this task, the layeas formed by square contours
[ and there were only to two types of classes, “front” and “Baakich corresponds to the
left and right pages, respectively. Empirical results weloéained varying the size of the
available user interaction history. Results showed thanevhen dealing with simple layout,
a few user interactions can result in a great improvementebterall process.
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3.5 Conclusions

In this chapter, a statistical approach to interactivegoattecognition has been presented.
This approximation introduces two main features, the ddpeay of all model terms with
user interactions, and the dependence on previous syst@gnitons. Due to the unfea-
sibility of a direct approach, several simplifications hawebe performed while trying to
maintain the original model complexity. In addition, asstsimplifications depend on the
task in which these approach is applied, two different aapilbns were presented for the
tasks of interactive handwritten text recognition andratéive document layout analysis.
This latter application has led to a publication in an in&gional conference:

e O.RamosN. Serranoand A. Juan. Interactive-predictive detection of handemitext
blocks. InProceedings of the 17th Document Recognition and Retriéeaference
(DRR 2010) San Jose (USA). January 2010.
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Chapter 4. Annotation of Handwritten Text Documents

4.1 Introduction

In this chapter, we describe the digitisation and annatgtimcess of two real handwritten
text documents called GERMANA and RODRIGO. The documentewarefully selected
to serve as benchmarks of interactive transcription ambres that is the main topic of this
thesis. The task of automatically transcribing these twoudent is not straightforward, as
the scarcity of external resources make complex buildingadd®R system. The annotation
of this two documents has produced two databases of sinidarts standard database for
HTR, such as the IAM database (Marti and Bunke, 2002). Mogeahe databases have
been made freely available for research purposes to teilémpirical comparison of dif-
ferent approaches to document layout analysis, text lit@etion and off-line handwriting
recognition.

In addition, we also present the sequential process toeceehiseline system from fully
supervised transcription. In this process, we tuned thtufeaxtraction method and the
HTR system parameters, as well as we applied some toolsuoeeke language complexity.
Results are discussed on each step on the validation satto€egpus using only a small part
of the document as training. Next, the best system obtasmesdd to sequentially transcribe
the remainder chapters, as it would be performed in a pastedpproach. Specifically,
each chapter is automatically transcribed, then fullysediby a user, and finally added to
the training set. This experiment will serve to observe terall difficulty of these tasks.

This chapter is divided in three sections. Firstly, GERMAMAd RODRIGO are de-
scribed in Sectiohl4. Secondly, baseline experiments aretighly described in Section 4.3.
Finally, conclusions and future work are reviewed in Seddd}.

4.2 Annotation of GERMANA and RODRIGO
4.2.1 GERMANA

GERMANA is the result of digitising and annotatingré4-page Spanish manuscript enti-
tled “Noticias y documentos relativos a Dofia Germana de FoixmatReina de Aragor
and written in1891 by Vicent Salvador, the Cruilles’ marquis. The original mscript is
preserved in the Nicolau Primitiu Collection at the ValamcLibrary (BivalDi). Manual
transcription of GERMANA is not a particularly difficult tefor several reasons. First, it is
a single-author book on a limited-domain topic: the lifeG#rmana de Fofk(1488-1538),
niece of King Louis XII of France and second wife of Ferdinahd Catholic of Aragon.
Also, the original manuscript was well-preserved and magtes only contain nearly cal-
ligraphed text written on ruled sheets of well-separateedi

It goes without saying that text line extraction and offelihandwriting recognition on
GERMANA is not, by contrast, particularly easy. GERMANA higpical characteristics
of historical documents that make things difficult: spotsiting from the verso (or front
pages) appearing on the recto (or back pages), unusuakctd@aand words, etc. Also, the
manuscript includes many notes and appended documentréhatritten in languages dif-

an English, “Related news and documents of Mrs Germana of, Fast queen of Aragén
PHer biography can be found|http://wikipedia.org/wiki/Germana_de_Foix
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ferent from Spanish, namely Catalan, French and Latin.rPdlli, we think that GERMANA
entails an appropriate trade-off between task complexity amount of data. To our best
knowledge, it was at its publication date, the first publialjilable database for handwrit-
ing research, mostly written in Spanish and comparableze & standard databases such
as IAM. Due to its sequential book structure, it is also veelited for realistic assessment of
interactivehandwriting recognition systems, in which a user followgguential process to
transcribe the document from the beginning to the end. Maed can be used as well to
test approaches for language identification and adaption §ingle-author handwriting.

GERMANA manuscript is divided into intd7 sections. However, for simplicity, we will
distinguish only7 parts of the manuscript:

1. Front matter (ppl—6): a half title, a title and a portrait ddofia Germana de Foix

2. The chapters (pg—180): 174 pages divided int@ chapters, each one devoted to a
distinct period in the life of Germana.

3. Notes (ppl81-282): 290 numbered notes referenced in the chapters.
4. Biography notes (pp83—302) of 8 relevant persons mentioned in the second part.

5. Documents (pp03—540): handwritten copies of1 historical documents related to the
life of Germana.

6. lllustrations (pp541-716): 4 documents with their own notes appended at the end.
7. Back matter (py17-764): various indices and images.

Most pages only contain handwritten text aligned to horiabrules in a simple template of
either24 (pp 1-180 and729-764) or 32 (pp 181-728) lines. As an example, the pagé
is shown in Figuré¢_ 4]1. Note that the handwriting is easilydele and tightly aligned to
horizontal rules.

The manuscript is solely written in Spanish up to page After this page, however, the
reader can also find text in Catalan, French, Latin and, teseleextent, German and Italian.
In the third part, there ar&3 notes (mostly) written in Catalad (47, 50, 73, 78, 79, 81, 82,
84, 85, 87-91, 94-96, 134, 177, 194, 205, 209, 214, 227, 229, 236, 238, 261, 266-268 and
270); 18 in French (, 2, 15, 22, 23, 25, 29, 44-46, 71, 109, 110, 119, 155, 170, 257 and
280); and1 in German {80). Also, there ar@4 documents in the fifth part that are written
in Catalan ¢, 8, 27, 29, 31-33, 36-40, 44, 48-54, 59, 64, 68 and69); 10 in Latin (2, 4-6,
12, 24, 34, 42, 43, 70); 1 in French {); 1 in German £5); and1 in Italian (65). Biography
notes and lllustrations are primarily written in Spanistough there is also some content in
Catalan (a short excerpt @8 lines starting at the last line on pag@0; notes39, 47 and61
of illustration C; and noté7 of illustration D).

The manuscript was carefully scanned by experts from then#n Library aB00dpi
in true colours. As with historical documents in generalrsted pages have noise effects
like spots, tears, ink fading and transparency of back sk, they show a slight warping
due to book binding. Nevertheless, the manuscript can by @aad and thus we decided
not to apply any preprocessing to it for the purpose of animgground-truth. Ground-truth
annotation of layout of GERMANA consisted of two parts. Oa tine hand, all text blocks
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Figure 4.1: Page67 of GERMANA.

were marked with minimal enclosing rectangles and, witldnohetext block, each text line
was marked by its (straight) baseline. This was done setoizatically by means of the
GIDOC prototype (see AppendixlA). All blocks and baselinetedted automatically were
also manually supervised, and corrected when needed.

On the other hand, the whole manuscript was transcribedoynkne, by paleography
experts. The transcription process did not start from shrdtut from a partial transcription
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produced by experts from the Valencian Library durd®§2. This partial transcription cov-
ered most of the manuscript@%), but it was not directly applicable to handwriting reséarc
mainly because it did not include original page and line ksealherefore, to produce the
final transcription, this partial version was first reviewaat then completed. It was done
again by paleography experts, in accordance with the fadigwranscription rules:

Page and line breaks are copied exactly.

e Blank space is only used to separate words.
e No spelling mistakes are corrected.

¢ No case or accentuation change is done.

e Punctuation signs are copied as they appear.

e Word abbreviations are first copied verbatim, except foiralibes and superindices,
which are written in ATpX-like notation as_{sub} and™{super} , respectively.
Then, they are followed by the corresponding word betweaakats. Thus, for in-
stanceD?. is transcribed a®™{a}.[Dofia] . Figure[4.2 show an examples of an
abbreviation and a superindex. This special annotatiohb&ilused to build the lan-
guage model part of the HTR system.

=l TG
J. I__. |'L'| '||r" 'x?.\l { "t ) ]]" lL‘ ! s el

Figure 4.2: Example of a line with abbreviations and superindexes.

Also, to facilitate language-dependent processing of taeumacript, each transcribed line
was manually labelled in accordance with its dominant laggu The total time required for
a single expert to manually transcribe the whole manusegtestimated &332 hours; that
is, approximatel\30 minutes per page on average. Note that, the time require tk tha
text block and its baselines is also included.

Table[4.1 contains some basic statistics drawn from thesdrastions. It must be noted
that, these statistics include some pages that cannot byfaisd TR, as they contain graphics
or genealogical trees. The amount of data used for each imxgarwill be described in
the experiments Sectidn 4.3 . These statistics were comi@iter applying the following
preprocessing steps:

1. Substitution of abbreviations by their correspondingdgo
2. Concatenation of hyphenated words at line ends with teeiainders.

3. Isolation of punctuation signs.
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Table 4.1: Basic statistics of GERMANA

GERMANA
Lexicon
Language Pages Lines Words(K) Size(K) Singletons(%) wrsize
Spanish 595 16599 176.8 19.9 55.6 111
Catalan 87 2417 26.9 4.6 63.2 86
Latin 29 951 8.3 3.4 69.2 87
French 8 266 3.0 1.1 71.1 82
German 8 228 1.5 0.6 52.7 71
Italian 2 68 0.8 0.3 67.3 59
None 35 0 0.0 0.0 0.0 0
All 711 20150 225.3 28.8 58.7 115

Note that the Spanish part of GERMANA comprises allgut” text lines and 77K run-
ning words from a lexicon a0 K words, which is comparable in size to standard databases.
It is also worth noting tha56% of the words only occur once (singletons). The database
is available at the PRHLT websitéor non-commercial research. It contains approximately
21K text lines that comprises abo2it7 K running words from a vocabulary 80 K words
which, apparently, is a reasonable amount of data for siagtbor handwriting and language
modelling. The interested reader is referred.to (Belend2@®7) for a deep study of the
manuscript from a historian’s point of view, and for a prohteanscription of the manuscript
though, as it was not intended for handwriting research a weformatted for better read-
ability.

4.2.2 RODRIGO

RODRIGO is a manuscript from545 entitled“Historia de Espafia del arcobispo Don Ro-
drigo”, and completely written in old Castilian (Spanish) by a stnglithor. It is 8853-page
bound volume divided intB07 chapters describing chronicles from the Spanish histogstM
pages only contain a single text block of nearly calligraphandwriting on well-separated
lines. Its size is similar to the previously described datsy GERMANA, and they also
present some common features, such as homogeneous writihg presence of an unique
block per page. lts first part was copied from an older (XV ogyt manuscript, followed
by an addition of posterior chronicles. The original mamipgds preserved in the “Castilla
de la Mancha” libraryl(Bib). As in GERMANA, handwritten liseare easily readable and
tightly aligned, containin@4 lines on average. According to experts, the manuscriptngrit
style corresponds to Humanistic script, similar to theidtatript (Millares and Ruiz, 1983)
but with textual Gothic influences. As an example, pageand16 are shown in Figurie 413.

Other characteristic details of RODRIGO that can be cleappreciated in Figure 4.3
are:

e The author tends to embellish the writing, specially in lokadiite spaces, resulting in

Chttp://prhlt.iti.es
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Figure 4.3: Pagesl5 and16 of RODRIGO.

the extension of some ascenders and descenders acrossweindse

¢ Natural blank spaces between successive words are oftétedne.g., the words “de
la” are written as a single word “dela” in the third line froimet bottom of pagé5.
Sometimes, on the contrary, artificial blank spaces areatedevithin a single word,;
e.g., the word “llegaronse” is written as two words, “llegasse”.

e Each chapter should begin with a dropcap, but the manusmrighins no dropcaps,
probably because it was never brought to an artist to do stedd, there is a blank
area in each position where a dropcap should have beenddsamt, in most cases,
the corresponding letter is written in small size.

e The first words in each even page are also copied in the botigim ¢orner of its
preceding page.

e There is no indicator at the end of the line when a word istsglit

On one hand, the manuscript was carefully digitised by dsgfeom the SpanisiMin-
istry of Culture,at 300dpi in true colours, and it is publicly available_at RgdMCU. As
with historical documents in general, scanned pages hasge effects like spots, tears, ink
fading and transparency of back side. Also, they show atsliginping due to book bind-
ing. Nevertheless, the manuscript can be easily read asdwkwecided not to apply any
preprocessing to it (apart from de-saturation) for grotmith annotation. Next, we followed

NS-DSIC-UPV 41



Chapter 4. Annotation of Handwritten Text Documents

an annotation procedure very similar to the one used for BRIGANA database. First, all
text blocks were annotated with minimal enclosing rectas@nd, within each text block,
each text line was marked by its (straight) baseline by meétise GIDOC prototype. All
detected blocks and baselines were also manually supépasd corrected when needed.
On the other hand, the whole manuscript was transcribedljrime, by a paleography
expert, in accordance to transcription rules in GERMANA #mée more new rules:

e Missing natural blank spaces between successive wordsidieated by the symbol

“ ”
N

¢ Inserted artificial blank spaces within words are indicdigthe symbol !

e The symbol "$" is appended to each line having a broken woitd ahd.

The total time required for a single expert to manually aateftext blocks, baselines and
transcriptions) the whole manuscript was estimated(@shours; that is, approximateBb
minutes per page on average. The complete annotation of RGDS publicly available,
for non-commercial use, at the PRHLT webSitelt comprises abou20K text lines and
231K running words from a lexicon af7 K words. It is worth noting that more than half of
the words in the lexicon5¢.4%) are singletons (ohapax legomenabut they only account
for a4.1% of the running words. Please see Tdblg 4.2 for some basisti&st It must be
noted that, statistics were drawn from the transcriptioreicordance to the rules applied in
the computation of statistics in GERMANA.

Table 4.2: Basic statistics of the RODRIGO text transcriptions (wihlated punctua-
tion signs and abbreviations substituted by their cornedjmy words). Perplexity was
computed using a bigram language model ar@@&fold cross-validation experiment.
Singletons refers to words occurring exactly once.

RODRIGO
Pages 853
Lines 20357
Runningwords 232K
Perplexity 166
Lexicon size 173K

Singletons (%)  54.4
Character set size 115

4.3 Baseline Experiments

In this section, we describe all experiments that have beéiopned to obtain the baseline
system used in the interactive approach. As we are dealitigtive interactive transcrip-
tion, first, an HTR system has to be built from scratch for thiesequent interactive experi-
ments. We divided both documents, GERMANA and RODRIGO, otks of one thousands

dhttp://prhit.iti.es
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lines, except for the first that was splitted into two block$ive hundred lines, and the last
blocks, which also contains the last remnant of lines. Wesittan that the first two blocks
are manually annotated to build the initial baseline syst€oncretely, the first block is used
as training and the second block as validation. Thble 4.8/shmasic statistics of training
and validation blocks. It must be noted that, the number afdaoevere calculated directly
from the paleography reference, in which no punctuatiorksér isolated from the closed
words. Differently, the size of the lexicon is calculatedrfr the transcription once it is ap-
propriately parsed. The size of lexicon in the validatiohiseexpressed as the number of
new words added to the vocabulary, which corresponds touh®er of Out-Of-Vocabulary
words (OOVs). As observed, the size of the proposed partitis small and it is not suffi-
cient to estimate all the parameters of an HTR system. Howdaga scarcity is one of the
problems that is tackled in this type of tasks.

Table 4.3: Statistics of the first and second blocks in GERMANA and ROGRIusing
the reference transcriptions.

GERMANA RODRIGO
Train Validation Train Validation
Lines 500 500 500 500
Words 4658 5034 5538 5507
Lexicon 1973 +1567 1812 +1033
OO0Vs(%) - 36.5 - 23.6

As described, there is a high number of parameters and nethedlved in the devel-
opment of HTR systems. For sake of simplicity and due to tigh kebst (human and com-
putational) required to adjust all parameters, we haveidersd some steps to be common
for all experiments. For instance, both databases shamathe preprocessing. Line images
were preprocessed as follows. First, a pixel value normtédis was applied to denoise the
images. Second, the writing slant was corrected. Finallypsascendants and descendants
were normalised. Similarly, all HTR systems were traineidgishe same toolkits. The im-
age model was modelled as a HMM and it was trained using theoAkKit (Giménez, 2011).
Pararelly, the LM model was modelled as interpolated bigrasing the modified Knesser-
Ney discount!/(Chen and Goodman, 1999), and it was estimateddans of the SRILM
toolkit (Stolcke) 2002). The selection of this concrete Ldvcaused by the fact that there is
not sufficient data to compare different LMs, and this modea been shown to perform well
in other related works (Bertolami and Buhke, 2008). We adasthis closed set of param-
eters and methods to be fixed, as their fine tuning is expegatadttimprove the system as
much as the other parameters.

In the remainder, the quality of each experiment is measuretms of Word Error Rate
(WER). WER is the average number of editing operations tovedrthe recognised tran-
scription into the reference transcription, divided by tluenber of reference words. It must
be noted that, as editing operations include the insertanation, WER is not a percentage
and it could surpass the 100%, as the system may recognisawoods than there are in the
reference.
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4.3.1 Basic Parameter estimation

The first step to build the baseline system is the correcinesibon of HMM parameters.
As said in the Chaptéd 2, each character is modelled as a HMMrafmber of states, in
which each state models a mixture of gaussiang cbmponents. In the first experiment,
we evaluated the recogniser performance in the validatiookbfor different values of:
andg when training the HMMs from the training block. The tuningtb& number of states
typically starts as the mean number of feature vectors meacker. Alternatively, the number
of components per mixture starts in one, and it is continlyadsubled until the recognition
results stop improving. Concretely, we performed the desdrexperiments in both database
forn ={2,3,4,5} andg = {1,2,4, 8,16, 32,64, 128}. In addition to these parameters, we
have to tune another two important parameters that baleczore from the HMM with the
scores from the LM. These parameters are included as weigtie estimation of the best
transcription given in Eq. 213

W = arg maxp(x | w)p(w)*f (4.1)

wherea is commonly known as Grammar Scale Factor (GSF), whetéatypically referred
to as Word Insertion Penalty (WIP). These two parametersised to correctly scale both
models, HMMs and LM, as their scores are typically in diffgrenagnitude ranges. Many
different values for GSF and WIP were tested because, ondheaty ton andg, their
modification do not imply to fully re-train the system.

The feature extraction method used in these experimerits derivative-based described
in (Pastdr| 2007). The-gram language model is trained from paleographic trapsoris
directly, without any kind of parsing. All words from the ining block are added to the
lexicon, in which each word is transliterated as its coroesiing characters. It must be noted
that as opposite to ASR, in HTR the transliteration is not igmus. However, we consider
two different entries for each word, with and without an ergdblank character at the end.
The motivation of this double representation is to deal withrds at the end of the line and
also word overlapping, in which there is not a real blank mithage.

Figure[4.4 shows the results in terms of WER of the parametémésation in the vali-
dation block. As observed, results vary significantly defieg on the parameters. In GER-
MANA, one of the best recognition results 68.14%, which is achieved witht states per
character of32 mixture components each. Even though that there are begalts using
a higher number of states, there are not statistically fogmt differences between them,
according to a bootstrap evaluation (Efron and Tibshita®@4). Consequently, we have se-
lected the described system because is obtained with aesmalinber of states. Similarly,
in RODRIGO, the best significant resul.76% of WER, that employs the smallest number
of states is obtained with states o082 mixture components each. From these initial results,
it can be observed that the transcription of GERMANA is a batdsk than RODRIGO.

4.3.2 Punctuation marks isolation

Transcriptions showed that OOVs account for most of thererrAs observed in Table 4.3,
OOVs ratio is quite high in the validation block, specially GERMANA. A solution to
this problem is to take advantage from the orthographicsrofethe punctuation signs, i.e.
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Figure 4.4: Recognition results on GERMANA and RODRIGO when varyingrihen-
ber of states and mixture components.

Table 4.4: Statistics of the first and second blocks in GERMANA and ROGR&Iwhen
isolating the punctuation signs.

GERMANA RODRIGO
Train Validation Train Validation
Lines 500 500 500 500
Words 5205 5617 6006 5783
Lexicon 1816 +1336 1625 +892
OO0Vs(%) - 29.3 - 20.2

punctuation marks are concatenated to the previous wordheydare followed by a blank
character. Punctuation mark may create OOVs and difficalt 1 estimation. For instance,
the word “arbol” in the validation block is not recognisedchase it is not present in the
lexicon. However, the word “arbol,”, which is identical fior the comma, is in the lexicon.
We can solve this problem by defining a set of punctuation mtokbe isolated, reducing
the number of OOVs while improving the LM estimation. Aftelirze is recognised, all the
recognised punctuation marks are concatenated with tvéopieword, in order to compare
the transcription with the paleographic reference.

Table[4.4 shows the statistics of train and validation kéoaker the isolation of punc-
tuation marks has been applied. As observed, the numbermfsvilacreases while the size
of lexicon decreases, which results in a reduction of theetexand thus, the search space.
In addition, it also improves the estimation of the LMs, asréhare more words to train a
smaller lexicon.

We also repeated the experiment to adjust the number obstaté mixture components
but isolating the punctuation marks on the train block, leeahe best parameters from the
previous experiment, may not be the best parameters unidendtv approach. The results
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Table 4.5: Results in GERMANA and RODRIGO when considering the isolatbf
special symbols.

Baseline Symbolisolation
GERMANA  61.14 54.07
RODRIGO 48.76 45.41

comparing both approacheéBaseling which corresponds to the best previous system; and
Symbol Isolationin which the punctuation symbols are isolated are showrallle[4.5. As
observed, parsing of punctuation marks improve the systfiopnance in both corpora.

4.3.3 Feature Extraction Methods

Hitherto we have performed experiments using a standatdrieaxtraction method. How-
ever, selecting an appropriate feature extraction mettodsicial, as it can help to reduce
the redundancy and variability of the input data. In thidiee¢ we compare three feature ex-
traction methods. First, the previously udeerivative-basedanethod. Next, th&eometric-
basedmethod introduced ir_(Bunke etlal., 2004), and that has beed in state-of-the-art
HTR systems (Graves etlal., 2009). It must be noted thate ttves feature extraction meth-
ods are implemented in the GIDOC prototype (Appemndix A).alin the feature extraction
method applied in (Dreuw et al., 2008). This feature exioamanethod is obtained by apply-
ing a Principal Component Analysis (PCA) (Pearson, 19Gdn)sformation to each column
and its corresponding context, which is similar to an stathdeER sliding window feature
extraction. This process models a column using its wholgesttn However, instead of
considering all the pixels within the context, it only seétethe most informative ones (or a
combination of them) using PCA. This feature extraction whtgined with the RWTH ASR
toolkit (Rybach et al!, 2009) using all data available in da¢abase. In the following, it will
be referred a®CA window-baseteature extraction method. Taljle ¥.6 shows the results in
terms of WER in the validation set. These results corresptmthe best system obtained for
each feature extraction methods, in which all the previodskcribed parameters are tuned
individually.

Table 4.6: Results in GERMANA and RODRIGO comparing different feataxtrac-
tion methods

Derivative-based Geometric-based PCA window-based
GERMANA 54.07 57.33 52.52
RODRIGO 45.41 54.68 39.82

As observed, the PCA window-based method achieved the essits. This is mainly
caused because this feature extraction method manageéseepbetter the input data com-
pared to the other methods. On one hand, the geometric-lnastiad does not take into
account the context of each pixel. On the other hand, theatere-based method relies on
the assumption that derivatives obtained from a contexirdoemative enough. However,
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a data-driven approach, such as PCA, obtains more inforenftatures from a bigger con-
text. Concretely, the best system uses a context of seveh @gumns. In addition, the
feature vectors obtained from the PCA window-based methedmaller than the previous
derivative-based features, with 50 and 60 features peoxeespectively, which results in an
important computational saving.

4.3.4 Explicit blank recognition

Despite the fact that punctuation marks have been isol#ttedratio of OOVs is still quite
high, specially in GERMANA, causing a high number of errdrgpically, when a HTR sys-
tem encounters an OQV, it is recognise with a similar word.ifRstance, in GERMANA, the
system recognised the words “directa” and “mente” instdaldeoOOV word “directamente”.
In the previous Sectidn 4.3.1, we described that in the texis stated that each word can be
generated by its corresponding characters, and alteehatits corresponding characters and
the blank character. Concretely, in the previous exampke syystem recognised “directa”
without an ending blank, and “mente” with an ending blank. okserved, if blanks were
only considered when they are explicitly recognised, the/Q@rd “directamente” would
have been recognised by the concatenation of words preste lexicon. We repeated the
best performing experiments but considering word splitty @rhen the blank character is
recognised. Again, all system parameters are optimisesulReare presented in Talple 4.7.

Table 4.7: Results in GERMANA and RODRIGO when using the explicit blamtrd
division.

Baseline  Explicit Blank
GERMANA  52.52 43.70
RODRIGO 39.82 47.96

From the obtained results, it can be observed that explaitdsplits only improved the
results for the GERMANA database. This is mainly caused byfdlot that GERMANA pos-
sesses a higher ratio of OOVs compared to RODRIGO in thaitatibn blocks, along with a
more difficult language structure. However, this improveitas a major drawback. In those
cases that an OOV is recognised is because the language nasdeten almost ignored. For
instance, in the previously presented example, “directaeiavould be recognised by recog-
nising “directa” followed by “mente”, which is indeed an rexistent bigram in training. In
fact, in RODRIGO, this method achieved worse results bex#us ratio of OOV is lower
and it is better to rely on the language model. In conclugio®jmprovement of this method
is limited to those cases, in which language model estimasigpoor and the ratio of OOVs
is high.

4.3.5 Results on the whole document

In the previous sections, we have described the processviadl to obtain the baseline system
in both database, GERMANA and RODRIGO. This baseline has loé¢ained from the
transcription of the first thousand lines of both documentsich have been used to select
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methods and tune the necessary parameters to use in therippioa of the remainder. It
must be noted that, the model parameteendg, the recognition parameters, as well as the
feature extraction method, remain unchanged for the resteoéxperiments. In this section,
we present the results of a fully supervised approach toriresceription of both databases
using the best system obtained in previous experimentsust ive noted that, some pages
were excluded as they contained rare document layouts,agdigs or genealogical trees.
Therefore, the statistics of the databases used in theseiegnts are:

GERMANA RODRIGO

Pages 764 853
Lines 20529 20357
Running words (K) 217 232
Vocabulary size (K) 27.1 17.3
Out-Of-Vocabulary(%) 25.7 11.9
Perplexity 274.1 177.1

Table 4.8: Statistics of GERMANA and RODRIGO. Out-of-vocabulary wercbrre-
spond to the percentage of running words in the test set,haddicnot appear in the
training set. Perplexity is calculated using a ten-folddagtion on the whole document.

In this approach, starting from block 3 to the last. Firsg thock is recognised and
fully supervised to obtain its reference. Next, the quadityhe recognised transcription is
measured in terms of WER. Finally, the supervised block @eddo the training set and
the system is fully retrained from scratch. This experimamtesponds to the sequential
transcription of a document using an HTR system that is naotisly retrained. System is
only retrained after a block is processed due to the high ctational cost needed. Figlire 4.5
shows the results for GERMANA while Figure 4.6 shows the ltsfor RODRIGO.

As observed, in GERMANA the results strongly depends on ¢glsegnised block. This
is mainly caused by the non homogeneous structure of thengi, in which almost all
blocks are not representative of the other. A further amahgvealed that errors were mainly
caused by two different factors. First, half of the errostgpically caused by OOVs. OOV
in GERMANA are mainly caused by the multilinguality. For fance, the firsBK lines
correspond to a biography solely written in Spanish. In¢hlel®cks, the system results
continuously improved from supervised blocks. Howevercsithe3K-th line new language,
Catalan, appears with new words and a new language stractunéch results in OOV, and
difficulties language modelling. The interested readeefsrred tol(del Agua et al., 2011)
for deeper analysis of the results from a multilingual pahtiew. Second, changes in the
document structure resulted in a substantial incremertteogtror, due to the change in the
language structure. For instance, the last two blocks spomed to theBack matter which
mostly contains lists and indices. Even though, these kldoknot contain a high quantity of
OO0V, the language model obtained from previous blocks diccagectly modelled the new
language structure, which produces a high number of erfsexample, a whole chapter
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Figure 4.5: Recognition results on GERMANA for each block

corresponds to a list of important belongings to GERMANAeTihes of this chapter contain
three of four words on average, and most of its words are etiogs.
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Figure 4.6: Recognition results on RODRIGO for each block

RODRIGO results are much different from GERMANA. RODRIGOni®re homoge-
neous, and as it can be observed in Figure 4.6, almost akbkre representative of the rest.
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Results behave as expected, each time a block is added taithiag set, the recognition of
the next block improved. However, there is an increment oRAEound linel 1K. A poste-
rior analysis revealed that at this point the author staegrite words more closely, which
caused that previously estimated HMMs did not correctly eddide produced tighten word
images. On the other hand, OOVs did not produce as much esansGERMANA. In fact,
when half of the blocks have been supervised, the OOV ratimdi increment significantly.
From this point onwards, system improvement is produced bgtter character image and
language modelling, each time a block is supervised.

4.3.6 Closed vocabulary recognition

Previous results showed that automatic recognition on GERMand RODRIGO is highly
affected by the low number of data to train the language mddehcretely, the vocabulary,
which in case of GERMANA accounts for half of the errors in mokthe document. In
order to better study this problem, we repeated the prevéapsriments but when lexicon
is closed, i.e. there are no OOV words. In this case, imageetaate trained equally as
before but all OOVs are added to the lexicon and the LM. It nmgshoted that we do not
add new samples to the LM, only the OOV words. The obtainadtewill be unrealistic, as
models are trained from data from the reference, howevenmythin motivation is to isolate
how much accuracy is lost due to OOVs. Results for GERMANAskm@wn in Figuré 4]7,
while RODRIGO results are depicted in Figlre]4.8.

50 T T T T T T T T T T

WER

45 | ]

40 | ]

35

30

25 - GERMANA

20 Open —=—

Closed —e—

Training Lines
15 1 1 1 1 1 1 1 1 1
1K 3K 5K 7K 9K 11K 13K 15K 17K 19K

Figure 4.7: Recognition results on GERMANA for each block with closedabulary.

As expected, the results from closed vocabulary approaebetter than then open vo-
cabulary approach for both databases. This improvemerdiislyrproduced by the inclusion
of all OOV words, which could not be recognised in any way. dotf the improvement is
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directly proportional to the ratio of OOVs, which can be atveel in Figure§ 4]5 arld 4.6. In
GERMANA, the biggest differences between the open and dleseabulary occur in two
cases. First, at the firsts blocks, where the amount of trgisamples is small ans so the
vocabulary, and second, in blocks in which a new languageapphich introduces a high
guantity of words to the vocabulary. In other cases, theetiffices are proportional as the
remaining errors are produced by misrecognition of knowndspmostly due to the image
character models. On the other hand, in RODRIGO, once aisnffiguantity of data is avail-
able (around 6K lines), the difference between the open ksdd approach remains static.
As in GERMANA, these remaining errors are caused by the inchgeacter models.

40 - m WER

35
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25
RODRIGO

15 |- b

Training Lines
10 1 1 1 1 1 1 1 1 1
1K 3K 5K 7K 9K 11K 13K 15K 17K 19K

OOVs Ratio

Figure 4.8: Recognition results on RODRIGO for each block with closedalaulary.

Despite the fact that these results are unrealistic. Thexeddo reassure that OOVs are
the cause of most of the errors of the baseline system. Thesino of these words is crucial
for improving the system. This could be performed resortimgxternal resources, as it will
be shown in the next section, or by its annotation by an eaterser.

4.3.7 External Resources

In the last set of experiments, we studied the inclusion ¢éreval resources in the experi-
ments of Sectioh 4.3.5. The main motivation is to study thesfiidle improvement due to a
better LM estimation. As seen in previous experiments, slzdecity in both corpora results in
a bad estimation of the LM. In addition, the first experimemtsvhich few data is available,
are trained from only a few lines, degrading the estimatibthe LM, and the recognition
results. Adequate external resources could help the systbetter estimate the LM, solving
the two problems: OOVs and insufficient data at the beginafrthe experimental setup.

In these experiments, image models estimation remain ugeth while the LM is now
trained as a bigram LM mixture from two independent bigrandeis. First, an internal
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(or in-domain) LM trained from all available data from therpora, and last, an external (or
out-domain) LM trained from Google-grams|(Michel et al!, 2010). Googtegrams is the
result of the automatic OCR of millions of scanned books, ewah though Google-grams
include data from year 1534 to the present, only a few quanfithe data is from before
1800. However, some improvements could be obtained by amesgffiadaptation. The opti-
misation of mixture parameters is performed on the firstlbleging the EM algorithm (lyer
et al.,[1994), optimising the perplexity. The resultinggraeters remain unchanged for the
rest of the process. On the other hand, the vocabulary matstd from the 20k most frequent
words on Google:-grams along with all words from the internal LM. Followiniget same
framework as in Sectidn 4.3.5, we performed the sequendiastription of GERMANA and
RODRIGO. Results are presented in Figurd 4.9 and Figuré #ot GERMANA and RO-
DRIGO, respectively, along with the results of using onlg thternal models. Specifically,
results using external resources are labelled as “Extenmhlle the previous results are la-
belled as “Internal”.
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Figure 4.9: Recognition results on GERMANA for each block with closedabulary.

Results on GERMANA show an improvement only on the recognitif the first blocks.
This is mainly caused by the high number of initial OOVs. Aselved, in the first block,
estimating the LM with only internal data leaded to almo$a3af OOV, while in the external
case it decreased to 12.5%. Consequently, recognitioof#ités block decreased almost 10
of WER. However, the improvement greatly decays once safftinternal data is available,
as amount of internal data to train the language increasesllys when multiliguality ap-
pears, external and internal results are practically edgmt, which is in part caused because
only the Spanish part of Google n-grams was used, as it is st pnedominant language in
GERMANA.

Differently from GERMANA, the use of external resources I@BRIGO superseded
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Figure 4.10: Recognition results on RODRIGO for each block with closedalmilary.

the results from the internal approach in the recognitioaldblocks. This improvement is
higher at the beginning when there is not much data avajlahktthus, OOVs ratio reduction
improved the results by 5 points of WER. Nevertheless, theravement is reduced to 2
of WER on average when the ratio of OOVs is not further redudedconclusion, even
though the RODRIGO corpus corresponds to an old manusevinth vocabulary is not
fully contained in the external resources used, LM adaptdielped to slightly improve the
results.

4.4 Conclusions & Future Work

In this chapter, we presented two databases for handwigtenmecognition and document
layout analysis. We described the digitisation and aniwrtgirocess that has been followed,
along with a deep analysis of each document characterisBeseline experiments were
computed to study the performance of a fully supervised@gugr to the document transcrip-
tion. The baseline system was obtained from the optimisaiiotraining and recognition
parameters, the feature extraction method used, isolafipunctuation marks, and a word
generation from explicit blanks (if needed). We also présgrexperiments when lexicon
is closed, and using external resources to estimate the Ibd.résults showed that current
errors are mostly produced by the language structure asasdthe vocabulary of the old
text documents presented. Finally, results showed thaettasks are perfectly suited for an
interactive approach, as its automatic transcriptionrigréan perfect, but within the range in
which user interaction may be useful (Luz etlal., 2008). Istrhe noted that, the presented
results in this chapter are better than those previousliighdd in each database paper (Pérez
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et al./|2009; Serrano etlal., 2010).

In the remainder of the thesis the HTR system will be builhgghe HTR system de-
scribed in this section, when no external resources aresm@! Even though external re-
sources slightly improved the results, their inclusionhygdifficulties the training process,
as it greatly increments the size of LM and lexicon. Howelgatated experiments prove that
the improvement provided, external resources is simildefrendently from the interactive
approach used.

Future work on improving the baseline system includes thiegtion of some state-of-
the-art system use discriminative systems based of redureairal networks (Graves et al.,
2009), which could improve the recognition results. On ttreeohand, OOVs and language
modelling problems by sub-word based recognition (Agud.e2@12).

Preliminar versions of the work presented in this chapterlbd to two publications in
international conferences:

e D. Pérez, L. Taraz6m\. Serrano, F. Castro, O. Ramos and A. Juan. The GERMANA
databaseProceedings of the 10th International Conference on DoaurAealysis and
Recognition (ICDAR 2009Barcelona (Spain). July 2009.

e N. Serrano, F. Castro and A. Juan. The RODRIGO databaBeoceedings of 7th
Language Resources and Evaluation Conference (LREC 20a0gtta (Malta). May
2010.
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Chapter 5. Interactive Handwriting Recognition with ligdtuser effort

5.1 Introduction

State-of-the-art technologies for HTR are still far fronnfet both in, unconstrained domains
(Bertolami and Bunke, 2008; Graves etlal., 2009; Likforngartlem et al.!, 2007; Toselli etial.,
2004), and in old text documents (Fischer et al., 2009). Tpost-editing machine-generated
outputis not clearly better than simply ignoring it and saribing the document from scratch.
To circumvent this problem, HTR systems can be used withiA@ ffamework, in which
both, the system is guided by the user, and the user is akbigtlie system to complete the
transcription task as efficiently as possible. In intexactiystems, the main aim is to employ
user effort efficiently since it is expensive and limited.

Interactive systems have been applied successfully to tenpanscription task in many
different applications, such as HTR (Toselli et al., Z00¥$R (Revuelta-Martinez et al.,
2012) or syntactic tree annotation (Sanchez-Saez et dlQ)2@l these approaches reduce
the quantity of user effort needed to obtain the requiregutibut, this quantity is not known
in advance, as it depends on the number of errors on recabtnésescriptions. However, in
some applications, user effort may be limited because im@mic or time cost. In this
case, errors are expected to remain in the transcripti@n #fe whole interactive process
has been carried out. Therefore, in this application, thjeablve of interactive systems is
to obtain the best possible transcription using this lichitser effort. This means that we
are accepting an amount of residual error in our transomgtin order to save user effort.
For instance, an automatically transcribed document,lthatbeen partially supervised by
an user, may contain a small number of errors, and thus, ibeasufficient to convey the
meaning. Similarly, there are many applications dealint) vasks that tolerate an erroneous
input. For example, the output of an Automatic Speech ReiiognASR) system can be
successfully used as input in known tasks such as, dialoguanaotation|(Stolcke et al.,
2000), information retrieval (Grangier et al.. 2003), oesph-to-speech translation (Matusov
et al., 2006). All these applications may not require paréamotation of the data, but only
a sufficiently good annotation that guarantees the desiredracy at lower user effort. In
this scenario, the ideal interactive approach achievesdheired transcription accuracy at
the minimum user effort.

In this chapter, we describe a novel interactive approatiatscribe (old) text documents
in which user effort is considered to be limited. The aim ibtdd a system, which employs
the limited user effort to generate the best possible triptamns as efficiently as possible fol-
lowing the investigations of the previous chapter. Bagictthe system employs the limited
effort by supervising only hypothesised words that arelyike be misrecognised (Tarazén
et al./ 2009). Thus, limited user effort is efficiently foedsonly on the supervision of the out-
put parts for which the system is not confident enough. Lowiidence words are presented
to the user in isolated boxes, in a similar way as in (Ahn 2R&I08), focusing user attention
and preventing them from wasting effort in reading theirteah Once user supervisions has
been performed, the system recomputes the transcripttjacad to user supervised words
by means of a constrained-Viterbi search. In this way, dugmors in the unsupervised parts
can be automatically amended without user supervisionhdend of the process, partially
supervised transcriptions are used to improve the curgestes performance by means of
adaptation techniques. These techniques improve the lyimdpsystem models by retraining
from correctly transcribed words and high confidence paittsinvthe transcriptions.
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The remainder of this chapter is organised as the intemptiocess described. First, in
Sectior 5.2, we introduce confidence measures in HTR andiexipbw to calculate them.
Section 5.8 details how incorrectly recognised words acatled by the system. Next, in
Sectionn 5.4, we explain how the system interacts with thg agé thus the type of corrections
that can occur. Hypothesis recomputation constrained ¢o interactions is thoughtfully
described in Section 5.4.1. Sectibnl5.5 is devoted to théapafion of how the system
is adapted from user interactions. Next, in Seckion 5.6thallexperiments performed are
described and analysed. Finally, conclusions are sumetbaisd the future work is discussed
in Sectior 5.V.

5.2 Confidence Measures

Given a recognised word or sample, a confidence measure @3dpre (preferably between
0 and 1), that indicates the reliability on the recognitionduced by an ASR system. As
described in Chaptél 2, there is huge interest in computigooal CM as it is an important
input in many applications, such as AL, or SL. In this thesig,have used the CM proposed
by Wessel and Ney (2005) for ASR. They proposed to directiythe posterior probability
of Eq.[2.] as a CM. The posterior probability is expected ta lgwod CM, as it represents
the probability of the model for a sequence of words givemaniiimage. In well estimated
models, posterior probabilities of recognised words mesthie uncertainty of the system on
these words, and it is directly related to the correctnestsafutput, as not well estimated
events are likely to result in errors.

However, there are two main problems in this approach.,Fisstaid there is the segmen-
tation problem between the input and its correspondingtndption. This problem is solved
by calculating the posterior probability over a defined seginGiven an input image feature
vector representatior, and a wordw from the frames to the framet in x, the posterior
probability can be calculated as

p(x, | w)p(w) (5.1)

Last, in contrast to Eq. 2.1 the denominator terfm) remains because of the absence
of theargmaxoperator. This denominator represents the probabilitynahput segment, in
HTR an image segment. This probability is hard to computeasdiconsider the probability
of an image. A solution is to decompose it in a more intuitiva)as

p(x) =Y p(xi,w) =Y p(xi | w)p(w) (5.2)

In this form, we observe that it requires the calculationraliepossible word sequences.
However, the probability of most of sequences is almost,z&nd the summation is domi-
nated by few ones. In consequence, we can approximate thepabbability with a smaller
set ofw. This approximation will be good as long as the selectedssiood representation
over all the possible sequences.

As said in Sectiof 2.411,the Viterbi algorithm calculates inost probable hypothesis by
efficiently exploring all possible sequences. A simple rfiodtion of this algorithm enables
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us the possibility to store this set of possible sequencdsrm of a word graph (Wessel
et al., 2001). A word graph represents, in a compact forrgelaets of transcriptions. Each
node in the word graph represents a time frame& given a word story (in the case of bi-
grams a simple word), and each arc represents the propaiifienerating a word from one
(node) time frame to another. In this form, it is easy to cotapbe posterior probability of
a word, as we can employ well-known graph algorithms. Foheac in the word graph,
we only have to compute the ratio between the probabilitystasng through this edge
and the probability of the whole graph. However, as repoite@iVessel and Ney, 2005),
this direct posterior probability does not work well as CM.drder to better illustrate this
problem, consider the example in Hig.15.1, where a smalhgadliword graph is aligned with
its corresponding text line image, and its recognised amgttanscriptions are shown above
and below the image, respectively.
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01 © .01 P 20 © .20 : P
estaba/sus! un ;. del | éxito ide: la camarera ;: En ] este. estado :dei
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| estaba | suspensa del | éxito 1del la | empresai .| En | estel estado |de

Figure 5.1: Word graph example aligned with its corresponding textiinage and its
recognised and true transcriptions. Each recognised vgdabelled (above) with its
associated confidence measure.

Each word graph node is aligned with a discrete point in spaog each arc is labelled
with a word (above) and its associated posterior probgifblielow). For instance, in Fig. 3.1,
the word “sus” has a posterior probability @69 to occur between “estaba” and “un”, and
0.03 to occur between “estaba” and “con”. If the best hypothesigains “estaba sus con”,
the word “sus” might be considered an incorrect word, asatggrior is small, while it posses
a higher posterior probability in almost the same segmefidoanother hypothesis. This is
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mainly caused because a word can be segmented in many ways/lega corresponding to
the same transcription, as each hypothesis segments ths diffierently.

In order to solve this problem, Wessel and Ney (2005) progpasecalculate the con-
fidence measure of a word by considering all its correspandistances in overlapping
segments. Note that all word posteriors sum to one at eactt pospace. Therefore, the
posterior probability for a word to occur at a specific pointis given by the sum of all arcs
labelled withw that are found ap; e.g. “sus” has a posterior probability @72 at any point
in which the two arcs labelled with “sus” are simultaneodsiynd. Therefor, the confidence
measure of a recognised word is calculated from these pejpéndent posteriors, by simply
summing over all points where it is most likely to occur (Viiealigned). As an example,
each recognised word in Fig. 5.1 is labelled (above) withdsociated confidence measure.

Finally, an additional refinement is possible adding anisgglarameter called Acoustic
Scale Factor (ASF) to Eq[5.1

o (< | w)p(w))®
p(xt)*
The motivation of this parameter is to alleviate possibleatical problems due to the fact

that most of the probability mass typically correspond te best hypothesis, hence, the
differences between probabilities are very small.

p(w | x5) (5.3)

5.3 Active Learning: Selecting words to be supervised

The first step to efficiently use the effort of real users isntpoy it in supervising incor-
rectly recognised words. These words typically correspontiose that the system cannot
explain sufficiently, which is typically caused by their ahse or scarcity in the training set.
On other words, incorrectly recognised words usually gpoad to those words that are not
correctly estimated. Therefore, incorrect words are jikelbe those words which the system
is not confident enough. Active learning (AL) (Settles, 2PE0an area of ML that deals
with this same problem. Concretely, it studies how to sdleesupervision of which recog-
nised samples will improve the current system the most. Gribeomost widespread and
straightforward methods of AL is callatchcertainty samplingwhich selects which samples
are supervised in terms of their posterior probability.

As defined in the previous section, the posterior probgtifita recognised word can be
used as a CM. In this case, the best way to detect most int@roeds is to order them by its
confidence measure from lowest to highest, and then, sigedihvem sequentially to improve
the most both, the system and the resulting transcriptiorardier to assess the correctness
of this CM to detect incorrect words, we have conducted areexgent on each validation
set defined in Section 4.3 for GERMANA and RODRIGO. For eadtogaised word of
the validation set we calculated its CM. Then, we compareekthlifferent approaches to
select which words are supervised. FilRgndomselection of words, which is considered
the baseline. Second, the le&infidenceselection previously described. Last, a selection
performed by arOracle which first corrects all the incorrect words. Random anctlera
selections represent, the worst and best selection caseeagypossible, respectively. Results
are shown in Figure Bl2. On one hand, the x axis indicates thetdy of words that are
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supervised. On the other hand, the y axis corresponds toettoemtage (over the total) of
incorrect words that are detected.
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Percentage of Incorrect Words
Percentage of Incorrect Words
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Percentage of words Percentage of words

Figure 5.2: Percentage of incorrect words detected depending on teetisel method.

Results clearly show that the posterior probability can $edito detect incorrect words,
as it supersedes the results of the baseline random apprdselpected, words with a small
CM are likely to be incorrect, while words with a high CM argityally correct. However, the
results obtained using CMs are far from perfect. In both ccapCMs only managed to detect
(almost perfectly) a 20% of incorrect words, which is as gaedhe best approach. In fact
the words are those with the least confidence. From this powards, CMs almost detect
incorrect words randomly. In conclusion, CMs are an effectvay to detect incorrectly
recognised words, but its performance strongly decays amestain percentage of the least
confident are supervised.

5.4 User Supervision

As mentioned, we deal with the interactive transcriptiofodd) text documents in which user
effort is limited. In our proposed approach, user effortrigoéoyed in supervising low confi-
dence hypothesised words. For the sake of clarity, we dé@upervision of a recognised
word from the user point of view. Figure .3 shows the traipsion dialog of GIDOC, which
is a set of tools that implements the proposed interactarstrription approach (a whole de-
scription can be found in Appendix|A). In this figure, it candigserved a text line image,
whose baseline is underlined in blue, has been automatiedbgnised and the obtained
transcription is presented in line number eight. In this reamthe system asks the user to
supervise a recognised word, which may be possibly incorfdre word to be supervised is
highlighted both in the image by darkening all but the cquoesling word, and in the editable
line by selecting it. It must be noted that word highlightmgjps to focus user attention and
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prevents him from reading the context whenever unnecessauing user effort. In this case,
the recognised word to be supervised is “entonces” instétteaorrect “teutonico”, which
can be corrected without looking at the context. The usdrsiviiply input the correct word
and move to the next supervision.

. Transcription Framework
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Line Options Font options

Block Line Lines to show . | Zoom o
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7|5P w|La calidad de margrave aleman y maestre del
8| 5P |+ [orden BlTiia- que tenia Juan de Brandeburgo exigia
977 «

[ Help 3 cancel I <Jok |

Figure 5.3: Interactive transcription of the recognised word “ent&iaesing GIDOC.
The corresponding reference word “teutonico” is highleghby darkening the rest.

It must be noted that the snapshot shown in Figure 5.3 is alsioggr supervision. In
practice, it might be the case that image segmentation aognésed word alignment are not
perfect. For this reason, we need to consider the followdng $upervision cases:

1) The text line image segment contains a word that has beeaatlyrrecognised.
2) The text line image segment contains a word that has beerr@utly recognised.
3) The text line image segment contains more than one word.

4) The text line image segment corresponds to a portion of a.word

The first two cases simply ask the user to supervise the cooftencorrectly segmented
word, which corresponds to the case detailed in Fifure B.&is situation, the user simply
amends or accept the recognised word depending whethes fiden misrecognised or not.
An example of the third case is shown in Figlirel 5.1, where tipesvision of the recognised
word “camarera” would result in two user edition operatiotige substitution of this word
by “empresa” and the insertion of “.". Lastly, an example lo¢ fourth case occurs when
supervising the word “una” in the same figure. In this case,itllage segment cannot be
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correctly identified as a single word, and consequently,user would delete the current
hypothesised word “una”. Later on, if the user is asked teesupe the preceding or next
image segment corresponding to a previously deleted waah as “sus” in the figure, the
system would show to the user the image segment associatiedh&iword “sus” plus the

deleted word “una”, as they could correspond to a whole wetpensa”.

5.4.1 Constrained Viterbi-based search

Hitherto we have described the steps needed to locate areavisg (possibly) incorrect
words. As said, transcriptions are obtained by searchimgibst probable hypothesis among
all the possible ones. Accordingly, recognised words withie same line depend on each
other, and thus, incorrectly recognised words affect teefroundings. Once some words
have been supervised, a better strategy would be to modifgulrent system hypothesis to
include them, improving the remainder.

A first approach using this idea for CAT of text images was psgul in |(Toselli et al.,
2007), which followed previous ideas applied to machinegfaion and speech recogni-
tion (Barrachina et all, 2009; Rodriguez et lal., 2010). in Work the authors proposed a
prefix-based interactive-predictive approach in whichuker reads from left to right both,
the corresponding text imagen and the system output, dorgethe first incorrect word.
Then, a valid prefixp is defined including all words up to the one corrected. Néwt gystem
recomputes its hypothesis constrained to this (fully svped) prefix, which may improve
the unsupervised words. This process continues until alissbave been supervised.

This supervision protocol updates the current hypothegsgelrching for the most prob-
able suffixs that better completes the validated prgbix This is achieved by conveniently
introducing the prefix dependency on Eq.J2.1

§ = arg maxp(s | x, p) = argmaxp(x | s, p) p(s | p) (5.4)

In order to perform this search, the sequence of featurereist split into two fragments?
andbeH, which depends only op ands, respectively. The boundatyis unknown, and
considered a hidden variable, the estimation of which is@gmated in the search process

s~argmax »  p(@} | p)p(iy | s)p(s|p)
~ argmax max p(x] | p)p(ays | 8)p(s | p) (5.5)

This two-step interactive-predictive search defined infiz§.is repeated until the transcrip-
tion has been completely validated. As a result, errortit@escriptions are obtained.

However, the prefix-based approach presents three maitatioris in our framework.
Firstly, the user needs to supervise all recognised wordgs,Tthis approach is not applicable
when user effort is limited. Secondly, supervision must edgrmed from left to right, and
an important user effort has to be devoted to locate outpatsrin order to overcome this
drawbacks, we have migrated from a lattice-based seardel{iTet al., 20077) to constrained
Viterbi-based search (Kristjannson et al., 2004).
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As we already pointed out, the easiest way to improve thesystanscription is to sim-
ply ask the user to supervise some (hopefully misrecoghisedds. This simple strategy
will be referred to from here on a®nventionaland considered to be the interactive baseline
system with respect to the other interactive approachesveMer, user supervisions can be
used to further improve the transcription beyond basicesimg. Following this idea, we
proposed an extension to the conventional approach, invgiven the supervision of an im-
age segment, the system recomputes a new transcripticgcstiuser supervisions (Serrano
et al., 2010). As said, this approach has also been followetbkelli et al. (2007), but as
observed in EJ._5l4, it is constrained to a left-to-righteswjsion protocol. On the contrary,
in our approach any word can be supervised independently fineir context. This is due
to the migration from lattice-based search (Toselli €12007) to constrained Viterbi-based
search|(Kristjannson et fal., 2004). The constrained \Mitsearch allows for the definition
of words that must be necessarily recognised for a given éns@gment during the search
process. These words narrow the expansion of the seartit atechem, reducing the amount
of hypothesis that are explored.

In (Serrano et all, 2010), the user performs the supervatoording to the first three su-
pervision cases previously described. As a result, thedefares a constrairt= (c1, c2, ¢3)
by which a wordez must be recognised from segmetit of the text line image. This con-
straint can be included in the general search problen{ (B} a2.follows:

W = argmax p(w | x,c¢) = argmax p(x | w,c) p(w) (5.6)

where the language modg(w) is assumed to be independent of the user consteaidt
this point, it is convenient to split the image model in actzorce withe:

plx| w,e) = p(a ™ [wi ™) pla? [, ©) pef 4 | wlh) (5.7)
wherep(z¢2 | ws, c) is the only part of the image model in which the constraiat (c;, ¢z, ¢3)
takes effect. As; is the only word that can be recognised from the image segnfent
p(zg2 |ws, c) will be computed as:

plze: |ws) ¢z = ws (5.8)
0 3 # Ws (5.9)

for each hypothesi& and any positios in whichw;, is to be considered as the word written
by hand in the image segmerff>. On the other hand, the image models for the prefix and

suffix, p(z{* ! [wi ™) andp(a? |wL7fr‘1), are assumed to only depend on the given word
sequences.

As a novelty, we further extend in this work the approach @né=d in |((Serrano et al.,
2010) to include the supervision of words that need to betelélEgSerrano et al., 2013), i.e.
the fourth supervision case described above (e.g. delefitsus” or “una” in Figure 5.11).
Now, the user defines a constraint= (cy, co, ¢3) by which wordes should not appear in
any segmenta;?), totally or partially, within segment¢2. Formally, Eqs[5I7-5]9 can be
extended to include the four supervision cases as follows:

p(a | wayc) = {

p(x|w,c)= max

TU T Thor | W5 € 5.10
o<k <hper1 DL TR kat1 | W) ( )
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where
plaf =t a2 2l [ woe) = plaf Tt [wiT) plaf? [ we,e) plat, | wly)  (5.11)
with
pla | ws)  (okzlslenes] (5.12)
k1,k2]=[c1,c
. o ea el Tl cal (5.13)
play; | ws, ) = [k1,k2]N[e1,c2]#0
0 kalnler, (5.14)
p(z}? | w,)  otherwise (5.15)

Note that Eq.5.70 reduces to Eq.15.7 wiken k2] = [¢1, c2] and, in this case, EJs. 5I12-5113
equal to Eq4. 5]B-519. The new deletion case is covered ifEfg and 5.715.

As explained above, constrained search generates a newhieggsubject to user super-
visions. However, as the user may ask for more than one sigerper text line image, the
system could consider at least two alternative strategigarding when a new hypothesis is
recomputed . The first strategy, knowndesgayed consists in recomputing the most probable
hypothesis after all supervisions are done. To put it folyniglt us assume thdt/ constraints
{c(™} (m = 1,..., M) must be satisfied for each hypothesisand positiongs("} (with
s < ... < s())in which their corresponding words'™ are considered to be written by
hand in segment§(k{™, k™)) (with 0 < £V < kY < - < kM) < T +1). Then, our
single-constraint model in EQ.5]10 can be extended to pieltionstraints as follows:

™ _ 5(1)7 w m
p(x | w, {c™}) = e pla ™ ws pl o | Wl {e™))  (5.16)
SEELS

with

p(m+h _q S(m+1) _q
Wy s €)p(@ LW, ) (BAT)

M
T w] (m)y _ ko (™)
p(fﬁklu) | wsu)v{c 1) = H p($k1(7rt)
m=1
. " _(m)
where each constraint-conditioned mogét*2
kl m

single-constraint case (EGS_5.12=5.15). In[Eq.5.17 alse assumed that™ ™ — 1 =T
ands(™+1) — 1 = |w| (corresponding to the final image segment).

| wymy,c™) is computed as in the

Recomputation strategies

As explained above, the constrained search generates aypethbsis subject to user super-
visions. However, as the user may ask for more than one sisfmrper text line image, the
system could consider at least two alternative strategigarding when a new hypothesis is
recomputed. The first strategy, knowndedayed recomputes its most probable hypothesis
after all supervisions are performed. The second stratefprred to asterative, recomputes
a new hypothesis after each user supervision is committed.

Figure[5.4 shows an example of the described constrainedbVion a line of GER-
MANA, in which the recomputation is performed after all useteractions have bee per-
formed, i.e. “delayed” strategy. At the top of the figure tivelimage is shown aligned
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Figure 5.4: Example ofdelayedstrategy in which three words are supervised. At the
top, the reference text line is aligned with the image linast below, the initial word
graph from recognition with words scored with their confiders shown. The central
row in the word graph contains the most probable hypothegigre incorrect words
are marked using a wavy line. At each iteration the user siges the least confident
word, and the system recomputes its most probable constréiypothesis generating
a new word graph.

with its transcription. Next, a pruned version of the hypsis word-graph generated by the
“Initial Recognition” is shown. The best hypothesis is sincat the middle part of the graph,
in which the incorrect words are marked with a wavy line. Eaot shows a word along
with its corresponding confidence measures, which aremddaas described in Sectionbs.2.
Finally, at the bottom part of the figure, the word-graph otetd after the application of the
constrained-Viterbi recomputation once three words wepesrised, is presented.

As observed, user supervision of the least confident wordtlaagbosterior hypothesis
recomputation, reduce the size of the word-graph, and ttsugncertainty. In fact, not only
the uncertainty of supervised segments is reduced (or @maowed) but in other segments
within the line image. For instance, the supervision of thedie word “ratificacion”, and end
words “20” and “Octubre”, reduced the uncertainty of thetesgson the constrained-Viterbi
search, and it manage to update previous recognised firdtaetro”, with the correct word,
“cuatro”.

Alternatively, Figurd 5.6 shows the result of the consediviterbi recomputation for
the iterative strategy. In this case, similarly to the dethfigure, each supervision is shown
along it corresponding word-graph. Uncertainty reducttam be better observed in this
case. Concretely, we can observe that each time a superabid segment is committed,
the uncertainty of both the surrounding segment and theofébem is reduced. It must be
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noted that recognised words that are supervised differ fremone of the delayed example.
This is produced by the hypothesis recomputation perforafiesat each supervision, which

generates a whole new transcription with different configemeasures. This approach is
expected to perform better because recomputation is peefbicontinuously. However, as

we see in this practical example, in contrast to the delayradegyy, an error remains at the
end of the process.

For the sake of clarity, a summarised version of the previsasnples from Figurds 5.4
and’.b are presented in Figlirel5.6. In this figure, the tleeemputation methods are pre-
sented altogether. For each strategy and each step (if thanreane), the most probable
hypothesis is presented at top, followed by the followingstnarobable ones. Supervised
words are highlighted in bold, and incorrectly recogniseatdg are marked with a wavy
underline. Summarising, it can be observed that from thediginal incorrectly recog-
nised words, after three user supervisions; the convegltgirategy manages to correct three
errores, while the iterative strategy corrects four, arddélayed strategy of all them.

5.5 Adaptation from Partially Supervised Words

Up to this point, we have described how to select possiblgrimct recognised words, su-
pervise them, and use this supervision to improve the sybkigrathesis. At the end of this
procedure, the obtained transcription is constituted Ipestised and unsupervised words.
This transcription cannot be further amended, but, it candsel to improve the current sys-
tem estimation. Consequently improving the recognition@ft transcriptions. Supervised
words within the transcription can be directly added as maiming data, as they correspond
to new samples. However, unsupervised words cannot be aidgedway, as its direct addi-
tion to the training data may harm the system estimation. teeb&lea will be to intelligently
select which unsupervised words improve the system the amshg of all unsupervised
ones. This exact problem has been studied thoughtfully inkiMila class of learning tech-
niques referred as Semi-Supervised Learning (SSL) (ZH6 R0

SSL studies how to best improve a system from unsuperviged data. One of the sim-
plest and most successful techniques is to consider thégonads a classification problem, in
which unsupervised words are classified as correct or iacgrand then, add the correct ones
to the training set. In this thesis, we have employed this@pmation by following these
steps. First, input data is classified in its most probaldescI Next, a confidence measure is
computed for this labelling. Finally, words are added totth@ing set if they meet a certain
threshold, as they are considered correct. In our case, tis¢ pnobable transcription has
already been generated along with its corresponding cardf@measures before user super-
vision. All that remains is to select an appropriate confidetireshold. In conclusion, the
system performance gain depends on both, the confidenceireeas] the threshold defined.
However, it is not straightforward how to select them.

As explained, classification is performed by selecting ashold. All words below the
threshold will be considered incorrect, and on the conttatyvords over the threshold will
be considered correct. This selection produces two typéiffefent errors: false positives
(FP), which are incorrectly recognised words that are aered correct, and false negatives
(FN), which are correctly recognised words that have beesidered incorrect. The problem
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Figure 5.5: Example ofiterative strategy in which three words are supervised. At the
top, the reference text line is aligned with the image linast below, the initial word
graph from recognition with words scored with their confiders shown. The central
row in the word graph contains the most probable hypothegigre incorrect words
are marked using a wavy line. At each iteration the user siges the least confident
word, and the system recomputes its most probable constréiypothesis generating
a new word graph.

is that, depending on the task, one type of error could be imggertant than the other. Thus,
the error incurred from the selection of a threshold has dfimed as a combination of them.
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Figure 5.6: Comparative of the conventional, delayed, and iteratissgagies when su-
pervising a given recognised sentence. At the top, thearéeris aligned with its cor-
responding text line image. The initial hypothesis is digeld after the image, in which
each word is accompanied by its confidence. Misrecognisedsmre underlined using
awavy line, and alternative hypotheses for each word anersiograyscale. The most
probable hypotheses after user supervision of three wordhé presented strategies
are shown. The three supervised words are highlighted ohfack.
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The simplest error metric is to count the number of errordependently from its type,
that has been committed among all recognised words whenahbsiftccation was performed
with a specific threshold. In this case, the error correspaadhe Classification Error Rate
(CER). Fig[5.Y shows the results in terms of CER when clgisgjfthe recognised words
on the validation set of RODRIGO. Each curve represent amdifft value for the tuning
parameter of Eq.[5.2 in the confidence measures calculation, and eaoh gfathe curve
represents the CER of a confidence measure threshold. Is @®r@ER, the lowest CER,
21.2%, is achieved using an ASF @f and a threshold 0.997602. However, we can ob-
served in the zoom-in of Figufe .7, that the behaviour ofidemce measures around the
best threshold is rather unstable. This is mainly causedhéyonfidence measures calcu-
lation, in which most words result in a value bf and most of the remainder are centered
around0.95.
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Figure 5.7: Example of CER curves when optimising the confidence measure

A more refined metric is to represent all together the ratitheftwo types of errors when
varying the threshold. Concretely, for each possible tiolks the ratio of false positives and
false negatives is represented in a two dimensional plat.rékulting plot corresponds to the
so-called ROC curve. The study of this plot is very interggtis it shows how the two type
of errors behave. Figufie.8 shows the ROC curve for the samiégdence measures used
in the previous figure, Figuie 3.7. Again, each curve repreaelifferent set of confidence
measures for different parameters of ASF, and each poinésepts the two types of errors
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for a different threshold. The idea of this curve is to sebecertain threshold according to
a desired behaviour. For instance, in this case, if a low rerrobFP is desired, the number
of FN will be high, and viceversa. Similarly, the best curvidd be the one passing as close
to the left and upper edges as possible, because it wouldsgmnd to the lowest number of

errors of both types.
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| ASF=20 AROC=0.7339 — |
3 ASF=40 AROC=0.7931 -
0 : , . ASF=60 AROC=0.7755 -~~~ i
0 0.2 0.4 0.6 0.8 1

FPR

Figure 5.8: Example of ROC curves when optimising the confidence measure

In order to compare how the curves are related to this best wascan calculate the Area
Under the ROC Curve (AROC). The closer this value id tohe closer the curve is to the
edges. AROC values for each curve are also presented in.Bigngerms of AROC, the best
curve is obtained when using an ASF4#f. This is mainly caused because the previously
commented effect, that small values of ASF cause confidemesuanes to be more unstable
and centered around the valud). An example of this behaviour can be observed for the
ASF=20 curve, in which the lowest confidence measure obtains a FRRbdfand FNR of
0.3. These values lead to a pessimistic calculation of AROC, gieat part of its area is
missing.

As said, the objective of semi-supervised learning is toroup the recognition of the
following image lines. This consideration would imply tonapute for every confidence mea-
sure, and each possible threshold, the performance of mesing a validation set. However,
this procedure is unfeasible as it is very time consuminghisthesis, we have rather tested
a few best values for each of the presented error metrics, &ERAROC. Experiments on
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the validation set showed the CER value providing the besigeition rate of the following
image lines.

Once some words have been supervised, and some of the hifitlesare unsupervised
words have been classified as correct, there still remai@®pan problem, how to update the
system models, HMMs and LM, from these words. As said, HMMsteaiined from input
images and their corresponding words, while LMs are diydcdiined from the transcription.
Once some words within a line have been supervised, andremang unsupervised words
are classified into correct or incorrect, the line is buittrfr correct and incorrect segments
of words. In our proposed approach, correct segments caddeslalirectly as new n-grams
for the LM estimation. However, correct segments cannotrbpleyed directly to estimate
directly the HMMs, as their segmentation on the image in wakm Following the work
ofWessel and Ney (2005), a forced Viterbi alignment can beputted to segment the image
into segments. Even though, incorrect segments may alsedrmented, in practice, cor-
rect segments are obtained successfully, as the numberizmndfsvords is similar to the
reference.

In conclusion, supervised and high confidence unsupervieeds are incorporated as
new fresh training data to improve system performance khémthe combination of active
and semi-supervised learning. We successfully adoptedesited this approach in (Serrano
et al., 2009), corroborating previous results in the arespelech recognition (Hakkani-Tur
et al.,[2006). It must be noted that, to our knowledge, thihésfirst work that combines
active and semisupervised learning at the word level in HTR.

5.6 Experiments

In this section, we present the experiments that have baeied¢@aut on the two presented
datasets in Chaptéf 4: GERMANA (Séc. 4]2.1) and RODRIGO.({&&c2) using the same
partition as in Se¢, 4.3.5 and a similar sequential setuqures in Table 4]8 reflect that GER-
MANA is more complex than RODRIGO, as it was shown in Chalptérle vocabulary size
and the number of out-of-vocabulary (OOV) words are largeGERMANA. OOV words
constitute a major source of errors since they represemdheentage of running words in
the test set that do not appear in the training set. More@ERMANA also has greater per-
plexity which can be considered as the average number ofsweinith can follow any word
sequence. Note that language model perplexity is typiced to evaluate the difficulty of
the task. Perplexity is calculated using a ten-fold val@abn the whole document. This
difference between the perplexity of both documents is duiaé multilingual nature and
document layout variability in GERMANA.

We simulated the interactive transcription of these twodwanitten text documents using
the presented approach. Due to their sequential book steythe task is to transcribe them
from the beginning to the end of the whole document. Eachbda&was divided into 7
consecutive blocks of 3200 lines, except for the first bledkich only contains 1000 lines,
and the last block, which also includes the last remnantefities. The experimental setting
for each database is as follows. The first block is devoterhin ain initial system, and tune
the preprocessing and recognition parameters. Theseisptipparameters remain the same
for the rest of the experiments. Next, starting from block to the last block, each new
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block is recognised and evaluated in terms of Word Error RAER). Next, the recognised
block is processed to select new candidate training segnfiénecessary), and lastly, added
to the training set. Finally, the system is fully re-traineach time a new block is added
to the training set. It must be noted that block division isf@ened because the complete
adaptation of the models cannot be performed in real timeesiintakes several days in a
single core.

In the remainder of the section, first, we present a user sigi@n model to assess our
interactive HTR system. Finally, experimental resultsreported in Section 5.6.2.

5.6.1 User Interaction Model

In order to evaluate the actual performance of the inter@dtTR system proposed, we
should carry out an evaluation campaign with real users. d¥ew human evaluation is
an expensive and time-consuming task. Alternatively, doraatic evaluation allows us to
rapidly assess and compare different interactive stresegfivery low cost. To this purpose, a
user interaction model is defined to simulate the interaatica real user with our interactive
HTR system.

As said, we consider an interaction model in which the usasked to superviserecog-
nised words of each image line in increasing confidence olélkar simulation is carried out
by a simple yet realistic user interaction model, which dates the user edit operations de-
scribed above. First, we compute a minimum edit (Levensltgvenshtein, 1966)) distance
path between the recognised and reference transcripfm&.9 shows an example of mini-
mum edit distance path between the recognised (bottom)edarence (left) transcriptions of
the text line image on the bottom. As observed, each recedmisrd is assigned to a specific
segment in the image. Then, each recognised word is asdijiaeg) some edit operations,
which corresponds to the supervision cases described tin8&c4. For example, the second
case corresponds to a substitution, while the third coordp to a substitution plus one or
more insertions. Therefore, levensthein operations canfi@oyed to simulate the real user
supervisions.

In the case of substitutions and deletions, these opestian be directly assigned to
recognised words. For example, in Hig.]5.9, the first suliit is assigned to “sus”, the
deletion assigned to “una”, and the second substitutioresponds to “camarera”. However,
insertions have no direct assignment to recognised wondsul case, inserted words are as-
signed to the recognised word whose Viterbi segment covess part of the Viterbi segment
of the reference transcription. For instance, in Eigl %8, period is completely covered by
“camarera”, and thus its insertion is assumed to be done Wdanarera” is supervised.

5.6.2 Interactive Experiments

In this section, we study the interactive transcription &RMANA and RODRIGO. In the
experiments, a simulated user interactively transcribesmhole document considering that
the amount of effort is limited. At the end of the process, dloelity of the resulting tran-
scriptions is evaluated based on WER.

Two alternative interaction protocols have been evaluatedoth protocols, words are
supervised sorted by confidence from lowest to highest. Tiferehce is that in the first
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Figure 5.9: Example of minimum edit distance path between the recodrisettom)
and reference (left) transcriptions of a text line imageorkbottom-left to top-right,
the edit operations are, first a substitution of “sus” by fmrsa” followed by a deletion
of the word “una”, then, a substitution of “camarera” by “amga” and finally the
insertion of “.”. On the bottom, segments of text line image assigned to recognised
words using the Viterbi alignment.

interaction protocol supervision is carried out line-fiee whereas in the second protocol
supervision is performed at block level. Thus, for a givepesuision effort of X%, the
difference is to supervis& % of the least confidence words in each lineXd of the least
confident words of the block. In the first case errors are asdumbe distributed uniformly
per line. Obviously, this is an unrealistic assumption big protocol is considered since it
would correspond to the usual way a document is transcripeckpert paleographers.

All the interactive learning strategies described in S#dB.4.1: conventional (C), in
which no hypothesis recomputation is performed; iterafiyyan which the recomputation is
performed each time a user perform a supervision; and d&(®@)ein which recomputationis
performed once all user supervision have been performed;theen evaluated following the
line-level interaction protocol. Additionally, only thethyed strategy has also been evaluated
following the block-level interaction protocol. We will dete this strategy as delayed block-
level (DB). It must be kept in mind that iterative strategys fiietter when supervision is
performed at line-level since user attention over the wiselgence is required. Moreover,
once the user has finished the supervision following theksleeel interaction protocol, it
seems more reasonable to apply the delayed strategy irsteadventional to (hopefully)
improve the resulting transcriptions. All these stratediave been compared with the non-
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interactive supervision strategy called supervised (S)his strategy, the supervision effort
of X% is employed in the manual transcription of the fik&% words of the document and
the rest of the document is transcribed automatically usingels trained from the manual
transcriptions. This last strategy is considered the basak it is the simplest approximation
to CAT in HTR, and it does not employ any of the tools presetéhis chapter is employed.

In the evaluation of interactive strategies user effonhisally devoted to fully supervise
the first block (the first 1000 lines). This block is used tdartrand tune the initial system.
This validation process is the same as in Sedfioh 4.3. Initleelével experiments, user
efforts of 14%, 22%, 31% and40% have been considered. These percentages correspond
with the supervision of one, two, three or four words per liespectively. Note that, in both
corpora, the average number of words per linglis For the sake of comparison, the same
values have been used in block-level experiments. In the chshe supervised strategy,
the user effort is measured stepwise as the transcriptia@@d-line blocks, which represent
similar user efforts to those of the interactive experirsent

For all interactive strategies, each block is automatidaéinscribed and partially super-
vised according to each strategy. Once the supervision @btotk is finished, supervised
and high confidence parts of the resulting transcriptioasdded as new training material to
built new models to recognise the next block as explaineatiSn5.5.

Figure[5.10 and Fig5.11 shows the result of the performedmxgnts for GERMANA
and RODRIGO, respectively. The X axis measures the usert effioployed, which is cal-
culated as the percentage of reference words that have bpervised. Word supervision is
considered under the cases detailed in Se€fidn 5.4, even iivb@rresponds to the supervi-
sion of a correct word. In the Y axis, the quality of the traiised document is evaluated in
terms of WER.

The second point of the curves, arousgls and 50% of WER for GERMANA and
RODRIGO, respectively, corresponds to the first fully-asated block (1000 lines) used to
tune all necessary parameters for interactive strateggeshown in Se€. 4.3. It must be noted
that, results are different as in this case, the system i tiasecognise the remainder of the
document (around 19K lines), not only the validation setraefiin Sed_413. Even though
this system was trained from little annotated data, itsuat&n provides a glimpse of the
task difficulty. Both corpus have a relatively big vocabwlapntaining a large number of
singletons. Since these words appear only once in the whadandent, recognition error
increases due to these out-of-vocabulary (OOV) words. &ffiest is greater in GERMANA,
where there are six different languages and multiple doatitagout structures, such as list,
letters, and notes.

The objective of the interactive strategies is to produeeltbst transcriptions with the
given user effort. This best case would correspond to a cpassing as close to the XY
axis as possible. On the other hand, the worst case corr@spma diagonal line connecting
the top left point, which represents a void transcriptioithvthe bottom right point, which
represents the manual annotation of the whole documerttidmwbrst case, user effort would
be devoted to manually transcribe a part of the documenirigdlie rest untranscribed. As
observed in Figure 5.10 and Figlire 5.11, all the strategiki®ee to reduce user effort over
manual transcription, since all curves are below the woase diagonal. Indeed, the same
transcription quality can be achieved with lesser usereffepending on which interactive
strategy is employed.
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Figure 5.10: WER results from the interactive transcription experirsgmerformed.
Word Error Rate (WER) of the final transcriptions is showndach approach using a
limited user effort. A close-up is shown in the upper rightrer depicting interactive
approaches.

Regarding comparison between the strategies proposexd thbm present a similar be-
haviour. Transcription accuracy is directly related to #wailable user effort. However,
this improvement greatly decreases whéfi; of the document is supervised. This effect is
caused because the initial system is not be able to deal mdlye character variability and
language complexity. Once sufficient training data is sviged, image models are well esti-
mated since they correspond to a unique author with a unigeript. However, the language
complexity remains mostly due to OOV words. This latter effigan be directly observed in
the supervised approach which improves uniformly as mote idasupervised. Despite the
fact that correct data improves the system as is added toaiming set, the improvement
from correct data is limited_(Hakkani-Tur et/ al., 2006; $&0 et al.| 2009). However, this
improvement is also true in the case of interactive stragegi which data is added to the
training set based on confidence measures.
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Figure 5.11: WER results from the interactive transcription experirsgmerformed.
Word Error Rate (WER) of the final transcriptions is showndach approach using a
limited user effort. A close-up is shown in the upper rightrer depicting interactive
approaches.

All interactive transcription strategies outperform thgervised strategy. Indeed, for
a similar user effort, there is an important improvementha transcription quality o8,
and 15 points of WER on average for GERMANA and RODRIGO, respetyiva his is
mainly caused because user effort is used more efficientigrdctive strategies employ user
effort to supervise likely incorrect words based on confaemeasures. Consequently, user
corrections directly reduces the error. On the contragystipervised approach supervise all
words independently of their confidence which is a waste ef affort.

Performance behaviour of line level interactive approadbelightly different from the
supervised approach. There is a greater improvement irrdhsdription quality when the
user supervises one or two words per line, with respect todke in which three of four su-
pervisions per line are performed. The reason behind ttiaweur is an erroneous detection
of incorrect words based on confidence measures, as it wasshd-igurd 5.8. Confidence
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measures correctly identify the first word in need of supsovi 80% of the times. However
the second word to be supervised is actually incorrect 60#efimes. The explanation of
this difference is that, as expected, not all errors areonmify distributed over lines. Also,

small errors, such as one character mismatch, are likely tongoticed to the confidence
measures.

Figure[5.10 and Figule 5.111 also zooms the interactive tefod each corpus. In RO-
DRIGO, both constrained search strategies, iterativend)delayed (D), clearly outperform
the conventional (C) in all the experiments. As said, thest@ined Viterbi technique, de-
scribed in Section 5.4.1, recomputes the system hypotbesigtrained to user supervisions.
This recomputation improves the initial transcriptionweihg the uncertainty in the search.
For example, when only one word is supervised per line, thesttained search improves
the results bys WER points, decreasing down 205 WER points when four words are su-
pervised. This fact is directly related to the mentione@effof the confidence measures
detecting incorrect words beyond the third and fourth suiped words. On the contrary, in
GERMANA, the constrained strategies only outperform thevemtional strategy i3 and
2.5 points of WER when supervising one or two words per line, eefipely. A posterior
analysis of the results showed that the special treatmentaok symbol described [0 4.3.4
harms the constrained recomputation. As said, this tragtimgps the system to recognise
OOV words by the concatenation of those present in the lexielmwever, when the number
of constraints is high, this feature increments the numbarsertions and, thus, the number
of errors.

We can also observed that there is no significant differemteden the iterative and
delayed strategies in both corpora when supervisions aferpeed on the line level, as cor-
roborated by a bootstrap evaluation (Efron and Tibshi/E®®84). The iterative strategy was
expected to be the best one since transcriptions are autathamodified based on each
user supervision, resulting in a continuously guided deatdowever, a detailed analysis
showed that the confidence of unsupervised words increasees words are supervised
and, consequently, the system recomputation does notceefiiem independently of their
correctness. The delayed strategy can be considered asttke ferformance strategy be-
cause recomputation cannot be performed in real time. Lozigng times are needed in
the interactive approach to recompute hypotheses. Sgabifieach recomputation took 30
seconds on average in an Intel i7 with 2.80 GHz.

Regarding comparison between the two different interagtimtocols, delayed block-
level slightly improved all previous approaches for all usorts considered. Concretely,
results are improved by.25 points of WER on average. This is mainly due to a better usage
of user effort which is used to supervise more erroneous svtirdn the line-level experi-
ments. However, the improvement is not significant in alkesaand it would be expected to
be higher. For instance, on the second point of GERMANA, Whiorresponds to 5%
of user effort on average, all approaches that include thetcained-Viterbi recomputation
achieved the same result independently of the interactiotopol applied. A deep analy-
sis of the results indicates that a uniform distributionts# error seems adequate when the
available quantity of user effort is small. The reason isdose, as said, the least confidence
words in the lines almost correspond to the least confidendsvim the block. On the con-
trary, when supervision effort is high, uniform distrilariof the error per line is unrealistic
and, consequently, the block-level approach is more éffeat the aim of supervising the
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words which are more likely to be incorrect.

It should also be noted that there is a slight mismatch ingerhsupervision effort among
the interactive approaches on the line level, althoughdheesnumber of supervisions are ap-
plied per line. In interactive experiments, the system nekythe user to supervise recognised
words, that may not correspond to a single reference wortdiwmo more words. In fact,
one recognised word correspondd tb reference words on average.

In the experiments discussed above user effort has beeruradas terms of the per-
centage of supervised words. This metric has been used forgmsons. Firstly, in order to
establish a fair comparison between all the strategiepienidently from the specific words
which are supervised. Note that supervised words can berdiff depending on the interac-
tive strategy applied. Secondly, the difficulty to assess effort. Actual supervision cost
can only be obtained by measuring the time cost in a real @rpat with real users. Thisis a
very cost and time consuming task and alternative metrees@eded to perform faster evalu-
ation of the technigues. As alternative, we have considératthe percentage of supervised
words is a straightforward metric which gives us an accdptapproximation to the actual
cost of supervision. However, this metric has the drawbddonsidering the same cost for
the four supervision cases detailed in Sedtioh 5.4. To mik@nt this limitation, we have also
used a new metric that compute the percentage of charagped by a user in the supervi-
sion process. As a difference, this metric considers treaetual (or substitution by itself)
and deletion operations have a lower edit cost than the etfieoperations. Thus, equal and
deletion operations only require to type one character adsem the other supervision cases
the cost is the number of characters typed by the user.

Figure[5.12 and Figufe 5.113 shows the results in terms oEpérge of typed characters
for the baseline Supervised (S) and the best interactiveoaph, i.e. Delayed block-level
(DB) for GERMANA and RODRIGO, respectively. As observeds tupervised approach
curve in Figurd 5.70 and Figute 5112 shows the same behabiEnause the user effort is
employed in completely annotating the first part of the doeatmOn the other hand, there
is a great difference between the interactive approachtin figures when applying a high
guantity of user effort. The interactive approach is mofeative in terms of typed characters.
However, the improvement achieved by using a higher usertefecreases faster than in
terms of supervised words. This is mainly caused by the pusly mentioned problem
about the effectiveness of confidence measures. As saitirgsheords to be supervised are
likely to be incorrect and, thus, the user has to type a higbeantity of characters. On the
contrary, when more words have been supervised, supena$morrect words increases and
a simple key interaction is needed for supervision. As oleem both figures, this effect
greatly depended on the recognition performance. In GERM/AdS depicted in Figuiie 5,12,
there are more errors than in RODRIGO, hence, the perceofagged characters decreases
more slowly.

In conclusion, despite the metric used to measure the sigpmmeffort, the interactive
approach outperform the baseline supervised approachyayuantity of user effort applied.
However, the presented interactive approach is the mosttefé only when an acceptable
guantity of user effort is employed. In fact, an error fremnscription will require almost the
same effort as the manual transcription. The effectivené#isis approach also depends on
the error of the HTR system. Comparing the results from GERMAand RODRIGO, it is
shown that the interactive approach is most effective wheretror is lower than 30%.
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Figure 5.12: WER results from the interactive transcription experirseperformed
for supervised and the best interactive approaches in GERMA&Supervision effort is
measured in terms of percentage of typed characters and/sgubwords.

5.7 Conclusions & Future Work

In this chapter, we have described an interactive appraablandwriting text transcription
when user effort is limited. This approach integrates défifd components that have been
depicted in this chapter. First, confidences measures atttagocus user attention in those
possibly incorrect words in need of supervision. Next, &grervisions are seamlessly in-
cluded as constraints in the search for an alternativedrgoti®on, hopefully improving the
current system hypothesis. Lastly, supervised and higfidanmce segments are incorporated
into the training set, from which underlying image and laage models are dynamically
retrained. We have compared three interactive transerifgirategies have been proposed
to achieve an effective user interaction, that differ on hgywothesis recomputation is per-
formed. Interactive transcription strategies have beegrilged and their performance com-
pared with that of a fully supervised baseline system in t@al databases.
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Figure 5.13: WER results from the interactive transcription experirseperformed
for supervised and the best interactive approaches in RGDRBupervision effort is
measured in terms of percentage of typed characters and/sgubwords.

The interactive approach proposed outperformed the In@sslipervised approach for
any quantity of user effort applied. However, its effectigss strongly depends on the quan-
tity of user effort applied. As shown, the most effectiveules obtained when the user effort
is low, as the detection of incorrect words decays when tast leonfident words have been
supervised. In addition, hypothesis recomputation hetpetightly improved the transcrip-
tion. Finally, the combination of active and semi-supegditearning managed to better adapt
the system, and thus improve, the upcoming transcription.

User effort have been also measured in terms of the peraeafagped characters. Thus,
supervision cost is different depending on the kind of suigan performed. From this
point of view, interactive approaches have been more é@fe=cHowever, its performance
greatly decreases when supervision effort is high sinceiiee is asked to supervise a high
number of correct words. In future work, we plan to better suea the user effort using real
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user evaluations on different tasks. Alternatively to adix@mber of user supervisions, in
the next chapter we study the application of the interadtmescription approach presented
when the user effort is variable.

The work presented in this chapter employs tools and tecdlesiqf a wide range of areas
in ML, however, not all of them has been tested. For instaroaje recent contributions
have obtained better confidence measures from the condninaftseveral features (Sanchis
et al.[2012). This is specially appealing in our case, am fitee results, the most significant
results would come from a better detection of incorrect \gorlternatively, improving the
hypothesis recomputation step of the process could belgedst using a different criteria.
In our approach, hypothesis recomputation was performethose words that are likely
to be incorrect. However, this could not be the best criteffar examplel_Culotta et al.
(2006) performed hypothesis recomputation using the ctiore of those recognised words
that would most affect its surroundings. Lastly, the sysaaptation is performed using
the supervised and high confident words. A minor drawbackisfapproach is that in the
adaptation step, unsupervised recognised words can be add®t to the system, while it
would be better to consider all of them in the adaptation Wigid by its confidence. Using
this idea, high-confident unsupervised words would coutelthe most to the adaption, while
low-confident would be almost ignored. Similarly, word legdaptation could be improved
by adapting only those high-confident characters withirvibeds, or continuously iterating
the semisupervised adaptation process until no furtheraugment is detected (Wessel and
Ney, 2005).

In addition, the user interaction presented in this chalperbeen focused on supervi-
sion at the word level. However, user supervision at theasttar level may significantly
reduce the effort needed to interactively transcribe adegiment, specially in the presence
of a large number of OOV words. For this reason, we are cugrerploring this possibility
to improve the performance of our interactive HTR systemu@et al.| 2012). Finally, an
improved language model estimation could be obtained byemstully incorporating exter-
nal resources, as explained in Secfion 4.3.7. For instaetecting training samples from
out-domain corpora that maximise the performance of our ldyfi&tem.

The work presented in this chapter has led to four publioatio international confer-
ences:

e L. Tarazdn, D. Pérez\. Serrano, V. Alabau, O. Ramos-Terrades, A. Sanchis and
A. Juan. Confidence Measures for Error Correction in IntaracTranscription of
Handwritten TextProceedings of the 15th International Conference on Imaugysis
and Processing (ICIAP 2009)Vietri sul Mare (Italy). Sep 2009.

e N. Serrano, D. Pérez, A. Sanchis and A. Juan. Adaptation from Partillpervised
Handwritten Text TranscriptionsProceedings of the 11th International Conference
on Multimodal Interfaces and the 6th Workshop on Machinerhieg for Multimodal
Interaction (ICMI-MLMI 2010) Cambridge, MA (USA). Nov 2009.

e N. Serrano, A. Giménez, A. Sanchis and A. Juan. Active Learning Stiatedpr
Handwritten Text TranscriptiorProceedings of the 12th International Conference on
Multimodal Interfaces and the 7th Workshop on Machine Lesyrfor Multimodal
Interaction (ICMI-MLMI 2010) Beijing (China). Nov 2010.
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e N. Serrano, A. Giménez, J. Civera, A. Sanchis and A. Juan. Interactigedivriting
Recognition with Limited User effortinternational Journal on Document Analysis
and Recognition (IJDARJeb 2013.
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Chapter 6. Balancing Error and Supervision Effort in Int¢ikee Handwriting Recognition

6.1 Introduction

In the previous chapter, we showed how to efficiently traibsca document when user effort
is limited using an interactive approach. However, everugiouser effort is saved when
compared to the manual transcription, it is not clear thegiinadity of the transcription that
will be obtained when a specific user effort is applied. A moatural approach would be
exactly the opposite, i.e. to apply the exact user efforteddo reach a level of quality or a
user defined error rate. Ideally, in this case, the user @jlist the error desired in the final
transcription, and the system will ask the user to only apipéyright amount of user effort
in order to obtain it. In our previous interactive systemyedefined quantity of user super-
visions was applied after a text block was recognised. Ircthreent case, the user decides
which error is desired in the final transcriptions, and thetesy decides in the supervision
degree needed to reach that error. This is easily perforfribd error of a recognised block
is known, as user is guided to correct the right amount ofrirezxly recognised words. How-
ever, the error cannot be estimated without the referemgkit @annot be easily estimated.

The problem of estimating the error of some recognised datgpically known in the
literature as accuracy or error-rate prediction. In théofeing, we speak in terms of Error-
rate Prediction (EP), as the results on this thesis are teghar terms of error rate. EP has
been typically used on practical applications. In thesdiegions, EP estimation typically
employs confidence measures to validate the system penfieeran a given task. For in-
stance|_Schlapbach et al. (2008a) used a EP system baseg@mortsiector regression in
HTR, in which the estimation is employed to decide if a redsgd text is readable enough.
Similarly, Yoon et al.[(2010) proposed a linear regressianualtiple speech features to deter-
mine the quality of the English in real oral exams. Anotheplegation is to use the acoustic
likelihood of an ASR system to better distribute the effaraispeech transcription task (Roy
et al., 2010). However, these applications were not refatedmputer-assisted scenarios.

In this chapter, we develop a novel method to predict thereate of automatically
recognised words, and thus, estimate how much effort iSmed|to correct a transcription to
a certain user-defined error rate. The proposed methodliglied in the interactive approach
described in the previous chapter, which efficiently emplager interactions by means of
active and semi-supervised learning techniques, alony avttypothesis recomputation al-
gorithm based on constrained Viterbi search. Transcrptesults, in terms of a trade-off
between user effort and transcription accuracy, are regayt two real handwritten docu-
ments proving the effectiveness of the proposed approach.

The rest of this chapter is organised as follows. First, intiBa[6.2, we present two
error estimation algorithms depending on at which levek lor block, is the user interac-
tion performed. Sectioh 8.3 shows the empirical resultshefgroposed approach and its
corresponding discussion. Finally, conclusions are dramch future work is envisioned in
Sectior 6.4.

6.2 Error Estimation in Automatically Recognised Words

Our objective is to estimate the WER of a set of unsupervisedgnised words, whose ref-
erence transcription is unknown, in order to then decidewhupervision degree is required
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to reach the desired WER. Variables referring to the supedvand unsupervised parts are
denoted with the plus and minus sign as superindices, regplgc Given a set olR~ unsu-
pervised recognised words, its WERSs calculated as
-
WER™ = — 6.1
e 6.1)
where £~ and N~ denote the number of editions and reference words in thepaemsised
part, respectively. These variables require the referambe know and thus cannot be used
in the estimation. Assuming that errors in the supervisetiquzur with the same frequency
as in the unsupervised part, and the ratio between recabargkreference words is also the
same,
Et E- R* R
R+ 7 R- N+ N-
Therefore, substituting our assumptions expressed in.Bin® Eq[6.1, we can estimate
WER in the unsupervised part as

(6.2)

_Et
R &=
_RT

N+

WER™ =~

(6.3)

In the following we present two different methods for EP inR{Tthat differ on when
the error is estimated. First, Sectlon 612.1 describes haddhat calculates the error at line
level. This method was developed to be used in a line-basddapproach, in which lines
are supervised one at a time. Last, in Sedtion 6.2.2, we prasaethod for EP that predicts
the error on a whole block, and thus, it is intended for blbalsed CAT approach, in which
supervisions are planned on the whole block at the begirofitige process. It must be noted
that, the two approaches corresponds to the ones that weliedin the experiments of the
previous chapter.

6.2.1 Line-based Prediction

Typically, manual transcription is performed line by limethe reading order. In the previous
chapter, we introduced a line-based approach that was aedivby this fact, and also to
avoid the user to lose the attention from a change on the xritethis approach, in order
to guarantee that the error does not surpass the user ddimstioldiV ER*. The system,
line by line, and for each recognised word in confidence quemputes the error according
to Eq.[6.3. Basically, it increments in one the number of pesvised words?—, and the
system asks the user to supervise a word when it leaddkoldr~ estimate greater that
WER*.

Note that the above estimate fdf £ R~ is pessimistic, since it assumes that, on average,
correction of all unsupervised parts requires similariedieffort to that required for super-
vised parts, i.e.g—i. However, the user is asked to supervise recognised woidsneasing
order of confidence, and hence unsupervised parts shoulitedgss correction effort. In
order to better estimatéd/ FR~, we assume that errors are distributed equally across all
lines, so we may group recognised words by their level of demitec, from 1 to a certain
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maximum levelC, and compute a-dependent estimate fd# as above,

- Ef
E; :RZ“RC

where Ef, Rt and R_ are c-dependent versions df*t, R* and R~, respectively. For
example, when considering four levels of confidenCes:= 1 represents the least confident
word of each line(C' = 2 the second least; = 3 the third, and” = 4 the rest.

The global estimate foF is obtained by simply summing thesalependent estimates,

c
E- =) E;
c=1

and, therefore, the estimate fidf R~ becomes

C Ef -
IﬁEj\R*: ECZIR_Z'RC
N+t + 2 R-

which reduces to the previous, pessimistic estimate whénasingle confidence level is
considered@ = 1).

6.2.2 Block-based Prediction

In the experiments of the previous chapter, we concludedthick-level approach achieved
better results than its corresponding line-level courgdgrpThe main reason behind these
results was that errors were not distributed equally acatismes. Thus, in the block-level
approach, error estimation is calculated on a whole blockbétter illustrate this effect, we
analysed the recognition errors on the validation set of RGED, as obtained in Sectign .3,
to study the correctness of a recognised word dependingawitfidence level. Figufe 6.1
shows recognised words sorted according to their confidereesure from left (low) to right
(high) in the x axis. As said, confidence measures are exppéatbe correlated with the
correctness of each word. In this way, low confidence worddikely to be incorrect, while
high confidence words are supposed to be correct. Provigeckfarence transcription, we
are able to identify which words were incorrectly recogdissnd compute the percentage of
accumulated errors (y axis) in a set of words of increasingidence. This set of words is
characterised by its size, in terms of percentage with i$pé¢he total number of recognised
words (bottom x axis), or by the highest value of confidencasuee in that set (top x axis).
It must be noted that, these curves can be used as error Estires they express the error of
a certain confidence interval of recognised word. Four aurepresenting alternative error
estimators appears in Figurel6.1.

The curve labelled aRealassumes that the reference transcription is known befotgha
so it accounts for the accumulative percentage of errorsset ®f words ordered by confi-
dence measure. As expected, errors are more likely to oeciemoconfidence words, which
accumulates most errors. The curve labelleMaanhas no access to the reference transcrip-
tion and assumes that errors are uniformly distributed @mecognised words, so estimating
accumulative error according to EEqg.16.3. As observed, hi®t an accurate error estimation.
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Figure 6.1: Cumulative distribution of errors on a set of recogniseddsasrdered by
confidence measure. Actual error distribution represeloyetie curve labelled aReal
is compared with other error estimators based on confidesesunes.

At this point, it is straightforward to consider confidenceasures in error estimation.
As said, confidence measures are calculated as posterioalplities, which measure the
probability of a recognised word given its correspondingdvionage. Similarly, one minus
the posterior probability directly accounts for the proitigbof error of a recognised word,
and it could be use as an error estimator. For instance, gmesaa word with a posterior of
0.2 accounts fof).8 errors. The curve labelled &M in Figurd 6.1 shows the error estimation
based on the confidence measure of each word. As shown, thisestimator performs
poorly if directly applied, because a large percentage obrirect words are assigned high
confidence values. Indeed, over 40% of recognised wordssaigreed a confidence value of
one.

Alternatively, we could also consider error estimation aslassification problem, in
which confidence measures are used to classify a recognisetiag correct or incorrect
(Schlapbach et al., 2008b). Classification is then perfdrbyedefining a threshold for con-
fidence measures. All words below the threshold are coresidacorrect, while those above
are considered correct. The curve labelledC&dR shows error estimation using a classifier
based on confidence measures which threshold was adjustgditase the Classification
Error Rate (CER) on a validation set. As shown, it also resunli poor estimation because
almost 25% of errors occur over the optimised thresholdy wexech errors are not consid-
ered. This empirical study reveals that confidence measarewot be directly used to predict
error on a set of recognised words.

To overcome the problems previously described we proposeaval error estimation
method. This method predicts the error rate in a block ofliog estimating the number of
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edit operations for each recognised ward (Navarro-Cerdaat ,€2010). Given a block of
R~ recognised words, let be the ratio between the number of edit operatiBhsand the
number of incorrectly recognised words. The« variable is motivated by the fact that an
erroneous word might cause more than one edit operatiomsastions of multiple words
may occur. Then, we can calculate the number of edit operatbF ~ in Eq.[6.1 as

E~ = aE[l] (6.4)

whereE[I ] is the expected value of incorrectly recognised words,esthe reference tran-
scription is not available.

Given a block of R~ recognised words, le; € {0,1} be a random variable, which
indicates if the word is correct {;; = 0) or incorrect {;; = 1). Similarly, letz; € R be
the confidence measure of th#h recognised word. We assume thafollows a Bernoulli
distribution with probabilityp(y; | ;), i.ey; ~ Be(p(y; | x;)). The number of errorg~ in
a block can be estimated as

I"=y1+y2+- +yr- (6.5)

and its expected value is
E[I"] =E[y1] + Ely2] + - - - + Elyr-] (6.6)

Then, the expected number of errors can be calculated as

R~ R~
E[I"] = ZE[yi] = Zp(yi =1];) (6.7)

Under these assumptions, the estimated number of erronslotk of recognised words
is calculated as the sum of the probabilities of each wordetmborrect given its confidence
measure multiplied bw. Finally, putting Eq9._6]1, 612, 8.4 ahd 6.7 together, theregion
of WER is -
a8 ply = 1] 2)

s

Obviously, the termp(y; = 1 | z;) needs to be estimated in previous blocks that have

been supervised. This term can be simply calculated as

WER™ =

(6.8)

N(y: 171:)

e (6.9)

ply=1]|z)=
which is the frequency of words with confidence measute be incorrect.

However, the distribution of eventyy, =} is very sparse and we cannot estimate this
posterior for all possible values af In this work, we have estimatedly; = 1 | z;) as a
probability histogram, in which the domain ofis divided into a finite number of intervals.

In order to analyse the effect of the number of intervals aahcuracy of the error esti-
mation, we performed the same experiment described in &igdrexploring the number of
intervals for1,2,8 and32 intervals of equal size. Figufe 6.2 presents a comparis@nrof
estimation between block-based methods and the Realbdistin. As observed, consider-
ing only one interval is equivalent to the mean error estiomain Eq.[6.3. Differently, each
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increment of the number or intervals results in a bettemesdton of the error. As observed,
considering32 confidence intervals in the posterior calculation produreaccurate estima-
tion of the error on the whole distribution. In practice, thanber of intervals are optimised
on a development set.
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Figure 6.2: Cumulative distribution of errors on a set of recogniseddsoordered
by confidence measure. Actual error distribution is compawvéh the block-based
estimation studying the effect of the number of intervals.

6.3 Experiments

We performed the interactive transcription in GERMANA andBRIGO, and compare it to
a baseline, non-interactive approach. The baseline nenaictive approach (S) corresponds
to an application, in which a fixed quantity of user effort ged to fully transcribe the first
part of a document. Then, a HTR system is trained on this figervised part. Finally,
the rest of the document is automatically transcribed whith trained HTR system. This
approach is considered to be the baseline, because it atlypthe first approach applied
to these tasks and no form of interactive transcription sdusOn the other hand, in the
interactive experiments we compared two types of erromedton approaches. First, our
previous line-based method for error estimalion 6.2.1o08ecthe newly block-based method
for error estimation that has been described in Seéfio?6.Eurthermore, as hypothesis
recomputation is not considered in the error estimatiotsaaclusion is not straightforward,
we performed an experiment to study its influence in the testlypothesis recomputation
was presented in Section 5.4.1 in which different strategiere tested. In this chapter, we
employed the best performing strategy, Delayedstrategy. In this strategy, hypothesis
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recomputation is performed after all user interactiontwie same line has been performed.
The combination of error prediction methods and hypothesiemputation results in four
differentapproaches: line-based (L), line-based withdtlgpsis recomputation (L+D), block-
based (B) and block-based with hypothesis recomputatieD]B

These four approaches were employed to interactivelydrédresthe document given sev-
eral user-defined WER thresholds for which the system baldéime supervision effort re-
quired. WER thresholds were selected taking into accownaterage number of words per
line in both documents. GERMANA and RODRIGO lines have efewerds on average due
to the fact that, they have been written by a single authomitdefined templates. Then, we
consider the interactive transcription of both documerttemthe user selects four different
WER thresholds: 9% (one incorrect word per line on averad¥®) (two incorrect words per
line on average), 27% and 36%. It must be noted that, givenuer trials are expensive
and our purpose is to study the system behaviour for mangrdift parameters, the user
supervision is simulated by means of the automatic processrithed in Section 5.8.1.

We followed the same framework as in the previous chapter.th®rone hand, in the
baseline approach, we split the documents into blocks d® 1i8s. The first block is devoted
to train an initial system from scratch, and tune the pregssing, training and recognition
parameters. All these optimised parameters remain unelfog the rest of experiments.
Details of this process are referred into Secfiod 4.3. Ferhthseline experiment, starting
from block two to last. First, we trained a system from the fiosthe current block and use
it to recognise the rest. Finally, we measured the WER of ésellting document, i.e. on
both parts, the supervised and recognised part. This erpaticorresponds to a baseline
non-interactive approach. On the other hand, for the inteaexperiments, each database
was divided into 7 consecutive blocks of 3200 lines, exceptlie first block, which only
contains 1000 lines, and the last block, which also inclutledast remnant of the lines. It
should be noted that the numbers of blocks is limited in oteractive experiments due to
the higher computational cost compared to the baseline.eXperimental setting for each
database is performed as follows. Starting from block twthéolast block, each new block
is processed as follows.

e First, the block is automatically recognised and confideneasures are estimated.

e Second, its recognised words are supervised accordinget@rtor estimation ap-
proach:

Line-based approaches As said, in Sectiof 6.211, for each recognised line, words
are ordered by confidence. Then, from the least confident tedrek highest, the
system estimates the error of all unsupervised words soofssidering that the
current word is not going to be supervised, which will incesththe previously
estimated error. If the error threshold is surpassed, the vgssupervised. Four
confidence interval{ in Eq.[6.2.1) were used in all experiments. Finally, each
time a word is processed, the error prediction model parammeare updated.

Block-based approachesThe system estimates expected error on the whole block
using the method presented in Sedtion6.2.2. Then, the ugensses recognised
words in order of confidence measure, independently frorirteerder, until the
error in the remaining words is below the defined threshalchust be noted that,
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due to block segmentation of the document, the block-bagptbaches adjust
the error on the whole document by adjusting the error indéeetly for each
block. For instance, the% WER threshold is achieved by adjusting the WER of
all blocks t09%.

e Third, in the approaches using hypothesis recomputatiocg the user supervision is
performed, the system recomputes its best hypothesisraored to the newly super-
vised words and confidence measures are calculated again.

e Finally, once the whole block has been processed, it is atidin training set and the
system is fully re-trained from the supervised and highficemce words. At this step,
the error prediction model of the block-based approacthsis tihined.

Figures 6.8 an@ 614 show the results of experiments for GERMAand RODRIGO.
On one hand, the X axis measures the quantity of supervidfort employed, which is
calculated as the percentage of reference words of the dadutimat were supervised. A
word is considered to be supervised once the user is requaredeck that word. In fact,
all four case of Section 5.8.1 count as a supervision. Nae this includes the case of the
supervision of correctly recognised words. On the othedhtire Y axis measures the quality
of the produced transcriptions in terms of WER. The imaginiagonal of these plots would
represent the manual transcription of the documents. Rbance, the point at coordinates
(50,50) would be the result of transcribing only 50% of the documeatds, which will
leave the rest untranscribed and it will result in 50% of WBRnilarly, the best results will
correspond to a curve close to both axis, in which with theirmirm effort we obtain the best
transcriptions.

Each curve represents the results for each of the descrhibexdaétive approaches and
each point of each curve represents the result of a wholeiexget. For instance, the first
the line-based approach with no hypothesis recomputatitireizoomed zone of RODRIGO
figure corresponds to the experiment using a user-defined WieRBhold of 36%. However,
due the pessimistic WER prediction described in Sedtiorll6the resulting WER is 27%,
far below the user-defined WER threshold, and the supervefiort is 21%.

As observed, all interactive approaches obtained betteiteethan the supervised ap-
proach. It must be noted that, differences between the giggerand interactive approaches
are statistically significant as shown by a bootstrap etamingEfron and Tibshirani, 1994).
This difference is mainly caused by the combination of &ctimd semi-supervised learning,
which selects intelligently the words that have to be suiged; and then included as training
data. In fact, all interactive experiments select wordoediag to their confidence measure,
which is directly related to system uncertainty. We can alsserved that, as typically hap-
pens in active learning applications (Serrano et al., 2ah@)improvement caused by active
learning techniques decreases as the amount of user ssiparavailable increases.

Even though all interactive approaches efficiently emplayuser effort available, there
are significant differences among them. The main reasombehis difference is explained
by the error prediction method. As observed in both corpgbeag is little difference between
the supervised and the line-based approach. This is duetprivhlems, the ill-defined con-
fidence intervals mentioned in Sectlon 612.1, and the caim$tof supervising words within
aline.
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Figure 6.3: WER results from the interactive transcription experinsgueerformed on
the GERMANA database. Word Error Rate (WER) of the final tcaipsions is shown
for each approach using a limited user effort. A close-uph@s in the upper right
corner depicting interactive approaches.

The problems of line-based approaches were overcame byettorés of the newly pro-
posed block-based approach. First, the error estimatiansigmificantly improved by the
new estimation method. Second, word supervisions are eecitiblock level and not con-
strained to line level, so better decisions can be takenlézisthose low confidence words
inside a block.

In our experiments, as observed in Figures 6.3[and 6.4 , thekilased approach im-
proves the line-based approach in both, system performanrtefficient use of supervision
effort. For instance, when comparing the supervision eéfbboth approaches in RODRIGO
for the same transcription error. We observed that the bhaded approach experiment for
a WER threshold of 9% resulted in a transcription with abdt & WER and it required
a supervision effort of 51.1%. On the contrary, using theeséimeshold in the line-based
experiment results in 7% WER and it requires a much greateuatof supervision effort,
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Figure 6.4: WER results from the interactive transcription experinsgueerformed on
the RODRIGO database. Word Error Rate (WER) of the final tidpsons is shown
for each approach using a limited user effort. A close-uph@s in the upper right
corner depicting interactive approaches.

67%. On the other hand, when comparing the error accountdmbthyapproaches for the
same supervision effort, we observed that for a supervisffort of 22.5%, the line-based
approach would obtain a transcription with 27% of WER, whiile block-based approach
transcriptions would only contain 20% of WER. Similar impeonents can also be observed
in the experiments performed in GERMANA. Again, a boostregl@ation shown that dif-
ferences between the line-based and block-based reseikagistically significant.

Figured 6.B and 614 also include the results of both appesaaten hypothesis recom-
putation is applied. In RODRIGO, we observe that the recdatn improves the results
for both approaches in all the experiments performed. Hewekie improvement from this
technique is much higher in the line-based approach, asrtbeie this approach is higher
than the error of the block-based approach. In contrast ERIBANA, it can be observed
that hypothesis recomputation only improved the resuighsy when supervision effort is
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lower, while it performed worse when supervision effort ighter. The main cause of this
behaviour is the explicit blank modelling used in GERMANAt&zkle the problem of out-
of-vocabulary words (OOVs). In GERMANA, as introduced inc8en[4.3.4, a word is
considered each time the blank character is recognised.ni¢thod is able to generate some
OOVs by concatenating short words in the lexicon. Howevethis case, as user supervised
words are long words, constrained recognition performsde@s the recogniser is tuned
for obtaining short words, while the constrains correspmnehuch longer words. An addi-
tional problem of the hypothesis recomputation technigudat, it is not considered in the
error prediction of any error estimation method. As a resh# error on final transcriptions
was below the user-defined WER threshold and thus, less\ssipereffort could have been
employed.

An additional experiment was carried out to evaluate theatiffeness of the user super-
vision in the best performing approach, i.e. the (B+D) applo(see Figurds @.36.4). In this
experiment, we performed the interactive transcriptiomath documents, but considering
the case in which the user adjusted the amount of user effaifbble instead of the WER
threshold.

In this scenario, the objective of the system is to geneledést possible transcriptions
with the amount of user effort available. Here we followed ame interactive approach
except for the error estimation method. Instead, the datisi which words were supervised
was taken by uniformly distributing the user effort avaiéabcross blocks. Then, for each
block, the system asked the user to supervise the correspdedst confident words. Hence,
the results obtained with this approach can be directly @msgbwith those obtained, as the
only difference is the user effort applied on each block.

It should be noticed that the approach presented so far snthleisis applies a variable
number of supervisions per block depending on the estinet®ed within the block. How-
ever, the latter approach uniformly distributes the ustreévailable among all blocks. As
a result, a comparison between a fixed and a variable numbsrpefrvisions can be per-
formed. The results of transcribing both corpora, GERMANA &0ODRIGO, using the best
approach (B+D) with the same error threshold, and using te@qusly presented fixed user
effort approach (U), when supervising the first block anflla%, 20%, 30%, 40%} of the
remainder blocks, is depicted in Figlirel6.5.

As observed, the curves of both approaches overlap, frorohaké can draw two con-
clusions. First, the interactive transcription approacéffective for cases in which either the
error or the user effort is fixed. Secondly, even though a feedi a variable number of su-
pervisions per block achieved similar results in terms ofR\dhd percentage of supervised
words, there are notable differences in the number of imotisr supervised words. A further
analysis revealed that, the based on, i.e. a variable nuafilseipervisions, supervises more
incorrect words than the uniform approach, as the supervidegree is higher for the first
blocks when the system is still learning. On the contrarthencase of a fixed number of su-
pervisions per block, when the last blocks are processedenslystem is better trained, the
system is more likely to ask the user to supervise correctlsyawhich wastes the available
user effort.
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in the upper right corner depicting the results.

scriptions is shown for each approach using a limited udertefA close-up is shown

Conclusions & Future Work

In this chapter, we have presented a CAT approach to HTR wheseadefined amount of
error is adjusted. We proposed two methods to estimate thR WfEa set of recognised
words. These methods estimate the expected number of extdtags of a recognised word
by calculating the expected error of a word subjected todtsidence measure. The first

constraints.

method was developed to be used on a line-based approadb, tivbisecond operates at
the block level. The error estimation method is included AT approach that efficiently
employs a limited amount of user effort by means of active s@hi-supervise learning
techniques, along with hypothesis recomputation to ineluser supervision as new search

Experiments were performed in the transcription of two healdwritten text documents.
NS-DSIC-UPV
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The results obtained confirm the correctness of this appr@aahe error of the transcriptions
produced is always under the user defined threshold. Howtheblock-based approach
significantly superseded the line-based approach in bpskem performance and user effort
reduction. In fact, the error estimation obtained with theck-level approach is close to the
user defined, and it is achieved with the minimum amount of efert that is possible using
this CAT framework.

We also measured the improvement due to hypothesis recatigputvhen user supervi-
sions are performed. Hypothesis recomputation improvedR\Wsults, however as words
that will be corrected due to hypothesis recomputation atecansidered in our error esti-
mation method, they employed more user effort that wouldslogired. Taking into consid-
eration the contribution of hypothesis recomputation eefror estimation method could be
achieved by using information theory metrics as was show@uidgtta et al.|(2006).

On the other hand, even though an accurate error estimatisparformed on the block-
based approach, further analysis revealed that the prdponsthod may be pessimistic be-
cause of the training data used. This is caused by the factthiaing data are biased because
most of supervised words are low confident words, so the errbigh confident words is not
being re-estimated. A better idea would be to make a betiertien of the training data to es-
timate an error distribution similar to that of the next lHo&imilarly, a uniform supervision
of the newly recognised words could be employed to adaptrtioe estimation parameter, as
a linear transformation from the current error estimatiamction. In fact, it will be sufficient
to supervise a few words from all confidence intervals andl tsem to refine the current
error estimation. However, this supervision will take usiort, thus, a trade-off between the
improvement in the estimation and the increment of the u$ertshould be achieved. Also,
an online adaptation of the error estimation parameteist@ae a word is supervised, as itis
performed in the line-based approach, could be useful iresspplications and also remains
as future work.

The work presented in this chapter has led to a publicati@miimternational conference
and a publication in an international journal:

e N. Serrano, A. Sanchis and A. Juan. Balancing Error and SupervisiolorEfh
Interactive-Predictive Handwriting Recognitiom Proceedings of the 15th Interna-
tional Conference on Intelligent User Interfacé$ong Kong (China). Feb 2010.

e N. Serrano, J. Civera, A. Sanchis and A. Juan. Effective balancing-emd user effort
in interactive handwriting recognitiofattern Recognition Letterdarch 2013.
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Chapter 7. Conclusions

7.1 Summary

The work developed in this thesis has covered the whole psoginteractively transcribing
a handwritten text document. In Chagdiér 3, we introducediitezactive annotation process
from a theoretical point of view. The interactive processw&ided into different steps cor-
responding to assumptions on the optimum solution to the ta®m the general interactive
annotation process two different applications were preserOne focused on the interactive
transcription of old text documents, and another on theactesze document layout analysis.

Chaptef ¥ details the acquisition and annotation processmbld text documents, and
how two freely available databases called GERMANA and ROB®Mwere generated from
them. These databases were built because of the lack o&sirdources in order to develop
the CAT approach of this thesis. GERMANA and RODRIGO wereztidly selected to
reflect the challenges of HTR. We also described the corngirucf a baseline system used
in the CAT approach along with results for a baseline fullpeswised approach on both
corpora.

The next chapters were focused on the CAT approach develogéch is the main con-
tribution of this thesis. In Chaptet 5, we presented a newagmh for CAT when user effort
is limited, and hence, the complete transcription of a daainis not required. This ap-
proach was developed as a combination of techniques of wéhell areas from ML built
on top of the developed GIDOC prototype. It consists in thateps. First, the limited user
effort is used to supervise possibly incorrect words thatidentified thanks to CMs. Next,
a constrained Viterbi recomputation is performed to imprtwe current system hypothesis
from the newly available user supervisions. Finally, thetesn is adapted from supervised
and high confident words due to a combination of active andssgrarvised learning tech-
niques. The effectiveness of this approach was empiridaiigonstrated on the transcription
of GERMANA and RODRIGO, specially when the amount of useosfavailable is small.
Experiments were carried out by a simulated user to exhalgtiest this approach. It must
be noted that, to our knowledge this is the first time thatredse techniques are included in
HTR.

Finally, in Chaptet s, we extended the previous approactytawhically adjusting the
guantity of user effort required for the task. In this neweggeh, the user rather than adjust-
ing the supervised degree, he or she adjusts the error désitke final transcriptions. We
developed two methods to estimate the error on a recogniaesictription, and thus, calcu-
late the effort required for its partial correction. Agatime developed approach was tested on
the transcription of GERMANA and RODRIGO on the CAT systemealeped in Chaptdi5.
Results showed that error estimation is accurate and |leads bptimum use of the effort
required.

In addition, a prototype for interactive transcriptionledl GIDOC is presented in Ap-
pendiXA. GIDOC is a first step to enable transcribers to us&Bdpproach for carrying out
their work. Its main contribution is that it has been desajttefree non HTR experts of the
details of the system implementation. GIDOC is built as ao$&IMP plug-ins that deals
with different parts of the whole transcription processr istance, it includes projection-
based algorithms to detect text blocks and lines within iesagnd a built-in software to train
a standard HTR system. Furthermore, it includes an intieesictterface to recognise text line
images and highlight its possibly erroneous words. Thuigviag the user from the tedious
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transcription task. It is worth noting that the softwareresely available under a GPL license.
Summing up, the main contributions of this thesis are:

1.

The theoretical formulation of the interactive annatatof sequential data, and its
application on two different tasks: the interactive traion and the document layout
analysis of old text documents.

. The generation of two databases for HTR called GERMANARGIDRIGO. We de-

scribed the acquisition and annotation process of two ofddecuments. Both docu-

ments present the typical problems for HTR, i.e. a difficattjuage structure and high
number of OOV words, and are released to the community foréutomparison. We

depicted the construction of a baseline system and extracbgirical results.

. A CAT approach for efficient transcription with limitedarseffort. This approach effi-

ciently employs user supervision by first, asking the us@&otoect possibly incorrect
words. Incorrectly recognised words are identified by med#rSMs extracted from
recognised words. Next, the supervised transcriptionrthéu improved by means of
a constrained-Viterbi hypothesis recomputation to uspestsions. Finally, system
models are adapted from supervised and high confidence envésgd words. The ef-
fectiveness of this approach is empirically showed in thagcription of GERMANA
and RODRIGO.

. An approach to balance the recognition error and supenveffort. Methods to esti-

mate the error on a set of recognised words have been dedadopepresented. These
methods are used to estimate the supervision degree needelli¢ve a transcription
with a user adjusted error. Experiments showed the comestof this approach in
terms of error estimation accuracy and transcription tesul

. A prototype for interactive transcription called GIDOICis implemented as a set of

GIMP plug-ins. GIDOC includes tools and techniques for diind state-of-the-art
HTR systems, and it is oriented to non-experts users, fgethiem from technical de-
tails. The prototype is freely available under GPL license.

7.2 Scientific Publications

Several articles have been written in the development sftttésis, and they have been pub-
lished in international workshops and conference. In thigien, we briefly review these
publications and their relation with the work developedhis thesis.

The interactive pattern recognition theory presented iagféi 3 was applied to DLA and
produced a publication in an international conference:

e O.RamosN. Serranoand A. Juan. Interactive-predictive detection of handemitext

blocks. InProceedings of the 17th Document Recognition and Retri€ealference
(DRR 2010) San Jose (USA). January 2010.

The two databases that has been described in Clidpter 4 ambéav used in the exper-
iments in this thesis, have been published in two internatioonferences:
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e D. Pérez, L. Tarazom\. Serrano, F. Castro, O. Ramos and A. Juan. The GERMANA
database. IProceedings of the 10th International Conference on DocurAealysis
and Recognition (ICDAR 2009Barcelona (Spain). July 2009.

e N. Serrano, F. Castro and A. Juan. The RODRIGO databasePrtceedings of 7th
Language Resources and Evaluation Conference (LREC 20adgtta (Malta). May
2010.

The interactive transcription approach presented in Ghigdhas led to three publications
in international conferences and a publication in an irdgamal journal:

e L. Tarazén, D. Péred\. Serrano, V. Alabau, O. Ramos-Terrades, A. Sanchis and A.
Juan. Confidence Measures for Error Correction in Interadiranscription of Hand-
written Text. InProceedings of the 15th International Conference on Imagalysis
and Processing (ICIAP 2009)Vietri sul Mare (Italy). September 2009.

e N. Serrano, D. Pérez, A. Sanchis and A. Juan. Adaptation from Partillpervised
Handwritten Text Transcriptions. Broceedings of the 11th International Conference
on Multimodal Interfaces and the 6th Workshop on Machinerhieg for Multimodal
Interaction (ICMI-MLMI 2010) Cambridge, MA (USA). November 2009.

e N. Serrano, A. Giménez, A. Sanchis and A. Juan. Active Learning Stiatedpr
Handwritten Text TranscriptiorProceedings of the 12th International Conference on
Multimodal Interfaces and the 7th Workshop on Machine Lesyrfor Multimodal
Interaction (ICMI-MLMI 2010) Beijing (China). November 2010.

e N. Serrano, A. Giménez, J. Civera, A. Sanchis and A. Juan. Interactigedivriting
Recognition with Limited User effortinternational Journal on Document Analysis
and Recognition (IJDARYFebruary 2013.

Finally, the balancing approach presented in Chdgter 6 fatuped a publication in an
international conference, and a publication in an inteomat journal:

e N. Serrano, A. Sanchis and A. Juan. Balancing Error and SupervisiolorEfh
Interactive-Predictive Handwriting Recognition Proceedings of the 15th Interna-
tional Conference on Intelligent User Interfacésong Kong (China). February 2010.

e N. Serrang, J. Civera, A. Sanchis and A. Juan. Effective balancingemd user effort
in interactive handwriting recognitiofPattern Recognition Letterdarch 2013.

The prototype presented on the Apperidix A has led to a puldican an international
workshop:

e N. Serranoand L. Tarazén and D. Pérez and O. Ramos-Terrades and A. ThaG!-
DOC prototype. IrProceedings of the 10th International Workshop on Pattezndg-
nition in Information Systems (PRIS 201 ®unchal (Portugal) June 2010.

Also, not directly product of this thesis, derived work hdeen employed in other pub-
lications related to HTR and interactive transcription o€dments:
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e M. del Agua,N. Serrano, J. Civera and A. Juan. Character-Based Handwritten Text
Recognition of Multilingual Documents. roceedings of I BERSPEECH 2012adrid
(Spain). November 2012.

e A. Toselli,N. Serrano, A. Giménez, |. Khoury, A. Juan, E. Vidal. Language Technol-
ogy for Handwritten Text Recognition. Proceedings of IBERSPEECH 20Madrid
(Spain). November 2012.

e |. SanchezlN. Serrano, A. Sanchis, A. Juan. A prototype for Interactive SpeecmTra
scription Balancing Error and Supervision Effort. Bmoceedings of the 2012 ACM
international conference on Intelligent User Interfac#sl(2012). Lisbon (Portugal).
February 2012.

e L. Leiva, V. Alabau, V. Romero, F. Segarra, R. Sanchez, DizQkt RodriguezN.
Serrano. Prototypes and Demonstrators. Chapter of the bdokimodal Interactive
Pattern Recognition and ApplicationSpringer. 2012.

e N. Serrano, A. Giménez, A. Sanchis and A. Juan. Active Interaction aedrhing in
Handwritten Text Transcription. Chapter of the bddkltimodal Interactive Pattern
Recognition and ApplicationSpringer. 2012.

e V. Romero, J. Andreu). Serrano, E. Vidal. Handwritten Text Recognition for Mar-
riage Register Books. IRroceedings of the 11th International Conference on Docu-
ment Analysis and Recognition (ICDAR 201Barcelona (Spain). September 2011.

e M. del Agua,N. Serrano, A. Juan. Language Identication for Interactive Handwgiti
Transcription of Multilingual Documents. IRroceedings of the 5th Iberian Confer-
ence on Pattern Recognition and Image AnalyBama de Gran Canaria (Spain). June
2011.

e V. Romero,N. Serrano, A. Hector, J. Andreu and E. Vidal. Handwritten Text Recog-
nition for Historical Documents. IfProceeding of the 1rst Workshop on Language
Technologies for Digital Humanities and Cultural HeritajeaTeCH 2011) Portland
(USA). June 2011.

e A. Juan, V. Romero, J. AndrelN. Serrano, A. Hector and E. Vidal. Handwritten
Text Recognition for Ancient Documents. Rroceeding of the 1rst Workshop on Ap-
plications of Pattern Analysis (WAPA 201Q)ondon (United Kingdom). September
2010.

7.3 Future Work

As the work presented in this thesis covers the whole intsetranscription process of a
document and it employs several techniques from sub-aféiR.oThere are many research
lines that would be interesting to explore as a future work.

In Chapte B, several assumptions were performed to dehl tvé estimation of the
interactive annotation model presented. An importantragsion was the division of the
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whole process in several independent steps. First, sedegplss to be supervised, next,
update the system hypothesis constrained to the user ssipanand finally, adapt the system
with the new information acquired. In future work, we plarstady how to integrate all the

steps into a single one, in order to improve the whole pro@esall steps will be dependent.
For instance, samples selected will depend on how they mfiliénce in the recomputation
and the model adaptation.

In Chaptei ##, we presented two databases for HTR along wahlin@ results. These
results showed that there is still an important room fortfertimprovement. A possible
improvement would be to try out other approaches rather HidiMs, such as NN (Graves
et al.| 2009) or tandem systems (Kozielski et al., 2013)tHeumore, as seen in Sectlon 4]3.7,
we have studied the impact of using an external resourcegl@engrams, in the training
of the system. However, some recent contribution have mexhég improve the system
performance by means of adding several external resouviédar (et al., 2012) (Wuthrich
et al./20009).

CM have been extensively used in this thesis and their reénémaill improve the overall
performance of the interactive approaches presented. nstaince| _Sanchis etlal. (2012)
proposes the estimation of a CM using Naive Bayes clasdifé&icbmbines multiple features
extracted from the recognised words. They also showed tiesit i@ case of only using one
feature, which coincides with the CM used in this thesis,résilting CM improved due to
a normalisation applied by the Naive Bayes classifier. BHyabur systems asks words in
order of confidence, as proposed by the least sampling tgeboif AL. Nevertheless, AL is a
well studied area and it could be possible to find a more deitaipervision strategy (Setlles,
2010) depending on the application. For instance, instékeast sampling, recognised words
could be chosen of those which most will improve in a postextaptation step.

Another important step on our system is the hypothesis reatation constrained to user
supervision. Our results showed that this technique $lightproved the baseline results.
Specifically, the constrained user supervisions were themdting from the CM employed,
which (mostly) correspond to incorrectly recognised workdewever, this latter technique
is not related with the recomputation, and thus, the supenviof other words might lead to
better final results, as showed|by Culotta et al. (2006). k&tance, in a sentence with three
errors, the correction of the lowest confident word and thetqyor hypothesis recomputation
may correct two of this errors. However, correcting a défarword, with a greater CM, may
correct all errors. In fact, this behaviour was observedmbemparing the iterative and
delayed methods discussed in Figurd 5.6. Furthermore wtertt strategy selection, trying
to find out the incorrect ones using CMs, and the previoushppsed one, selecting those
that most improve the recomputation, could be effectivedyged in order to find an effective
trade-off.

The last step of our approach was the system adaptation faotialfy supervised words.
This adaptation is performed by re-training the whole mowigh those segments that are
considered correct, specifically the user supervised amtghe unsupervised high confident
ones. Nevertheless, this adaptation has three major dckabgirst, segments are build up
from words, when it could be more adequate to consider snsdments, such as characters
or even only part of then) (Wessel and Ney, 2005). This is mateit by the fact that, incorrect
words are similar to their reference in terms of charactersinstance “lago” and “pago”.
Second, recognised words can only be considered correatanréect in the adaptation, when
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it could be better to perform a CM weighted adaptation froemth This is similar to the EM
learning algorithm|(gi Han et al., 2009), in which each sangdntributes the parameter
estimation weighted by a factor measuring its importancast,Ladaptation was performed
as a complete retraining, once a whole block of text lines sugeervised. This is mainly
due to the fact that the computational cost of of training@agmising. However, a better
approach would be to perform an online adaptation of theegyseach time a supervision is
committed [(Ortiz-Martinez et al., 2010), and only re-triiimm scratch once sufficient new
data is acquired.

Our last contribution was a method to estimate the error oet @afsrecognised words.
A problem of this approach is that it is estimated from thet pasdel performance, thus,
it is pessimistic on the recognition of new samples in whith model have been slightly
improves by the adaptation. This problem could be solved bgma of an information the-
ory metric (Culotta et all, 2006), measuring how much the ehbdve improved. Another
problem of our approach is that only low confidence words apesrised, which introduces
a bias on the error estimation adaptation, as only the efitiman low confidence words is
updated. A possible solution to this problem is to a smalfarm supervision of all super-
vised words, in order to adapt high confidence segments.lliivaour error estimation,
the improvement derived from the hypothesis recomputasiarot considered in the error
estimation, resulting in a more pessimistic estimatioris Tlhprovement could be integrated
by means of the mutual information, as showrlin (Culotta .€28l06), which measures how
much a recognised words depends on the other words of thensent

Our CAT approach has been only tested on the developed daesmizERMANA and
RODRIGO. In order to validate its application, it would beeiresting to test it in another
databases, such as IAM (Marti and Bunke, 2002) or ESPOSAL(Htfnhero et all, 2012).
In addition, the technology used in this work derives from tiscchnology on ASR, and thus,
its application is direct. Even though, Sanchez-Cortirag2012) has applied some of the
techniques in this thesis, the complete approach has nattested yet. In the moment of
writing this thesis, the interactive approach proposecia thesis is being applied to the
transcription of video lectures within the transLecturesjgct (transLectures). One of the
objectives of this project is to develop cost-effectiveusioins to transcribe lectures recorded
in universities, as annotation of these resources is plée fperform voluntarily. The inter-
active approach presented on this thesis is adequate tayblisation, as with a low quantity
of user effort, a great quality transcription could be oi¢gi. Some preliminary results are
detailed in|(translectures-wp4-m12).

Much work remains to turn the GIDOC prototype presented ipéqmix[A into a fully
operational tool. Exhaustive tests with real users haveetadried out to solve usability
problems. Paralelly, a GIDOC library could be implementadwhich each functionality
of GIDOC is documented and offered as a stand-alone functioenable the community
to easily extend the software. Unfortunately, GIDOC tedbgp has became outdated. For
instance, GIDOC feature extraction method was used in oselivee system until we inte-
grated the feature extraction method of Dreuw et al. (20d/h)ch improved this important
step. Similarly, neural network based (Graves et al., 2(BSbafia-Boguera etlal., 2011)
(Hinton et al.] 2012) (Kozielski et al., 2013) systems haeently outperformed Gaussian
HMMs, which are GIDOC baseline, becoming the state-ofatte-1t remains as a future
work to include this technology in GIDOC and evaluate it insteractive framework.
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Finally, all interactive experiments performs have bestet# with a simulated user. Real
user experiments remain to be done, further validating tbegsed approach. Real exper-
iments may reveal that some user effort has to be measurédandifferent metric, e.g.
supervision of correctly recognised words does not cossdinee that incorrectly recognised
words. Furthermore, even though experiments with realsusave sometimes shown that
interactive approaches were meaningless (Luzlet al. | 20@Bare certain that this approach
will be effective under certain assumptions. For instaft&lanjo and T.Kawahara (2006)
show that a recognised transcription should have at most @b5@tror for an interactive
transcription approach to be applied. This is in case omdstahinteractive approach which
finality is to completely supervise a transcription. In oppeoach, applying a lower effort,
we could reach a non-perfect transcription similar to ontioled with a non-professional
transcribe.
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CHAPTER 8

Scientific Contributions

The objective of this thesis was to study, develop and etalaa interactive transcription
platform for transcribing handwritten text document wheemeffort is limited. Summing
up the contributions of this thesis are:

1. Development of a general interactive annotation approdt The interactive annotation
process has been presented from a theoretical point of Viewhis approach, user
interaction is added to the conventional classificatiorbfgm. Due to the impossi-
bility, in most applications, of a direct estimation in tls@igproach, which would have
to consider all possible interactions and system decisismme assumptions can be
performed. As result, two approaches have been presenteddoactive transcription
and document layout analysis of old text documents.

2. Acquisition of handwritten text databases Annotated documents are required in order
to develop and assess new techniques in HTR. They also ndmifteely available
for external researchers to prove the effectiveness ofribyggsed methods and to help
them to develop new techniques. In this thesis, we havelmided in the annota-
tion of two (old) handwritten text documents. These docutsearrespond to two old
manuscripts from the XVI and the XVIII centuries. They wepesially selected to
cover all frequent problems in the transcription of old doemts. We describe the
digitisation and annotation procedure and present basklirR experiments to evalu-
ate the difficulty of the task.

3. Development of interactive tools to transcribe documerst This thesis deals with the de-
velopment of new techniques to effectively transcribe doents in a CAT approach.
To this purpose, we have developed an interactive protatgibed GIDOC to deal with
the interactive annotation of handwritten text documehs. have implemented and
tested all the developed techniques in this thesis on tbietype. GIDOC can be used
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Chapter 8. Scientific Contributions

without any external tools, and it covers all proceduresiredfor HTR: document lay-
out analysis, preprocessing, feature extraction, trgiaimd recognition. On document
layout analysis, it includes tools to detect text blocks] &xt baselines required in
the next step. Several preprocessing techniques are aglwtdich as noise removal
and script normalisation. Training of HMMs and n-gram LMénitegrated in the pro-
totype or can be performed by external software, HTK for HMMBed SRILM for
n-gram models. Again, recognition is included in the prgpetalong with hypothesis
verification using CMs. The GIDOC prototype is freely avhiunder GNU GPL3
license.

4. Development of methods to efficient interactive annotatin of handwritten documents
We have developed a series of methods and techniques t@efficemploy the user
supervision available. Concretely, we focus on the CAT aidveritten text docu-
ments when user supervision available is limited. We hawveldped three main im-
provements in this approach. First, we efficiently emplogrisipervision by guiding
it towards incorrectly recognised words by means of CMs. o8d¢cuser supervised
words are used as constrains to recompute the current shgtemthesis. User super-
vised words affect the previous system recognition as tedyce the uncertainty of
the system. Third, at the end of the previous steps, bothrgiged and unsupervised
transcriptions are used to improve the system.

5. Creation of methods to balance the error and user effortWe have created an approach
in which the CAT system objective is to reach a predefined eate with the minimum
user supervision effort possible. As a result, we have dgesl methods to estimate
the expected error rate of the system output. This prediésioghen used to supervise
the output accordingly using the minimum effort possiblel guaranteeing that the
error rate is below the threshold predefined by the user. ¥¢eimlegrate this approach
into GIDOC in order to efficiently employ the supervision.
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Appendix A. The GIDOC Prototype

A.1 Introduction

As said in Chapter]2, due to the unsatisfactory results afectirstate-of-the-art systems,
a better approach is to follow a CAT process. In this apprp#oh transcription task is
completed by an user, which is continuously aided by a systagting and learning from the
interaction. However, the implementation of the descriapproach is not straightforward.
On one hand, it requires the implementation of a whole HTRg@se, which comprises the
use of several techniques and methods. First, layout @sdigse to be applied to locate
which parts of the image contains text blocks. Second, leggrentation algorithms detect
the position of the lines within the image text blocks. Thidch line image is preprocessed
to reduce the variability of the script. Finally, a HTR systavould be trained and a used
to annotate the document. On the other hand, user intenawfih the system should be
comfortable and friendly to allow efficient image annotati&inally, final users, which will
be mainly paleography experts, need transcription toalsftee them from the details of the
underlying system and help them to reduce the effort needizdriscribe documents.

In this appendix, a CAT system prototype is presented fodhaitten text in old docu-
ments, which implements most of techniques and methoddajeain this thesis. Itis a first
attempt to provide integrated support for interactive pageut analysis, text line detection
and handwritten text transcription. Clearly, it is a pragnaing challenge to develop a us-
able, friendly GUI for such a prototype, and thus we decidetdm start from scratch, but to
build it on top of the well-known GNU Image Manipulation Pragn (GIMP) (GIMP). Apart
from its high-end user interface, GIMP gives us for free mdagired prototype features
such as a large collection of image conversion drivers awddwel processing routines, an
scripting language to automate repetitive tasks, an APinsteallation of user-defined plug-
ins, etc. Indeed, the prototype, which will be referred t&B80C (Gimp-based Interactive
transcription of old text DOCuments), is implemented astao§&IMP plug-ins. GIDOC
has been successfully used in the annotation of differemétten old text document, such
as GERMANA (Pérez et al., 2009) and RODRIGO (Serranolet @L.0Op

This appendix is structured as follows. A brief descriptidthe whole prototype is given
in SectionA.2. Then, each of the remaining sections is @eltd each of the necessary
steps required to complete the interactive transcriptsi.t First, the preferences options of
GIDOC are reviewed in Sectidn A.3. Next, the block detecafgorithms implemented are
described in Sdc Al4. Sectibn A.5 explains how line deted§gerformed in GIDOC. Then,
the preprocessing algorithms included in the implememniaie introduced in Sectign A.6.
The different feature extraction methods available in GD&@e detailed in Sectidn A.7. The
HTR system training within GIDOC is reviewed in Section A8ext, Sectio A.P depicts
the GIDOC transcription dialog and its functionality. Higain Section[A.I0, conclusions
are drawn and future work is analysed.

A.2 System Overview
As indicated by its name, GIDOC has been implemented on taphefvell-known GNU
Image Manipulation Program (GIMP). As GIMP, GIDOC is licedsinder the GNU General

Public License, and it can be freely downloaded from (GIDQOg&prder to use GIDOC, we

116 NS-DSIC-UPV



A.2. System Overview

must first run GIMP and open a document image, convert it tysgale and save it in the
XCF? format. XCF format is the image native format of GIMP, whidbrss the image,
layers and other additional information required for GIDA@en, GIMP will come up with

its high-end user interface, which is often configured toyatlow the main toolbox (with

docked dialogs) and an image window. GIDOC can be acceseadtire menubar of the
image window (see FigufeA.1).
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Figure A.1: Image window showing GIDOC menu.

As shown in Figuré’All, GIDOC menu includes six entries. tFifglvancedoptions,
where all atomic operations of the interactive HTR processtie applied individually. Next
options list the operations that need to be followed to aseatn image. Each entry is formed
by a number indicating the order of the step and its nathePreferencesin which global
options, such as the project name, can be specified alongpéttific option for each part of

aMore details about this file format inttp://en.wikipedia.org/wiki/XCF_(file_format)
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the processl: Block Detectiordeals with the detection of text blocks in the imageLine
Detectionmarks the text baseline of detected text blod&ksTraining builds the HTR system
from all transcribed images. It must be noted that, this Beegpto be skipped at the beginning
of the document transcription until the some pages have beeatated.4: Transcription
option opens the transcription dialog, in which interagtranscription process is performed.

A.3 Preferences

GIDOC has been developed to assist transcribers in thectiptisn of different documents.
As each of this documents possess different characterisitbOC has been designed to
manage them as different projects. Project files are stoséde the user home directory in a
hidden folder called gidoc, i.sHOME/.gidog¢ which includes the project configuration file
along with the HTR system models. When a project is createstla@cted by the user it is
marked as the active project. The active project configomatariables and its HTR system
will be used by default when applying the rest of the tools.

The preferences option in the GIDOC menu opens a dialog, inhndll the options and
parameters of the interactive transcription process camdmeaged. If an active project is
present, the preference dialog loads all its configuratemables. On the contrary, a new
default project called “Germana” is created and its configjan files are set to their default
values for the transcription of the GERMANA database, whiéctine database that was used
as the benchmark of the prototype. Figure]A.2 shows the nasintthe preferences dialog
of the default project. At the top of the dialog, there are buttons to create a new project
(the left icon), and to open an existing project (the riglunlz Below these buttons there
is a tab menu, in which each option represent a differentgfattte transcription process.
Each part will be described in its corresponding sectiomaifollowing. At the center of the
widget, project-related variables are shown. The nameeopthject is chosen upon creation
and cannot be changed afterwards. Document directory dedifi@der, in which the image
files in XCF format of the documents are stored. This foldersied by training and recogni-
tion tools in order to locate the document files. The lastaldé, the “Lock Transcriptions”
checkbox, disable the modification of stored transcrigiondocument images.

A.4 Block Detection

Document layout analysis is a research field that deals Wwehdentification and classifica-
tion of logical entities residing in an image. For instanites detection of the position of
text blocks on a given image. During its development, GIDQGS heen mainly tested on
documents, in which most pages only contain nearly calbigea text written on ruled sheets
of well-separated lines, as in the example shown in Figufé ALonsequently, GIDOC is
designed to detect the text blocks in such documents takingraage of their homogeneity.
For all the block detection methods implemented, first, GIO@erforms an automatic de-
tection of the text blocks within the image and then, the ueeise and correct, if needed,
the result. Text blocks are stored as GIMP paths and can lilg rexlified with the GIMP
interface.
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Lo [l

Project | Preprocessing Training ' Recognition

Name:

Document directory: xcf

Lock transcriptions: o

Help Cancel OK

Figure A.2: Preferences dialog on GIDOC

A.4.1 Projection-based Block Detection

Typically, old text documents follow a well defined templatéich should make easier the
detection of its structure. However, document structuangles from one document to an-
other and block detection techniques have to be adjusteghartently on each of them. A
standard and successful method to detect a great varietgaafaent layouts is based on
projection methods (Likforman-Sulem et al., 2007). A potien is the visual representation
of the number of times a certain event occurs in each row amanlof pixels in the image.
For instance, if we represent the counts of each row as aghéstg we obtain the vertical
histogram because it is represented vertically along tlagen Similarly, if we perform the
same process for each column, we obtain the horizontalgrete. In block detection, we are
interested in a specific type of event, that is, the pixel@ala this case, the projection will
correspond to the summation of the values of all pixels. nftilowing, these projections
pixels are referred gsixel valueprojections.

However, projection-based methods need that text blodkeiimages are totally straight,
as a slight rotation modify the projection obtained. In tetimages, a previous step to block
detection is needed in order to to reduce the global ingnadf the image. This inclination
is commonly known as Skew. Skew can be measures as the melencénige document.
GIDOC implements the skew correction method developedast@d?/ 2007), which detects
the skew angle of a pages using vertical projections. Oreskbw angle has been detected,
GIDOC uses GIMP tools “undo” the rotation of the image.

As said, horizontal and vertical pixel value projectionsstine value of a column, or
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row of pixels, respectively. Given an image, its correspogdext blocks can be located by
exploring the vertical and horizontal projections. Fotamee, Figure A3 shows a page of the
GERMANA database (Pérez et al., 2009) along with its velrical horizontal projections.
Note that, projections have been shadowed to not cover tagamThis manuscript follows
a fixed template, in which only a lone text block appears. Aseoled, it is easy to locate
the text block coordinates by using the projections. Fihat left border of the text block can
be located by detecting in which pixel there is the maximungle in pixel values between
itself and pixels nearby. Similarly, the right border candmsated with the opposite process.
Second, the top border of the text block can be located by itesiprocess. However, instead
of selecting the maximum change, the process would raticatddhe n-maximum and then
select the one at the highest position. Again, the bottonddrocan be detected with the
opposite process.

Even though the simplicity of the described process, itesaffrom a strong dependence
on the previous preprocess and other parameters. For @estdre summation of pixel val-
ues is directly affected by noise in the image, and thus,enm@moval techniques have to
be applied. These parameters change from one document tiveanand have to be tuned
specifically for the task. In addition, each different do@mnlayout will require a different
process. The described process will only manage to deteckdin GERMANA, or similar
documents, in which a lone text block appears.

A.4.2 History-based Block Detection

GIDOC also implements a novel text block detection methodyhich conventional, mem-
oryless techniques are improved with a “history” model oft telock positions. Typically,
conventional block detection methods only consider infation from current document im-
age. In document collections with an homogeneous strucusetter approach is to include
information of previously detected blocks when detectimg ¢urrent one. For instance, in
GERMANA, a lone text block appears in all document imagesl i position is mainly
located in two different positions. These two differentitioas depend on which side of the
book was placed the page when the document was written. Riated images are referred
as “front” and left placed images are referred as “back”. iRstance, Figure_Al4 shows a
back page along with its following front page.

In (Ramos-Terrades et lal., 2010), we considered the deteofitext blocks in GER-
MANA as a classification problem. Each document image issdiasl into class as “front”
or “back”. We suppose that classification is part of a seqakptocess, in which document
images are classified one after the other. In this processagsumed that the user has cor-
rected the position and classes of all previously procepsgés. Then, given the current
document image, and the previous pages document classasanteedback, the method
presented in Sectidn 3.4 is employed to obtain the docunfesg eand structure of the current

page.
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Figure A.3: Vertical and Horizontal pixel value projections of a GERMAIage.

A.5 Line Detection

Given a textual block, theine Detectiorentry in the GIDOC menu detects all its text base-
lines, which are marked as straight paths using the pathafo@IMP. These paths can be
easily adjusted with GIMP interface in those cases the aatiordetection do not work. Line
detection in GIDOC is also based on projection based metlapdsit is performed in a sim-
ilar way to the projection-based block detection method weleer, in order to detect line

NS-DSIC-UPV 121



Appendix A. The GIDOC Prototype

i o

Figure A.4: Two consecutive pages of GERMANA.

baselines of an image, it is better to account for the numbklagk to white transitions in-
stead of pixel values. The main reason for this change is tthaeach row of pixels in the
image, the number of black to white transitions is expeabddukt higher for rows containing
handwritten letters, and lower for rows between the lineguife[A.8 depicts a page of the
GERMANA database, in which its vertical transition projeatis estimated and depicted at
the right side. As observed, line baselines can be locatexkplpring the projection. Con-
cretely, GIDOC detects baselines by exploring which pixdlimn in the projection contains
the maximum number of changes from black to white occur. ¢f t@lumns posses the same
number of transitions, GIDOC selects the closest to thet sgie. This process is similar to
computing a horizontal projection of the vertical projecti

Even though the presented process correctly detects mibst tfies, it does not work for
short lines, in which the number of black to white transionay not be high enough. These
lines can be detected by finding wide gaps between detecies kvhich are big enough to
contain an undetected line. As example of this problem cavbiserved in the fourth line in
Figure[AB. In GIDOC this process is refined by letting therukafine the number of lines in
the document. Old text documents typically follow a temglkatd the number of lines remain
unchanged in the whole manuscript. This refinement helpgd&llo locate lines that have
been undetected in the projection. The number of lines cadjested in the the preprocess
tab in the preferences dialog.

The described line detection method manages to deteqjlstizaselines within the doc-
ument image. However, digitisation of old text documenty gause the lines to suffer from
a slight warping distortion at one of its sides. This warpimgaused by the binding of the
document, which curves the baseline towards the centereadplened book when scanning
the document. Currently, GIDOC do not include any tool tarect this warping, and it has
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Figure A.5: Vertical projection counting the number of black to whitartsitions on a
page in GERMANA.

to be corrected manually. In order to correct it, the useukhdefined a curved baseline with
GIMP path tools. As previously happened with block detettibis step of the system will
be always supervised by the user.

A.6 Preprocessing

Once document baselines have been marked, GIDOC extragts line image for each of
them. For each point within the baseline, GIDOC extractsrpgredicular line of pixels in a
similar way to a sliding window extraction approach. The @mof pixels extracted along

the baseline can be adjusted in the preprocess tab at trergueés dialog. Concretely, the
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size of the extracted column is defined by two variables, uadd over, which refers to the
number of pixels extracted below and above the baselines droicedure is able to extract a
straight line image even when the annotated baseline fellbeurved path.

Line images constitute the input of HTR systems. Howeverube of raw images as an
input leads to poor recognition results. Raw images corddot of noise due to the state
of the document or the digitisation process applied. Funtioee, image character models
of HTR systems are typically trained by sequentially preggg each column of the image.
This restriction requires that the slant of the script isrected, in order to correctly train
the image characters models. Finally, some charactersnofirétten text lines posses long
ascendants and descendants, such as the “t” or “I” lettévis characteristic difficulties the
HTR process because the size of all letters is not uniformetéebapproach is to apply a size
normalisation process to make all letters fill the same dsiwers, in which case, it is easier
to discriminate between them. Figlire A.6 depicts the deedrpreprocessing process when
applied to a line in GERMANA. In this document, first, noisen@val processes are applied,
second, slant is corrected and finally ascendants/decedentormalised.

uk 5 I o M ok

aba. Sualumasa del  xite e la wbvosa o (Ou oale eladc AL

M& ELJ\WEM Il'!(:kﬂ _&1 L}{‘ ._.t’,uiiwem — .E;-!Alt-ih Edrﬂ.&(:‘ i ._(lh

() - . ! ¢l e | L,I
_Lam[('.ra_ ,.!m1mm..;%.__ xzxih..ii! Ea _wﬁm{ - tm t.ih _m'fa&a J.L:,
Wb Sushues de txide de la owhwvesa o Du ale wlade  de

Figure A.6: Preprocessing of a text line image. From top to bottom: nabimage,
denoising, deslanting and vertical size normalisation.

In practice, each document require different preprocgssiaps, and they have to be
tuned accordingly. GIDOC implements a wide variety of poggssing tools, such as, me-
dian filter noise removal, or word slope correction. Thesa@st@re an adaptation of all
preprocessing tools implemented by the HTR division inside“Pattern Recognition and
Human Language Technology” research group. An overallrgegm of these methods can
be found ini(Pastor, 2007). In addition to these tools, GINg#® anclude many built-in tools
for photo manipulation, which could be used if necessarye pieprocessing steps required
for each document can also be adjusted in the preprocess tiab preferences dialog (see
Figure[A.9) by defining a GIMP custom procedure in the entmg ktalled “Custom Proce-
dure”. A GIMP custom procedure is a script, in which the poggissing step are listed.
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A.7 Feature Extraction

The preprocessing of raw images improves the result of HTdResys, eliminating the vari-
ability of the images. However, there is still much redurtdaformation in preprocessed
images, in which not all pixels in the image provide the sanferimation. In PR tasks, ob-
jects are represented as features. These features areoudaddify an object into a class.
A feature discriminates better between classes if it poasg®at variability. A feature in
which no variability is observed, is not suitable for cléissition. In case of HTR, given a
line image, the center part of each character varies moretttearest, and it is typically a
better feature than the extracted from border pixels. Iritaad individual features can be
combined in a larger dimensional space, in which is easietdassify the object. As said
in Sectior 2.B, the process of selecting a better represamta a given object is known as
“Feature Extraction”.

GIDOC implements two different feature extraction methémsHTR. The first one is
motivated by the feature extraction used in ASR tasks. Bittethod, each pixel is processed
according to its surrounding pixels, which defines a windoithiw the image. For each
pixel in the window, three different values are computedsti-the mean value of a gaussian
modelling the window. Second and third, the horizontal aerdival derivative of the window.
A detailed explanation of the process can be found in (Tostedl., 2008). FigurEAl7 shows
an example of the described feature extraction methodexpidithe previously preprocessed
example in Figur€_AJ6. As observed, a higher quantity of rimfation, compared to the
preprocessed image, is contained in this new represemtatio

Liaba dushonss dd exde de la owdvos . Du ale alado  de

Taba Juohnus dd xde & la odorisa . Ou ole alade  de

Figure A.7: Feature extraction of a text line image, From top to bottoertival size
normalisation and a derivative-based feature extraction.

The other method included in GIDOC is an implementation &f tbature extraction
method used by the FKI research group in most of their papéasti and Bunke, 2002a).
These feature extraction method extracts nine featuresafch column of the image. These
correspond to some geometrically motivated features, agctihe total pixel mass in the
column, or the gravity center. These features were selé&ueda huge pool of other features
while optimising the recognition of the standard IAM datsé#Marti and Bunke, 2002b).
Figure[A.8 shows the result of normalising the feature etiva obtained to a gray value in
order to represent it.

Figure[A.9 shows the preprocess tab in the preferencesydimavhich the feature ex-
traction method used can be selected. As observed, thagdigdo includes the variables and
options of the block and line detection, along with the pogpss module.
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Liaba Sushmes dedb 1xdo de

Figure A.8: Feature extraction of a text line image, From top to bottoertival size
normalisation and geometrically motivated feature exioac

Project Preprocessing ‘ Training ! Recognition

Document

Histogram type: pixel values - I
Number of lines: 40 ‘:J
Line

Custom procedure: ]script-fu-gidoc-preprocess

Pixels under base line: ]10 ‘ ‘
Pixels over base line: ]40 H
Feature extraction type: PRHLT - I
Number of features: |60 ‘ ‘
Derivatives:

HiHelp 3¢ cancel I <Flok I

Figure A.9: Preprocess tab at the preferences dialog on GIDOC

A.8 Training

The Training option of GIDOC menu trains an HTR system from the documenmgges in
the document project directory. GIDOC reads the directbtggk document images and, for
each image, it extracts all its transcribed text lines, ¥, aogether with their corresponding
line images. Then, each extracted line image is preprodesdiewing the user defined
script and the selected feature extraction method is appliglternatively, transcriptions
are first preprocessed to isolate special characters (ynpimictuation signs) and expand
abbreviations. For instan®M.is expanded t&u MagestadFinally, the two parts of the
HTR system are trained: the character image models, andnigedge models.

Image character models can be trained by two different ttsolthe standard HTK system
(Young et al.| 1995) or a GIDOC built-in toolkit, which is aastdalone version of the AK
toolkit (Giménez| 2011). Both of them train a HMM of a fixed nioen of states for each
character of the extracted transcriptions, in which eaate ®mits a gaussian mixture model.
The training of the HMMs is performed by iteratively doulgithe number of components
of the mixture after a number of iterations of the EM algarithas been applied. By default,
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GIDOC trains an HMM with four states per character and 64 comepits per mixture, in
which at each step of the estimation four iterations of the &Edfe applied. On the other
hand, language models can be trained by two different tsolkfhe SRI language model
toolkit (Stolcke| 2002) or a built-in toolkit. GIDOC, by daiflt, generates a bigram language
model with Knesser-Ney discounting from the extracted sations.

All the defined training parameters can be manually adjustége train tab at the pref-
erences dialog (see Figure Al10), along with the toolkitdufee HMMs estimation or the
command line applied to train language models. The train€R Hhodels are stored in the
project directory. It must be noted that, the execution &f thodule may be time-consuming
and it is expected to be applied by transcribers seldomlgnaufficiently significant new
data have been annotated.

Project | Preprocessing Training | Recognition

HMMs

HMM trainer: MHMM (built-in) 'vl
Symbol list: /home/nserrano/.gidoc/Germana/SP/si I
HMMs: /home/nserrano/.gidoc/Germana/SPfhmm I
Iterations: |4 ‘:J
Initialise:

Number of states: |4 ‘ ‘
Mixture components: |64 ‘:J

Language model

Word net: J/home/nserrano/.gidoc/Germana/SP/Im |
Vocabulary: fhome/nsemrano/.gidoc/Germana/SP/dic I
SRILM command: -order 2 -kndiscount]

Special characters: Jhome/nserrano/.gidoc/Germana/SP/excp I

i Help 4% cancel I <ok

Figure A.10: Train options in the preferences dialog of GIDOC

A.9 Transcription

The Transcriptionentry in the GIDOC menu opens the interactive transcripdiafog (see
FigurelA.11). It consists of two main sections: the imagdisacin the upper part, and the
transcription section, in the bottom part. A number of téx¢limages are displayed in the
image section together with their transcriptions, if aaflé, in separate editable text boxes
within the transcription section. Thaurrentline to be transcribed or simply supervised is
selected by placing the edit cursor in the appropriate bldifaox. Its corresponding baseline
is emphasised (in blue color) and, whenever possible, GIBGIfs line images and their
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transcriptions so as to display the current line in the e iptart of both the image and tran-
scription sections. It is expected that the user transsrilvesupervises text lines, from top
to bottom. However a different order can be followed, by gntetext and moving the edit
cursor with the arrow keys or the mouse.

Block Line  Lines to show | Zoom

"I_- |.-EE": 3 - ——'": ‘ |'I_E|% =L Key Bindings | Text Font | Sans 14
‘-." Wl o Altawion il ‘:'.1_._._. :.‘.‘ TELEY! '-_._1 et {‘*‘\{.,t TR LI 11
e —_— \ 1 | ) | S VAT WL . LA %
| 1 N ‘__ - LA | et X !‘.'u 1 i.‘_l A DAL L4 I‘I{' ld'-.‘J;L‘ 'Ll._L
| | T -
L = . T
o8 \ + ( { | R ( \ o
0 Mg d_aouua AL A4 Adtaawa ‘.‘dt‘.'.‘. (L L o (RAns e
18 \gativas para alcanzar el triunfo; y asi la expectacion general
20 estaba sus una del éxito de la camarera En este estado de
2!
gue]p ogancel ‘__—| oK

Figure A.11: Interactive transcription dialog.

As seen in Figure“A11, each editable text box in the trapson section, has a button
attached to its left. This button is labelled with the cop@sding line number. By clicking on
it, its associated line image is extracted, preprocessatsformed into a sequence of feature
vectors, Viterbi-decoded using HTK and the models inTrening phase, and confidences
measures are extracted. Recognition parameters are défiriled recognition tab at the
preference dialog (see Figure_Al12). Then, each recogmveed is highlighted in red in
both, transcription and text image, if confidence measurelsw a defined threshold. In this
way, it is not needed to enter the complete transcriptioh@turrent line, but hopefully only
minor corrections to the decoded output. Clearly, this iy possible if, first, text lines are
correctly detected and, second, the HMM and language madeladequately trained, from
a sufficiently large amount of training data. Thereforesiassumed that small quantity of
transcription are manually annotated to train a prelimindifR system.

A.10 Conclusions & Future Work

A computer-assisted transcription prototype called GID@€ been presented for handwrit-
ten text in old documents. GIDOC is a first attempt to provitegrated support for interac-
tive page layout analysis, text line detection and handsvritext transcription. It is build on

top of GIMP, and uses standard techniques and tools for hédtbelntext preprocessing and
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Project | Preprocessing | Training Recngnitinn|

WiP: |—20,00 El
GSF: |40,00 B
Maximum active states: |1ODDO ‘ ‘
Verification: i

HiHelp 3¢ cancel I <Flok

Figure A.12: Recognition tab at the Preferences dialog.

feature extraction, HMM-based image modelling, and lagguaodelling. As GIMP, GI-
DOC is licensed under GNU General Public License, and it eafrdely downloaded from
Internet. The effectiveness of GIDOC has been empiricatindnstrated on GERMANA,
RODRIGO and ESPOSALLES databases.

Even though this prototype has been shown to be effectivesimbnotation of real docu-
ments, the prototype is at the beginning stages of develofma@d much work still needs to
be done so that the prototype can be used by the general plibégrototype installation is
not straightforward and this difficulty may discourage tiser Real user feedback is needed
to ensure the quality and usability of the tools. Similatthere are additional difficulties due
to peculiarities in some documents, such as multilingyatitat need to be considered by
GIDOC. However, the current prototype version is hard toradg and modify. It remains as
a future work, the implementation of the prototype as a hpiE stand alone functions and
the development of a complete manual and API.

The prototype has been presented in an international wopksh

e N. Serranoand L. Tarazén and D. Pérez and O. Ramos-Terrades and A. ThaGI-
DOC prototype. IrProceedings of the 10th International Workshop on Pattezndg)-
nition in Information Systems (PRIS 201®unchal (Portugal) June 2010.
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