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Abstract. A calculation of the correct dose in radiation #pr requires an accurate description
of the radiation source because uncertainties amaciterization of the linac photon spectrum
are propagated through the dose calculations. tinfately, detailed knowledge of the initial
electron beam parameters is not readily availabte] many researchers adjust the initial
electron fluence values by trial-and-error methddiee main goal of this work was to develop a
methodology to characterize the fluence of inigl@ictrons before they hit the tungsten target of
an Elekta Precise medical linear accelerator. hiodnd, we used a Monte Carlo technique to
analyze the influence of the characteristics ofithigal electron beam on the distribution of
absorbed dose from a 6 MV linac photon beam in @mghantom. The technique is based on
calculations with Software for Uncertainty and Sewvisy Analysis (SUSA) and Monte Carlo
simulations with the MCNP5 transport code. The frg@rameters used in the SUSA
calculations were the mean energy and full-widthaf-maximum (FWHM) of the initial
electron distribution. A total of 93 combination$ these parameters gave initial electron
fluence configurations. The electron spectra thbiioed were used in a simulation of the
electron transport through the target of the lirmarelerator, which produced different photon
(Bremsstrahlung) spectra. The simulated photontsp&ere compared with the 6-MV photon
spectrum provided by the linac manufacturer (Elektais comparison revealed how the mean

energy and FWHM of the initial electron fluenceeatfthe spectrum of the generated photons.
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This study has made it possible to fine-tune themered electron beam parameters to obtain

the resulted absorbed doses with acceptable agc(gaor <1%).
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1. Introduction

Precise Monte Carlo treatment planning systems lateyparticle transport from the tungsten
target to the patient. For accurate dose calculstioharacteristics of the electron beam hitting
the target, as well as the particle transport thinothe whole unit head, need to be modeled

accurately.

Detailed parameters of the initial electron beam @ot readily available, and researchers
usually adjust the initial electron fluence valdmgstrial-and-error methods. Accelerated in the
waveguide, electrons impinge on the tungsten tatgegenerate a Bremsstrahlung photon
treatment beam. Errors in the description of theident electron fluence may affect the
estimated dose received by the patient. ICRU 2Z@)1L8ecommends that the maximal error in
a treatment planning dose calculation would noeegc2% of the prescribed dose. This error
includes many contributions, such as errors ingeemetry model, physics parameters, and

also in characteristics of the radiation sourcewbicth this work is focused.

One of the most comprehensive studies of MontecQaddeling of linear accelerators was
performed by Sheikh-Bagheri and Rogers (Sheikh-Bagind Rogers, 2002a), who studied
sensitivity of the photon beam simulations to tlaameters of the initial electron fluence.
They concluded that two most important parametersimulating photon radiotherapy beams
are the mean energy and the radial spread of thdeint electron beam. These parameters were
studied also in this work. The aim of our study vadind a distribution of the fluence of
electrons incident on the target that, when trantedathrough the treatment head and used in
dosimetric calculations, can reproduce experimestdaks in a water phantom within 1%. This
paper also describes the effect of the uncertamtyre spectrum of the electrons hitting the

tungsten target on the uncertainty of the spectofiphoton used in radiation therapy, which



was previously studied by other investigators (lBdkes et al., 2004; Sheikh-Bagheri and

Rogers, 2002b).

The first part of this work consisted of a MonterlGacalculation for a source of a
unidirectional electron beam with a Gaussian engligtribution specified by Elekta (mean
energy 6.3 MeV; full width at half maximum, FWHM,10 MeV). A Best Estimate Analysis
(BEA) (Crow, 1960; Guba, 2003) performed in thisrkvoonsisted of a description of the mean
and FWHM of the electron energy; uncertainties athithe parameters were included in the
analysis and jointly propagated. The statistichliyged BEA performs a Monte Carlo sampling
of the uncertainty of the mean and FWHM of an etattenergy spectrum. The size of the
sampling is determined from the characteristicsthaf tolerance intervals by applying the
Noether-Wilks formulas (Wilks, 1962). In the 98nsilations performed, the mean energy and
FWHM were directly modified according to the uneanty. Once the results of the 93 cases
were obtained, a non-parametric statistical methasl applied to the resulted photon spectra to
determine their tolerance intervals. It is well Wmothat the resulted photon spectra are affected
by uncertainties of several types, with the biggefé¢ct of the uncertainty in the electron
energy spectrum. Therefore, it was necessary tty appertainty propagation techniques to
quantify the uncertainty of the photon spectrumnestion. In this work, we present an
uncertainty and sensitivity analysis (McKay, 1988}he energy spectrum of initial electrons

in an Elekta linac.

2. Materials and methods

2.1. Methodology of the uncertainty and sensitivityanalysis

The BEA method of sensitivity analysis can provadposteriori assessment of the importance
of the input parameters. An advantage of the metlogy based on a statistical sample of input

variables and code models is that there is no teeddcide a priori which of the input variables



are more important for the simulation. The firggpsin this methodology is to identify the
relevant input variables and code models. The asleinput variables considered in this work
are based on the studies by Sheikh-Bagheri andrR¢§éeikh-Bagheri and Rogers, 2002a).

They are mean electron enefgyand electron energy full width at half maximugvyHM.

2.1.1. Description of the model

According to Elekta, the electron spectrum has as&an distribution with the mean &.3.3
MeV and FWHM 0.1% 0.03 MeV (Elekta, 2006). Distributions of the etect energy and the
electron radial intensity are both assumed to beis&an. The electron energy spread,
characterized by FWHM, was taken as specified leynitanufacturer. The modeled electron

beams were incident normal to the target and hadivevgence.

Using these parameters, we performed an MCNP5 Alasios National Laboratory, 2003)

simulation of the electron beam transport fromlthac waveguide to the tungsten target. The

3
tungsten alloy target (10% Re, 90% W, 19.49 gjdsa disc, and its complete geometry was

modeled in detail according to the manufacturgrectications (Juste et al., 2007).

Each Monte Carlo simulation was run until the uteiety in the computed fluences or depth-
dose curves went down to below 0.3%, which cornedpd to 1-19simulated histories (nps).

Fig. 1 shows a Bremsstrahlung spectrum simulatad the initial electron spectrum.

To validate the photon spectrum thus obtained, se&l it to simulate a depth-dose curve for a
water phantom. A simulation of the whole unit iguiged when a calculated spectrum needs

to be validated.



To simulate the transport of electrons and photbnsugh the unit, from the source to the
detector in a water phantom, we realistically mtedelthe geometry of all the involved
components. The accelerator head was representédebtarget disc, primary collimators,
flattening filter, the monitor ionization chambessambly, and the auto-wedge assembly,
which included the wedge and the backscatter pldte. dimensions and material
specifications were taken from the Elekta documenta A schematic diagram in Fig. 2
shows the MCNP5 geometric model of the typical uwgpead configuration for low-energy
photon beams (Juste et al., 2010; Juste et all;205. Environmental Protection Agency,

2001).

The simulations used the 6 MV photon spectrum shiowifig. 1. The photon source was at
100 cm from the surface of the water phantom (8D 50 cn), and the field size was 10
x10 cnf. The FMESH4 tally (Los Alamos National Laboratorg003) with the
corresponding flux-to-dose conversion factors wased to obtain doses in the water
phantom. The FMESH card makes it possible to dedimaesh tally superimposed on the
problem geometry and to estimate lengths of theksraf the particle flux. By default, this
tally is averaged over a mesh cell, in units oftipes/cnf. Therefore, this card was used in
combination with the dose energy (DE) and dosetfandDF) cards to transform the output

results into doses in Gy.

Fig. 3 shows the simulated and an experimentalhdépse curves normalized to the maximal
doses. The experimental curve was obtained witlElakta Precision linac at the Hospital
Clinic Universitari de Valéncia. The root mean agudifference between the curves in the

deeper region is approximately 5%.



The initially used electron spectrum could not ogjuce the experimental curve exactly
because of the spectrum variations within the mnemitufer’'s tolerances. Therefore, an
uncertainty analysis was needed in order to fimdrege where the photon spectrum emitted

by the linac is located with 95% sureness.

2.2. Uncertainty analysis

In the uncertainty analysis, the input parametersah energy and FWHM) were assumed to
be random values from the ranges of their variatdmch needed to be found experimentally
or taken from previous experience. Probability dgnsinctions (PDFs) were assigned to the
input parameters before the sampling process. RDB&stify the likelihood that the variables

will have specific values within the ranges of theriation. This initial phase of the analysis

was the most subjective step of the entire process.

A determination of PDFs is not a simple task, dredctual functions are not known for many
variables. When no data are available, the onlguese is to assign subjective PDFs (SPDF)
based on experience or subjective judgment. Onthefmost frequently used PDFs is the
uniform distribution, which assigns equal probabito any value in the range of variation of
the variable. Normal and lognormal distributione aommonly used to describe experimental
measurements and other natural variations. Theyalstnbe truncated to account for the fact
that some parameters may have their ranges otiwariemited by physical constraints, such as
minimal or maximal energy. The uniform PDF was @rmw$or both the mean energy and the

FWHM.

After the PDFs and ranges of variation were assigoethe input variables and code models,
the space of these random variables was sampledorBeision of the obtained results does not

depend on the number of input parameters, butpéds, among other factors, on the sample



size and randomness of the sampling proceduremiiienal number of the sample or the code
calculations 1) necessary for the desired precision is given Hey Wilks’ formula (Wilks,

1962). A statistical analysis of output variab4¥$N with non-parametric methods can produce

tolerance intervals, which are able to quantify tineertainty ofY. A tolerance intervalis an
estimate of the interval of variability of a randaariable that contains a specified fraction of
the variable’s probabilityp, with a prescribed level of confidenge,Tolerance intervals were
constructed from the sampled data so as to enplass the population of a random variaiMe
with a given confidence%. They show where most of the populationyatan be expected as
the variable is affected by the uncertainty of timput parameters and physical and

mathematical models.

The number of code calculations is independent@htumber of input uncertainties; it depends only o

the defined probabilitp and confidence level. The sample size is determined by the requirement
to estimate the tolerance/confidence interval ier quantity of interest. Wilks’ formula (Wilks,
1962) is used to determine the number of simulatioecessary for the desired uncertainty
bands:

y=1-p"-n(l-p)p* . (1)
The upper statistical tolerance limits are the wuppeconfidence for the chosedefined
probability p. The sample size obtained with Wilks’ formula tbyuble tolerance limits with a

95% uncertainty and with 95% statistical confidefarethe output variables was equal to 93.

The MCNP simulation was execut@8 times, each one with a different randomly chosén se
of values of mean energy and FWHM sampled fronuthitorm distributions. Fig. 4 shows ten

of the 93 input cases.



Electrons with the 93 random spectra were transgdotiirough the target by Monte Carlo

simulation. Fig. 5 shows ten of the resulted sitadghoton spectra.

As a result of describing the uncertainties in ithygut variables with probability distribution
functions, the code output results are also randamnables. PDFs of the photon spectra results
would contain all the information needed to compilgir uncertainties. The problem is that
such functions are usually unknown. Therefore,rateoto quantify the uncertainties exactly,
one should generate the PDFs from the sampled bugbues. However, this is not always
feasible. The only alternative is to obtain as mudbrmation about the PDF properties and

main parameters as possible from simulated digtabdunctions and estimators.

In the uncertainty analysis, the main goal wasuangify the variability of the code output as a

function of the variability in the inputs. If a dom sample of output vaIué@Y)l,..., (Y%) has
a normal PDF, it is possible to compute toleramtervals for sample mearny and sample
standard deviatiosy. It is not easy to guarantee, however, that thepsa of the output values

is normally distributed. Nevertheless, if the saenglrandom, statistical tests for normality can
be used to quantify how well the hypothesis of rality fits the sampled data. Three of these
tests are th&V-statistic (Zar, 1984), the Lilliefors test (Lilfiers, 1967) and the Kolmogorov’s

normality test (Zar, 1984). The Lilliefors test flemed by SUSA software on the photon
spectra input data found them normally distributeml; a two-sided tolerance interval could be

calculated (Fig. 6).

Sheikh-Bagheri and Rogers (2002b) found that phaipectra are different for different

energies and machines from different manufactufgcs. 7 shows that the spectrum obtained



by them for the Elekta 6 MV beam is within the 988kerance band calculated in this work.

This validates the two-sided tolerance intervatufted by the SUSA software.

Lower and upper tolerance limits would change & timiform distribution was replaced with a
normal one. Therefore, our future work will includermal distributions of these variables

instead of the uniform ones because it will likptpvide wider tolerance intervals.

We used the upper-limit and the lower-limit fluerspectra for the photon beam in two full
Monte Carlo simulations of the complete linac héaabtain the corresponding depth-dose
curves for a water phantom. These curves were cadpgith the experimental datas Fig.

8 shows, the simulation based on the lower tolerdimsit spectrum produced a depth-dose

curve that agreed with the experimental data will§it(a root mean square difference).

3.3. Sensitivity analysis

The purpose of our sensitivity analysis was to ¢jfathe effect of the input variables on the
depth-dose curves. Sensitivity measures can guatitig, and, thus, be useful for an a
posteriori ranking of the importance of each of ijgut variables for the output variable of

interest.

Most of the sensitivity measures are related toagsjon analysis. Some of them are useful to
detect linear relationships, while others, like fuwecalled rank correlations (Iman, 1980), are
useful to quantify relations between variables thattave monotonically with respect to each
other (e.g., smooth variations of one variable espond to smooth variations of the other). A
comparison of these two types of measures apmi¢itet same data set can detect non-linearity
of the dependence of depth-dose curves on theestupgarameters. Examples of linear

measures are the simple correlation coefficientGs©@r Pearson’s moment product, and the



partial correlation coefficient (PCC). We used Beals moment product coefficients

evaluated with the SUSA software.

The Pearson’s moment product coefficient is a nteastia correlation (linear dependence)
between two variables, namely, electron spectrurstridution and photon spectrum

distribution. Its value ranges between +1 and €lusively and gives a measure of the strength
of linear dependence between the two variablegsBe’s moment product coefficient between
two variables is defined as the covariance of we variables divided by the product of their

standard deviations. A value of 1 implies that reedir equation describes the relationship
between both variables perfectly, with all datang®iying on a straight line showing increase
of one variable with an increase of the other. Ailgaf —1 implies that all data points lie on a
straight line showing that one variable decreasetha other increases. A value of 0 implies

that there is no linear correlation between théabdes.

The scalar sensitivity analysis showed that theupater of the electron beam most important
for uncertainty of the delivered doses is FWHM, ethdisplays a higher sensitivity value = 0.2
(Fig. 9). The uncertainty in the mean energy (defiyi value = 0.15) appears to have a weaker
effect on the output variables. Nevertheless, asdifferences between these two parameters
are not significant (lower than 10%), one can sthi@ both the variables have similar
influence on depth-dose curves. A value of 0.1 iewplthat there is only a weak linear

correlation between the variables.

The depth-dose curves are almost as sensitivetm#éan energy of the electron beam as to its
energy spread, as can be seen in Fig. 9, becariseniitivity values of both parameters differ

by less than 10%.



The least known parameters in a Monte Carlo sinaradf a linear accelerator treatment head
are often the properties of the initial electroramedirected onto the exit vacuum window. A

total of 93 initial beams with different spatiauénce distributions have been transported
through the geometry of a linac accelerator. Tleetedbn beam characteristics (energy spectrum
distributions) and the subsequent relative absodose distributions in a water phantom were
calculated. The relationship between the electroargy spectral spread and the photon

spectrum distribution is, however, small, as regbtty Bjork (2002).
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Captions to Figures

Fig. 1. A Bremstrahlung spectrum obtained by an NPGNsimulation from the electron
spectrum with the mean energy of 6.3 MeV and FWHN.21 MeV.

Fig. 2. A diagram of the Elekta Precise unit healeled with the MCNP5 code.

Fig. 3. Simulated and experimental depth-dose auiwe6 MV photons (mean energy 6.3
MeV; FWHM 0.11 MeV).

Fig. 4. Selected randomly generated distributidrt® electron beam spectrum.

Fig. 5. Selected photon spectra obtained by thelaton.

Fig. 6. Tolerance limits for the simulated photpecra (93 cases).

Fig. 7. Energy spectrum of the 6 MV photon bearklekta linac (Sheikh-Bagheri and Rogers,
2002a) compared with the tolerance band obtaindaisnvork.

Fig. 8. Experimental and calculated depth-doseesifor an Elekta 6 MV photon beam.
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