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Abstract

Research on Arabic Handwritten Text Recognition (HTR) and Arabic-English Machine Trans-
lation (MT) has been usually approached as two independent areas of study. However, the
idea of creating one system that combines both areas together, in order to generate English
translation out of images containing Arabic text, is still avery challenging task. This process
can be interpreted as the translation of Arabic images. In this thesis, we propose a system that
recognizes Arabic handwritten text images, and translatesthe recognized text into English.
This system is built from the combination of an HTR system andan MT system.

Regarding the HTR system, our work focuses on the use ofBernoulli Hidden Markov
Models (BHMMs). BHMMs had proven to work very well with Latin script. Indeed, empiri-
cal results based on it were reported on well-known corpora,such as IAM and RIMES. In this
thesis, these results are extended to Arabic script, in particular, to the well-known IfN/ENIT
and NIST OpenHaRT databases for Arabic handwritten text.

The need for transcribing Arabic text is not only limited to handwritten text, but also
to printed text. Arabic printed text might be considered as asimple form of handwritten
text version. Thus, for this kind of text, we also propose Bernoulli HMMs. In addition, we
propose to compare BHMMs with state-of-the-art technologybased on neural networks.

A key idea that has proven to be very effective in this application of Bernoulli HMMs is
the use of a sliding window of adequate width for feature extraction. This idea has allowed us
to obtain very competitive results in the recognition of both Arabic handwriting and printed
text. Indeed, a system based on it ranked first at the ICDAR 2011 Arabic recognition compe-
tition on the Arabic Printed Text Image (APTI) database. Moreover, this idea has been refined
by usingrepositioningtechniques for extracted windows, leading to further improvements in
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Arabic text recognition.
In the case of handwritten text, this refinement improved oursystem which ranked first

at theICFHR 2010 Arabic handwriting recognition competitionon IfN/ENIT. In the case of
printed text, this refinement led to an improved system whichranked second at theICDAR
2013 Competition on Multi-font and Multi-size Digitally Represented Arabic Texton APTI.
Furthermore, this refinement was used with neural networks-based technology, which led to
state-of-the-art results.

For machine translation, the system was based on the combination of three state-of-the-art
statistical models: the standard phrase-based models, thehierarchical phrase-based models,
and the N-gram phrase-based models. This combination was done using theRecognizer
Output Voting Error Reduction (ROVER)method. Finally, we propose three methods of
combining HTR and MT to develop an Arabic image translation system. The system was
evaluated on the NIST OpenHaRT database, where competitiveresults were obtained.
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Resumen

El reconocimiento de texto manuscrito (HTR) en árabe y la traducción automática (MT) del
árabe al inglés se han tratado habitualmente como dos áreas de estudio independientes. De
hecho, la idea de crear un sistema que combine las dos áreas, que directamente genere texto
en inglés a partir de imágenes que contienen texto en árabe, sigue siendo una tarea difícil.
Este proceso se puede interpretar como la traducción de imágenes de texto en árabe. En esta
tesis, se propone un sistema que reconoce las imágenes de texto manuscrito en árabe, y que
traduce el texto reconocido al inglés. Este sistema está construido a partir de la combinación
de un sistema HTR y un sistema MT.

En cuanto al sistema HTR, nuestro trabajo se enfoca en el uso de losBernoulli Hidden
Markov Models(BHMMs). Los modelos BHMMs ya han sido probados anteriormente en
tareas con alfabeto latino obteniendo buenos resultados. De hecho, existen resultados em-
píricos publicados usando corpus conocidos, tales como IAMo RIMES. En esta tesis, estos
resultados se han extendido al texto manuscrito en árabe, enparticular, a las bases de datos
IfN/ENIT y NIST OpenHaRT.

En aplicaciones reales, la transcripción del texto en árabeno se limita únicamente al
texto manuscrito, sino también al texto impreso. El texto impreso se puede interpretar como
una forma simplificada de texto manuscrito. Por lo tanto, para este tipo de texto, también
proponemos el uso de modelos BHMMs. Además, estos modelos sehan comparado con
tecnología del estado del arte basada en redes neuronales.

Una idea clave que ha demostrado ser muy eficaz en la aplicación de modelos BHMMs es
el uso de una ventana deslizante (sliding window) de anchura adecuada durante la extracción
de características. Esta idea ha permitido obtener resultados muy competitivos tanto en el
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reconocimiento de texto manuscrito en árabe como en el de texto impreso. De hecho, un
sistema basado en este tipo de extracción de características quedó en la primera posición
en el concursoICDAR 2011 Arabic recognition competitionusando la base de datosArabic
Printed Text Image (APTI). Además, esta idea se ha perfeccionado mediante el uso de técnicas
de reposicionamiento aplicadas a las ventanas extraídas, dando lugar a nuevas mejoras en el
reconocimiento de texto árabe.

En el caso de texto manuscrito, este refinamiento ha conseguido mejorar el sistema que
ocupó el primer lugar en el concursoICFHR 2010 Arabic handwriting recognition competi-
tion usando IfN/ENIT. En el caso del texto impreso, este refinamiento condujo a un sistema
mejor que ocupó el segundo lugar en el concursoICDAR 2013 Competition on Multi-font
and Multi-size Digitally Represented Arabic Texten el que se usaba APTI. Por otro lado, esta
técnica se ha evaluado también en tecnología basada en redesneuronales, lo que ha llevado a
resultados del estado del arte.

Respecto a la traducción automática, el sistema se ha basadoen la combinación de tres
tipos de modelos estadísticos del estado del arte: los modelos standard phrase-based, los
modeloshierarchical phrase-basedy los modelosN-gram phrase-based. Esta combinación
se hizo utilizando el métodoRecognizer Output Voting Error Reduction (ROVER). Por último,
se han propuesto tres métodos para combinar los sistemas HTRy MT con el fin de desarrollar
un sistema de traducción de imágenes de texto árabe a inglés.El sistema se ha evaluado sobre
la base de datos NIST OpenHaRT, donde se han obtenido resultados competitivos.
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Resum

El reconeixement de text manuscrit (HTR) en àrab i la traducció automàtica (MT) de l’àrab a
l’anglès s’han tractat habitualment com dues àrees d’estudi independents. De fet, la idea de
crear un sistema que combine les dues àrees, que directamentgenere text en anglès a partir
d’imatges que contenen text en àrab, continua sent una tascadifícil. Aquest procés es pot
interpretar com la traducció d’imatges de text en àrab. En aquesta tesi, es proposa un sistema
que reconeix les imatges de text manuscrit en àrab, i que tradueix el text reconegut a l’anglès.
Aquest sistema està construït a partir de la combinació d’unsistema HTR i d’un sistema MT.

Pel que fa al sistema HTR, el nostre treball s’enfoca en l’ús delsBernoulli Hidden Markov
Models (BHMMs). Els models BHMMs ja han estat provats anteriorment en tasques amb al-
fabet llatí obtenint bons resultats. De fet, existeixen resultats empírics publicats emprant
corpus coneguts, tals com IAM o RIMES. En aquesta tesi, aquests resultats s’han estès a la
escriptura manuscrita en àrab, en particular, a les bases dedades IfN/ENIT i NIST Open-
HaRT.

En aplicacions reals, la transcripció de text en àrab no es limita únicament al text manuscrit,
sinó també al text imprès. El text imprès es pot interpretar com una forma simplificada de
text manuscrit. Per tant, per a aquest tipus de text, també proposem l’ús de models BHMMs.
A més a més, aquests models s’han comparat amb tecnologia de l’estat de l’art basada en
xarxes neuronals.

Una idea clau que ha demostrat ser molt eficaç en l’aplicació de models BHMMs és l’ús
d’una finestra lliscant (sliding window) d’amplària adequada durant l’extracció de caracterís-
tiques. Aquesta idea ha permès obtenir resultats molt competitius tant en el reconeixement
de text àrab manuscrit com en el de text imprès. De fet, un sistema basat en aquest tipus
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d’extracció de característiques va quedar en primera posició en el concursICDAR 2011 Ara-
bic recognition competitionemprant la base de dadesArabic Printed Text Image (APTI).

A més a més, aquesta idea s’ha perfeccionat mitjançant l’ús de tècniques de reposiciona-
ment aplicades a les finestres extretes, donant lloc a noves millores en el reconeixement de
text en àrab. En el cas de text manuscrit, aquest refinament haaconseguit millorar el sistema
que va ocupar el primer lloc en el concursICFHR 2010 Arabic handwriting recognition com-
petitionusant IfN/ENIT. En el cas del text imprès, aquest refinament va conduir a un sistema
millor que va ocupar el segon lloc en el concursICDAR 2013 Competition on Multi-font and
Multi-size Digitally Represented Arabic Texten el qual s’usava APTI. D’altra banda, aque-
sta tècnica s’ha avaluat també en tecnologia basada en xarxes neuronals, el que ha portat a
resultats de l’estat de l’art.

Respecte a la traducció automàtica, el sistema s’ha basat enla combinació de tres tipus
de models estadístics de l’estat de l’art: els modelsstandard phrase-based, els modelshi-
erarchical phrase-basedi els modelsN-gram phrase-based. Aquesta combinació es va fer
utilitzant el mètodeRecognizer Output Voting Errada Reduction (ROVER). Finalment, s’han
proposat tres mètodes per combinar els sistemes HTR i MT amb la finalitat de desenvolupar
un sistema de traducció d’imatges de text àrab a anglès. El sistema s’ha avaluat sobre la base
de dades NIST OpenHaRT, on s’han obtingut resultats competitius.
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Arabic is spoken by more than 234 million people and important in the cultures of many
more. It is one of the six United Nations official languages. Over the past years, the interest in
Arabic text recognition and translation has grown. Indeed,many researches had focused on
Arabic Handwritten Text Recognition (HTR) and Machine Translation (MT) as two separate
areas of study. However, few work has discussed the idea of developing an Arabic image
translation system. That is, a system that combines HTR and MT fields together to produce
English translations from images containing Arabic text.

In our daily life many applications can be mentioned that involve Arabic image transla-
tion systems. For example: the translation of text written on street posters, on walls or on
papers. This can be of great help to tourists who wish to communicate with Arabic speakers.
Another example could be the transcription and translationof scanned documents. This could
be adapted for researchers or businesspeople searching forinformation originally written in
Arabic.

One of the most recent published systems was described in [1]at the OpenHaRT’13
evaluation [2]. In this system, text recognition was based on HMMs and BLSTMs recurrent
networks, while the machine translation system was based onMoses toolkit [3]. Another
system was described in [4]. It translates Arabic text in signboards into English text by using
the camera of mobile phones. For character recognition, theauthors suggested aTemplate
matching algorithmto find the similarity between the region of interest and the template
of a specific letter. For machine translation system, authors used a simple algorithm that
searches each word of a sentence in a given dictionary and appends the results to the output
string. Also, another system that automatically translates Arabic text embedded in images
into English was described in [5]. For Text recognition the authors used a commercial OCR
software,Sakhr Automatic Reader version 8.0 (Platinum Edition). For machine translation,
authors used a phrase-based statistical MT system calledCMU PanDoRA.

In this thesis, we propose an Arabic image translation system based on the combination
of HTR and MT models. In the case of handwriting recognition of Arabic text, our work
will focus on the generative and discriminative Windowed Bernoulli Hidden Markov models
(Windowed BHMMs). These models have been successfully usedwith handwritten text in
many languages [6, 7]. In the case of Arabic text translation, our work will focus on the
combination of three different state-of-the-art phrase-based translation models: the standard
(log-linear) phrase-based models using the Moses [3] toolkit, the hierarchical phrase-based
models using the Jane [8] toolkit, and the N-gram phrase based models using the Ncode [9]
toolkit. The combination of these models will be performed using the ROVER [10] tool.

3



Chapter 1. Introduction

1.1 Scientific Goals

The goals of this thesis are pointed out next:

• Develop an Arabic handwriting recognition system:Text recognition is the first step
of any image translation system. Indeed, it is a main component for developing such
system.

The basic idea is to focus on developing an HTR system based onWindowed Bernoulli
Hidden Markov models (Windowed BHMMs). These models have been successfully
used with handwritten text in many languages [6].

• Develop a Printed Arabic recognition system:If we look back to the examples men-
tioned in the introduction, most of them are based on printedArabic text. For an Arabic
image translation task, Arabic printed text recognition isconsidered an important task
to be solved towered a robust image translation system.

Unlike Latin script, Arabic script has a more complicated structure since many charac-
ters might overlap. This makes that the conventional OCR techniques for Latin script
limited in dealing with Arabic script. The goal here is to develop an Arabic printed
system based on the state-of-the-art technology developedfor Arabic HTR.

• Develop an Arabic machine translation system:The idea here is to develop an Ara-
bic machine translation system using state-of-the-art machine translation models.

• Propose an Arabic image translation system:The goal here is to combine the models
previously mentioned toward a robust Arabic image translation system.

• Evaluate these systems on well-known HTR and MT corpora:As usual, in order
to test the performance of any work, it must be evaluated on well-known corpora, and
indeed, compared with other results following the same evaluation criteria. For this
purpose, we plan to evaluate our work in both fields (text recognition and machine
translation) as two separate systems and also in conjunction as one system. These
systems are planned to be evaluated on well-known corpora such as IfN/ENIT, NIST
OpenHaRT, and APTI.

1.2 Document Structure

To facilitate the reading experience of this thesis, a preliminaries chapter (Chapter 2) was
designed to introduce the basic concepts, which are not directly connected to this work.

In chapter 3, our Arabic handwriting recognition system is introduced. It is based on
Bernoulli Hidden Markov Models (BHMMs). A description of the databases used to evaluate

4



1.2. Document Structure

this system is given, which is followed by a discussion aboutthe experiments. Finally, our
participation in ICFHR 2010 and OpenHaRT 2010 competitionsis discussed.

In chapter 4, we extend the experiments followed in Arabic handwritten text to Arabic
printed text. In this chapter we study the effect of our technology based on BHMMs on this
kind of text. A complete series of experiments is carried outon Arabic printed text database.
Then, a new technology based on neural networks is introduced and tested. Finally, our
participation in ICDAR 2011 and 2013 competitions is discussed.

In chapter 5, the image translation system is introduced. This system is based on the
Arabic handwriting recognition system (Chapter 3), and thecombination of three of state-
of-the-art machine translation systems. Experiments are carried out on the NIST OpenHaRT
2013 database.
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2.1. Image Translation System

This chapter was designed to outline the general idea of the work presented in this thesis.
Also, it will address some important concepts which are not the main focus of this thesis.

2.1 Image Translation System

The idea of an image translation system is to take an image containing some text as an input,
and to produce the translation of that text into another language as an output. To discuss this
system, we need its mathematical formulation based on probabilities. It can be written in
the form ofp(y | f). In other words, the system should decide in favor of a translationy⋆

satisfying,

y⋆ = argmax
y∈Y

p(y|f) (2.1)

In practice, giving that Eq. (2.1) is very costly to be computed, it is usually approximated
as follows:

y⋆ ≈ argmax
y∈Y

[p(y|max
x

{p(x|f)})], (2.2)

where the probabilityp(x|f) is usually approximated by a recognition system, while the
probabilityp(y|x) is usually approximated by a statistical machine translation system. Be-
ing x a candidate recognized source (Arabic) text andy a candidate translated sentence (in
English) corresponding to the input imagef .

From here, we can take each posterior probability alone and solve it. The first part of
Eq. (2.2) (the transcription system) is the system that maximize the probability of a sentence
x giving an imagef . It can be expressed using Bayes rule as follows:

p(x | f) ≈ p(x)p(f |x), (2.3)

wherep(x) is the language model ofx, and thep(f |x) is the transcription model, which is
usually modeled by Hidden Markov Models. The second part of Eq. (2.2) (the translation
system) is based on the noisy channel model. The Bayes rule isused again to calculate the
translation probability for translating a sentencex into sentencey as follows:

p(y | x) ≈ p(y)p(x|y), (2.4)

with p(y) being the language model ofy, andp(x|y) being the translation model.
To clearly illustrate the image translation system including both parts, let’s take a look at

Figure 2.1. Given a text image of an unknown word, the transcription modelp(f |x) com-
putes the maximum probability of the given image with its corresponding word. To compute

11



Chapter 2. Preliminaries

these probabilities, text images are first preprocessed andthen transformed into a sequence
of feature vectors. This is also happened with the help of an Arabic Language modelp(x)
to ensure all output sequence of words or characters belong to a known range of vocabulary
(lexicon).

The output of the first system, the textx, is then passed to the second system to be trans-
lated. This text is passed through a processing step to cleanthe noise, which is in some sense
transformed into a specific format that the translation model will understand (tokenization a
decoding steps). The idea is to find the maximum probability of translating the textx. This
can be done using various models such as a phrased-based model, a reordering model, or a
language model. The final step is to return the translated text y.

2.2 Text Recognition

A text recognition system including typewritten and handwritten text is the task of transcrib-
ing images containing text. In other words, it is the processes of recognizing characters or
words given a lexicon or a dictionary [1, 2]. In the past, few research work was carried out on
handwritten text recognition due to poor performance achieved by the available recognition
systems back in that time [3]. Despite that isolated OpticalCharacter Recognition (OCR) task
for some scripts can be considered solved [4], the word recognition task including handwrit-
ten or typewritten text is still a challenging task to researchers. Nowadays, text recognition
is considered one of the most important tasks. Indeed, it is receiving more attention that ever
before.

Some of the current recognition systems handle the whole recognition process in two
steps: A pre-processing step where lines and words are extracted from a document, and a
recognition step where the extracted text is transcribed. The pre-processing step is introduced
in Section 2.2.1.

We might think of a recognition step as the task to automatically transform an image
f containing text, which is transformed into a sequence of fixed-dimension feature vectors
f = f1, . . . , fN , into its corresponding textx = x1, . . . ,xN . The idea is to find the most
probable transcriptionx giving an observed feature vectorf . In other words, the recognizer
should decide in favor of a transcription (word)x∗ satisfying,

x∗ = argmax
x

p(x | f) (2.5)

The well-known Bayes is used to rewrite the right side of the equation as follows:

x∗ = argmax
x

p(x) p(f | x) , (2.6)

wherep(x) is the probability that the wordx was written, which it is usually approximated
by a language model(Section 2.4), andp(f | x) is the probability of emitting the feature

12



2.2. Text Recognition

Transcription system

Translation system

Transcription
{x1, . . . ,xI }

Hypothesis Search:

maximize

p(x).p(f | x)

overx

Preprocessing/

feature extraction

Image

p(f | x)
Transcription Model

p(x) Arabic
Language Model

Text
processing

Hypothesis Search:

maximize

p(y).p(x | y)

overy

p(x | y)
Translation Model

p(y) English

Language Model

Translation
{y1, . . . ,yJ }

Figure 2.1: Basic scheme for an Arabic image translation system, which is shown as a con-
catenation of two systems: a transcription system (top) anda translation system (bottom)
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Chapter 2. Preliminaries

vectorf when observing the textx. In is called thetext image model. The language model
is usually modeled using n-grams approach in continuous text recognition, while in isolated
word recognition it is modeled using a table of prior probabilities, one for each word (class),
as in traditional statistical classifiers.

As mentioned previously, the OCR task for some scripts can beconsidered solved, how-
ever more complex tasks such as the handwriting recognitiontask is still challenging. This
might be due to the huge amount of variations in handwritten text. To model the writing
variations, Hidden Markov Models (HMMs) are used. They havebeen established as a de-
facto standard for speech recognition systems [5], howeverthey are widely used for off-line
handwriting recognition in many languages [6–11]. Other models are also used such as those
based on artificial neural networks or dynamic time wrapping[12].

In this thesis, we will focus on using HMMs to model the probability p(f |x). A wide-
spread criteria used in automatic parameter estimation from a given training set is the Maxi-
mum Likely-hood Estimation (MLE). The use of this maximization criteria involves that all
observationsf are modeled as complete data. However, since this is not the case, the Ex-
pectation Maximization (EM) algorithm (Section 2.2.4) is used in order to apply the MLE
criteria on HMMs and the mixture models. More details about modeling thep(f |x) using the
HMMs will be discussed during this thesis.

2.2.1 Pre-processing and Feature Extraction

Pre-processing involves applying some layout analysis andprocessing techniques on the im-
age. The idea of processing is to normalize the input image inorder to facilitate the recog-
nition. There is no standards concerning the functions of this step, but some techniques are
commonly being applied such as: thresholding and background removal, noise removal, skew
correction, block or field extraction, or brightness and color normalization. These techniques
are usually performed before the lines and words extractionprocess.

Once the lines and words are extracted, extracted images areprocessed again using dif-
ferent techniques such as slant correction, size normalization, or binarization to ensure they
are ready to be transcribed. For more details about these techniques please refer to [13, 14].

The final stage in this step is the feature extraction process. In this step, text line im-
ages are transformed into a sequence of fixed-dimension feature vectors to be fed into the
transcription model.

2.2.2 Otsu’s Method

The Otsu’s method [15] is a binarization technique which belongs to the family of global
thresholding binarization techniques. It is a simple ,quick, and robust method for reasonable
clean images. The way this method works is by calculating a threshold value in a gray-scale
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2.2. Text Recognition

image, which is then used to separate white pixels from blackpixels. The threshold value
is calculated by maximizing inter-class and minimizing intra-class variances of gray values.
That is, for a thresholdT , gray scale values are split in two classes: gray values greater thanT
and gray values smaller thanT . Then, the mean and probabilities for each class are calculated
as follows:

p1 =

T
∑

g=0

hg , p2 =

L−1
∑

g=T+1

hg = 1− p1 , (2.7)

µ1 =
1

p1

T
∑

g=0

ghg , µ2 =
1

p2

L−1
∑

g=T+1

ghg , (2.8)

whereL is the greatest gray level value andh is the normalized histogram of the given input
image. Finally, the thresholding value is selected as follows

T ∗ = argmax
T

p1p2(µ1 − µ2)
2 (2.9)

2.2.3 Center of Mass

The center of mass in two-dimensional region is a term referred to the central point of a 2D
object in a 2D matrix. In the case of binary or gray images containing text, it is the central
point of that text. The center of mas(xc, yx) is calculated as follows:

xc =

∑

x x(
∑

y f(x, y))

m
(2.10)

yc =

∑

y y(
∑

x f(x, y))

m
, (2.11)

wheref(x, y) is the value of(x, y) in the matrix, andm is mass of the image, which is
basically the sum of all values in that image. It is calculated as follows:

m =
∑

x

∑

y

f(x, y) (2.12)

2.2.4 EM Algorithm

Given a training setxN
1 , a common criteria used in automatic parameter estimation is the

Maximum Likelihood Estimation (MLE), which tries to maximize the log-likelihoodΘ̂ of
the training set, that is:

Θ̂ = argmax
Θ

∑

n

log p(xn | Θ) (2.13)
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This equation can be solved in most cases by performing the first derivative, due to the fact
that MLE is considered a simple convex optimization problem. An examples on that is the
use of MLE in Gaussian distributions, Bernoulli distributions or multinomial distributions.
However, when the training set (xN

1 ) is modeled as incomplete data, solving Eq. (2.13) is
much more complicated. An example on that is the use of hiddenMarkov models or the
mixtures of probabilistic models, which are commonly used in most pattern recognitions
fields.

The EM algorithm was proposed in [16] in order to apply the MLEcriterion on this kind
of models. In EM algorithm, incomplete data is represented as hidden variables denoted as
zN1 . Thus, the probabilistic distribution can be redefined as follows:

p(x | Θ) =

∫

p(x, z | Θ)dz , (2.14)

so the MLE estimation function in Eq. (2.13) can be rewrittenas

Θ̂ = argmax
Θ

∑

n

log

∫

p(xn, zn | Θ)dzn (2.15)

Equation (2.15) is solved using the EM algorithm following two iterative steps approach:
The first step is called theExpectation (E)step, since the expected value of the log-likelihood
is calculated given a previous estimation of the parametersand the known data. The second
step is called theMaximization (M)step, where the parameters that maximize the equation
of E step are calculated. The EM algorithm is proved to maximize the log-likelihood in each
iteration [17]. A schematic description of the EM algorithmis shown below:

Initialization: setk = 0 and choose initialΘ(0)

Loop:

1. E step: for all Θ, compute

Q
(

Θ | Θ(k)
)

=
∑

n

E
(

log p(xn, zn | Θ) | xn,Θ
(k)
)

(2.16)

2. M step: compute

Θ(k+1) = argmax
Θ

Q
(

Θ | Θ(k)
)

(2.17)

Until: L
(

Θ(k+1);xN
1

)

− L
(

Θ(k);xN
1

)

≤ ǫ
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2.3 Machine Translation

In this section we review the state-of-art applications andapproaches that we used to carry
out our experiments in the field ofStatistical Machine Translation (SMT). We might think of
a SMT as a task to automatically translate a source sentencex into a target sentencey. The
system is to select the sentence with the higher probabilityamong all possibley.

x =x1... xj , xj ∈ X, j = 1, ..., J (2.18)

y =y1... yi, xi ∈ Y, i = 1, ..., I (2.19)

wherexj andyi denote source and target words; andX andY , the source and target vocab-
ularies respectively.

The state-of-art SMT follow the so called noisy-channel approach (regarding the trans-
lation process as a channel which distorts the target sentence and outputs the source sen-
tence) [18–20], where the optimal target sentencey is searched according to

y∗ = argmax
y

p(y | x) (2.20)

= argmax
y

p(y) p(x | y) (2.21)

The so-called search problem is to compute a target sentencey for which this probability
is maximum. Applying Bayes’ theorem we can re-write (eq (2.21)) as shown above, where
p(y | x) is the translation model, andp(y) is the language model. The language model
describes the correctness of the target language sentence which helps to avoid syntactically
incorrect sentences. The translation model is usually decomposed intolexicon modeland
alignment model.

Nevertheless, most of the current statistical MT systems present an alternative modeling
of the translation process different from that presented inEq. (2.21). The posterior probability
is modeled as a log-linear combination of feature functions[21, 22] under the framework of
maximum entropy [23]

y∗ = argmax
y

M
∑

m=1

λmhm(x, y), (2.22)

whereλm is the log-linear interpolation weight, M is the number of features (models), and
hm(x, y) is a feature function that assigns a score to the sentence pair (x, y).
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2.3.1 Pre- and Post-processing

In a machine translation system preprocessing is the process of modifying the raw input data
in a way that will increase the efficiency and accuracy of a translation system. It’s well
known that the preprocessing carried on a parallel corpus has a big impact on translation
quality. Usually Latin-based scripts require a similar preprocessing techniques since they all
share common characters. However, other scripts like Arabic, require different preprocessing
techniques. Indeed a preprocessing techniques used on English for example will definitely
not work on Arabic.

For many years, the key features that preprocessing possessfor improving a translation
system include, but are not limited to lower-casing, sentence shortening, tokenization, sen-
tence splitting, morphological analysis, and part of speech tagging. One of the leading toolkit
that perform preprocessing very well is the Freeling toolkit [24]. This toolkit is an open-
source multilingual language processing library that provides a wide range of analyzers for
several languages, such as English, Spanish, French, Catalan, and Italian. On the other hand,
Arabic script can preprocessed using theMADA+TOKAN toolkit [25] for example. This
toolkit performs some preprocessing techniques on Arabic raw text such as part-of-speech
tagging, diacritization, tokenization, and more.

As the input text is encoded (preprocessed), the output mustbe decoded back to a readable
text. This process is called post-processing, because it isapplied after the translation process
is taken place. For that, some processing techniques, otherthan the the ones applied for
preprocessing, are applied to reverse the effect of the preprocessing techniques once the text
is translated. Some of these techniques include detokenizaion and upper-casing.

2.3.2 Word Alignment

The alignment model is one of the main components of a translation model. We might think
of an alignment model as a table containing the probability of mapping a source word to a
target word. For many years,GIZA++ toolkit [26] was used to establish word alignments.
It is an implementation of severalIBM Models[27] where,IBM Model 1uses only lexical
translation probabilities,IBM Model 2adds an absolute alignment model,IBM Model 3adds a
fertility model,IBM Model 4replaces the absolute alignment model with a relative alignment
model, andIBM Model 5fixes a problem with deficiency in the model. In addition to theIBM
models, GIZA++ also implements Hidden Markov Models (HMMs).

Training word alignment models on large data, using a singleGIZA++ process, is a very
time-consuming processes. This process can be acceleratedby running it in parallel using
a multi-processor system with multi-threading technology, or by using computer clusters.
MGIZA++ [28] was implemented for this specific purpose. It splits theword alignment
model calculation into various small processes to be run in parallel. Finally it accumulate
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them back to generate on big model.
The word alignment process is somehow limited in which the alignment of one target

word is only allowed with each source word. To overcome this limitation, a heuristic pro-
posed in [29] is followed. The parallel corpus is aligned bidirectionally: source to target and
target to source. This generates two word alignments that have to be integrated. By apply-
ing intersection between the two alignments, a high-precision alignment of high-confidence
alignment points is obtained. By applying the union betweenthem, a high-recall alignment
with additional alignment points is obtained. As an example, let us take a look at theArabic-
Englishalignment integration example in Figure 2.3.2. Please notethat the Arabic text is
encoded using theMADA+TOKANtoolkit explain in Section 2.3.1.
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Figure 2.2: Arabic-English and English-Arabic word alignment merging by taking intersec-
tion (black) and union (gray)

19



Chapter 2. Preliminaries

2.3.3 Phrase-based Models

Unlike Word-based statistical models [27], phrase-based statistical machine translation mod-
els are based on the translation of phrases instead of words as atomic units. A phrase can
be defined as a continuous multiword sequence. Phrases are mapped one-to-one based on
a phrase translation table, and may be reordered. A Phrase translation table can be learned
based on a word alignment by finding consistent pairs of phrases. Many methods were pre-
sented for learning phrase translation such as: The phrase-based joint probability model that
simultaneously generates both the source and target sentences in a parallel corpus [30]. The
scoring methods take consistency with the word alignment, lexical translation probabilities,
phrase length, etc. [31]. The phrase alignments based on theintersection of the two GIZA++
alignments and points of the union for their expansion [32].Finally, the standard phrase-
based models which was introduced by P. Koehn et al [29]. In addition to these standard
models, below we describe two other important models:

Standard Phrase-based Models

Standard Phrase-based models are simple and powerful techniques for machine translation.
The use of phrases, which can be any sub-string, allow these models to learn local reordering,
translation of short idioms, or insertions and deletions that are sensitive to local context [22,
33] Reordering for these models is handled by either a simpledistance-based reordering
model or a lexicalized reordering model.

The heuristic estimation of the standard phrase-based models is grounded on the Viterbi
alignments computed as a byproduct of word-based alignmentmodels. The Viterbi alignment
is defined as the most probable alignment given the source andtarget sentences and an esti-
mation of the model parameters. A good example of these models is theMosestoolkit [34].
Moses is a complete out-of-the-box translation system for academic research. It consists of
all the components needed to pre-process the data, and trainthe language and translation
models. It also contains tools for tuning these models usingminimum error rate training and
evaluating the resulting translations using the BLEU score. Moses uses GIZA++ for word
alignments and SRILM for language modeling which are standard external tools.

Hierarchical Phrase-based Models

Hierarchical phrase-based models are one of the current promising approaches to machine
translation. They take into account a weighted synchronouscontext-free grammar is induced
from parallel text. In addition to contiguous lexical phrases, hierarchical phrases with usually
up to two gaps are extracted. Hierarchical decoding is carried out with a search procedure
which is based on CYK+ parsing [35]. A good example on these models isJanetoolkit [36].
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2.4. Language Modeling:n-gram Models

Jane is an open source translation toolkit which has been developed at RWTH Aachen Uni-
versity and is freely available for non-commercial use. Jane provides efficient C++ imple-
mentations for hierarchical phrase extraction, optimization of log-linear feature weights, and
parsing-based search algorithms. A modular design and flexible extension mechanisms allow
for easy integration of novel features and translation approaches.

n-gram Phrase-based Models

The goal ofn-gram Phrase-based Models is to define a general inference method for obtain-
ing a finite-state transducer from a corpus of parallel text.The aim is to produce a transducer
that is able to generalize the training data and can find the correct translation of new input
sentences that have not been seen during the training process [37]. A good example on these
models is theNcodetoolkit [38]. Ncode is an open source statistical machine translation de-
coder and its companion tools. Ncode implements the bilingual n-gram approach to machine
translation as described in [39, 40]. Ncode main features include the use of multiple n-gram
language models estimated over bilingual units, source words and/or target words or any fac-
tor decomposition, lexicalized reordering, several tuple(unigram) models, etc.. As for nearly
all current statistical approaches to machine translation, these models are embedded in a lin-
ear model combination. Ncode splits the reordering and decoding problems of SMT in two
separate modules, aiming at better tackling each of the problems. However, hard reordering
decisions are avoided by means of using permutation lattices.

2.4 Language Modeling:n-gram Models

Language models (LMs) are used to model text properties likesyntax and semantic indepen-
dently from the morphological models [41]. They have many applications in speech recogni-
tion, machine translation and text recognition. The aim of these models, is to ensure that the
output text is correct and falls within a range of a specific domain of vocabulary, and also to
predict the next word in a word sequence.

If we take a look at Eq. (2.3), we need to compute the a priori probabilityp(x) for every
wordx. That is:

p(x) = p(x1) ·

T
∏

t=2

p
(

xt | x
t−1
1

)

, (2.23)

wherep(xt | x
t−1
1 ) is the probability of the wordxt when we have already seen the sequence

of wordsx1 . . . xt−1. The sequence of words prior toxt is called history. The recognizer must
estimate the value of the probabilityp(xt | x

t−1
1 ). In fact estimating this value is difficult and

costly since sentences can be very long. For this reason these models are often approximated
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using smoothed n-gram models, which obtains surprisingly good performance [41], although
they only capture short term dependencies.

Then-gram models are nowadays the most wide-spread models used for language mod-
eling. It is used practically in all human language technologies [42]. In n-gram models, the
probabilityp(x1, . . . , xT ) of observing the sentencex1, . . . , xT is approximated as:

p(x) ≈ p(x1) ·

T
∏

t=2

p
(

xt | x
t−1
t−(n−1)

)

, (2.24)

where the probability of observing thetth word xt in the context history of the preceding
t − 1 words can be approximated by the probability of observing itin the shortened context
history of the precedingn− 1 words (nth order Markov property).

The parameter estimation can be easily carried out from a training set using the maxi-
mum likelihood estimation, since no hidden variables are required inn-gram models. The
conditional probability can be calculated from n-gram frequency counts as:

p(wt | w
t−1
t−(n−1)) =

count(wt−(n−1), . . . , wt−1, wt)

count(wt−(n−1),...,wt−1
)

(2.25)

To make it simpler, let the historywt−(n−1),...,wt−1
be h, the probability of a wordx

given a historyh is calculated as follows:

p(w | h) =
count(h,w)

count(h)
, (2.26)

where count(w, h) and count(h) are the concurrences in the training set ofh · w andh re-
spectively.

As you might know, the n-gram probabilities are not derived directly from the frequency
counts, this estimation gives a zero probability for all unseen events. This problem is solved
by smoothing the model. That is, modifying the original probability distribution in order to
obtain similar distribution but without zero probabilities. Various methods are used, from
simple “add-one” smoothing (assign a count of 1 to unseen n-grams) to more sophisticated
models, such as Good-Turing discounting, interpolation, or back-off models. In the interpo-
lation method, probabilities are smoothed as follows:

p̃(x | h) = λx,hp(x | h) +Bhβ(x | h̄), (2.27)

where p̃(x | h) denotes the smoothed probability,λx,h is a factor used to discount mass
probability from the original distribution,Bh is the total amount of discounted probability
given historyh, that is:

Bh = 1−
∑

x

λx,hp(x | h), (2.28)
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and finallyβ(x | h̄) is a more simpler smoothed language model, which is usually a(n-1)-
gram model [43].

In the back-off method, discounted probability distributed over non seen events unlike in
the interpolation method where it is distributed over all events, that is:

p̃(x | h) =

{

λx,hp(x | h) N(x, h) 6= 0

Bhβ̂(x | h̄) N(x, h) = 0
, (2.29)

whereβ̂(x | h̄) is the distributionβ(x | h̄) normalized over all unseen events, where,

β̂(x | h̄) =
β(x | h̄)

∑

x:N(x,h)=0 β(x | h̄)
(2.30)

Regardless of the method used to smooth then-gram models, in all cases, the parameters
λx,h are needed. There are several techniques in order to calculate them, which are usu-
ally called discounting techniques. The most successful techniques are those based on the
Good-Turingdiscounting [44, 45], such as theKneser-Neydiscounting [46]. An example of
applying those discounting techniques, the equation of theGood-Turingdiscounting can be
written as follows:

λx,h =
nr+1(r + 1)

rnr
, (2.31)

wherecount(x, h) = r andnr are the number of events that have been appearedr times in
the training set. For more information about the discount techniques, please refer to [20].

2.5 Evaluation Metrics

In this section, the most used evaluation metrics in classification, recognition, and translation
tasks.

2.5.1 Classification Error

Classification errorE is a metric used in pattern recognition in classification tasks. It depends
on the number of samples incorrectly classified and is calculated by the formula:

E =
f

n
· 100 , (2.32)

wheref is the number of samples incorrectly classified, andn is the total number of samples.
This metric is usually used in the isolated word recognitiontask, in which each transcribed
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word is treated as a class, and is classified as true or false. This metric is also used in some
continuous text recognition tasks, in which a sequence of words is transcribed. However, it
is somewhat a strict metric, since one erroneous word withinthe sequence implies that the
sequence is considered completely wrong.

2.5.2 Word and Character Error Rate

Word Error Rate (WER) is a common metric that is used to measure the performance of a
text recognition or speech recognition system. It measuresthe error in a recognized word se-
quence compared to a reference word sequence. The way this metric works is by calculating
the minimum number of insertions, deletions, and substitutions needed to align the recog-
nized word sequence with the reference word sequence. That is, the WER is calculated as
follows:

WER=
I +D + S

N
· 100 , (2.33)

whereI is the number of insertions,D is the number of deletions,S is the number of sub-
stitutions, andN is the total number of words in the reference.I, D andS can be easily
obtained computing theLevenshtein distancebetween the reference sentence and the recog-
nized sentence.

In some systems, Word accuracy term is used instead of WER, which is basically used to
measure the accuracy of a recognized word sequence (opposite of WER). It can be calculated
as follows:

Waccuracy = 1− WER=
N − I −D − S

N
· 100 (2.34)

In some sense, classification error is considered a particular case of WER in the case
of having only one word in a the recognized word sequence which is aligned to one word
in the reference word sequence. On the other hand, CharacterError Rate (CER) is also a
common metric, which is very similar to WER with only one difference. CER is performed
on a character sequence instead of a word sequence.

It is worth noting that WER can be greater than100% and thus, the word accuracy can
be smaller than0%. This might happen if the number of recognized word sequenceis greater
than the reference word sequence, and when the algorithm completely fails to align them with
each other. This case is also applied on CER.

2.5.3 Translation Error Rate

Translation Error Rate (TER) is an error metric for machine translation systems that measures
the number of edits (insertions, deletions, and substitutions) required to change a machine
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translation system output into the reference. In another way, It is similar to WER in the way
of functionality and it is calculated as follows:

TER=
I +D + S

N
· 100 , (2.35)

whereI is the number of insertions,D is the number of deletions,S is the number of substi-
tutions, andN is the total number of words in the reference. For more details, please review
Section 2.5.2.

2.5.4 Bilingual Evaluation Understudy

The Bilingual Evaluation Understudy (BLEU) [47] is one of the first used metrics in machine
translation to measure the correspondence between a machine’s output and that of a human.
Scores are calculated for individual translated sentencesby comparing them with a set of
good quality reference translations. Those scores are thenaveraged over the whole corpus
to reach an estimate of the translation’s overall quality. Thus, it performs badly if used to
evaluate the quality of individual sentences. That is, the geometric mean of the modified pre-
cision for different order of n-grams,pn, (usually from unigram up to 4-grams) is calculated
between the target sentence and the reference translation,which is multiplied by an expo-
nential brevity penaltyBP factor that penalizes those translations that are shorter than the
reference translation. The modified precision score,pn, is calculated for each n-gram length
by summing over the matches for every hypothesis sentenceS in the complete corpusC as:

pn =

∑

S∈C

∑

n-gram∈S countmatched(n-gram)
∑

S∈C

∑

n-gram∈S count(n-gram)
(2.36)

Eachpn is combined and can be weighted by specifying a weightwn [48]. On the other
hand,BP is computed as follows:

BP=

{

1 if c > r

e(1−r/c) if c ≤ r ,
(2.37)

wherec is the length of the corpus of hypothesis translations, andr is the effective reference
corpus length. Then, the BLEU score is calculated as follows:

BLEU = BP · exp

(

N
∑

n=1

wn log pn

)

(2.38)

The BLEU ranges from0.0 (worst case) to1.0 (best case), however, it is a common
practice referred as a percentage ranging from0 (worst score) to100 (best score) [20].
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3.1. Introduction

3.1 Introduction

Hidden Markov Models (HMMs) are widely used in off-line handwritten recognition [1–
5]. Given a text (line or word) image, it is firstly transformed into a sequence of fixed-
dimension feature vectors, and then fed into an HMM-based decoder to find its most probable
transcription.

In principle, each word can be modeled by its own HMM, with no parameters in common
with the HMMs associated with other classes. However, this approach becomes impracti-
cal for large vocabularies due to lack of training data for infrequent words, which results
in poorly estimated HMM parameters and degraded classifier performance. Following the
conventional approach in speech recognition [6], from where the HMM methodology was
imported, HMMs at global (line or word) level are built from shared,embeddedHMMs at
character (subword) level. In this way, each training text image contributes to the estimation
of its constituent character HMMs, all character HMMs are reliably estimated, and infrequent
words are better modeled.

HMMs at character level are usually simple in terms of numberof states and topology;
e.g.,6 states and a linear topology in which each state can only be reached from its preceding
state or itself (loop). On the other hand, state-conditional probability (density) functions
depend on the type of output that has to be emitted. In the common case of real-valued
feature vectors, Gaussian mixtures are generally preferred since, as with finite mixture models
in general, their complexity can be adjusted to the available training data by simply varying
the number of mixture components. Another good reason for their use is the availability of
reliable software from the speech recognition community [7].

After decades of research in speech recognition, the use of certain real-valued speech
features and embedded Gaussian mixture HMMs is a de-facto standard [6]. However, in the
case of handwritten word recognition, there is no such a standard and, indeed, very different
sets of features are in use today. In [8], columns of raw, binary image pixels are directly
fed into embedded Bernoulli mixture HMMs,that is, embedded HMMs in which the emis-
sion probabilities are modeled with Bernoulli mixtures. The basic idea is to ensure that no
discriminative information is filtered out during feature extraction, which in some sense is in-
tegrated into the recognition model. Empirical results were obtained for Latin script with the
well-known IAM database [9] and, despite being much simpler, Bernoulli mixtures achieved
error rates similar to those of Gaussian mixtures.

Although embedded Bernoulli mixture HMMs provide good results for Latin script, it is
unclear whether these good results also apply to very different scripts such as Arabic. In this
chapter, we extend the empirical results reported in [8] to Arabic handwriting. In addition,
this basic approach is improved by using a sliding window of adequate width to better capture
image context at each horizontal position of the text image.This improvement, is referred
to aswindowed BHMMs. However, the windowed approach, might be limited in dealing
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with vertical image distortions. In order to circumvent this limitation, we have considered
new, adaptive window sampling techniques, as opposed to theconventional, direct strategy
in which the sampling window center is applied at a constant height of the text image and
moved horizontally one pixel at a time. More precisely, these adaptive techniques can be
seen as an application of the direct strategy followed by arepositioningstep by which the
sampling window is repositioned to align its center to the center of gravity of the sampled
image. This repositioning step can be done horizontally, vertically or in both directions.
Although vertical repositioning is expected to have more influence on recognition results
than horizontal repositioning, we have studied both separately and in conjunction, so as to
confirm this expectation.

These techniques described above are introduced and extensively tested on two databases
for Arabic handwritten text. More precisely, they are tested on the very popular IfN/ENIT
database of Arabic handwritten Tunisian town names [10], and the NIST OpenHaRT 2010
databases [11]. Our results are compared with state-of-the-art results on Arabic handwriting
recognition, also obtained from the IfN/ENIT and NIST OpenHaRT’10 databases during
many international competitions [3, 4, 11–13].

In what follows, we describe Bernoulli mixtures (Section 3.2), Bernoulli HMMs (Sec-
tion 3.3), BHMM-based handwriting recognition (Section 3.4), maximum likelihood param-
eter estimation (Section 3.5), windowed BHMMs (Section 3.6), and finally the repositioning
approach (Section 3.7). Results are reported in Sections 3.8 and 3.9 for IfN/ENIT and Open-
HaRT’10 respectively. Concluding remarks are given in Section 3.10.

3.2 Bernoulli Mixture

Let o be aD-dimensional feature vector. A finite mixture is a probability (density) function
of the form:

P (o | Θ) =

K
∑

k=1

πk P (o | k,Θ′) , (3.1)

whereK is the number of mixture components,πk is thekth component coefficient, and
P (o | k,Θ′) is thekth component-conditional probability (density) function. The mixture
is controlled by a parameter vectorΘ comprising the mixture coefficients and a parameter
vector for the components,Θ′. It can be seen as a generative model that first selects thekth
component with probabilityπk and then generateso in accordance withP (o | k,Θ′).

A Bernoulli mixture model is a particular case of (3.1) [14] in which each componentk
has aD-dimensional Bernoulli probability function governed by its own vector of parameters
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3.2. Bernoulli Mixture

a© b© c©

Figure 3.1: Three binary images (a, b andc) are shown as being generated from a Bernoulli
prototype depicted as a gray image (black=1, white=0, gray=0.5).

or prototypepk = (pk1, . . . , pkD)t ∈ [0, 1]D,

P (o | k,Θ′) =
D
∏

d=1

podkd (1 − pkd)
1−od , (3.2)

wherepkd is the probability for bitd to be1. Note that this equation is just the product of
independent, unidimensional Bernoulli probability functions. Therefore, for a fixedk, it can
not capture any kind of dependencies or correlations between individual bits.

Consider the example given in Figure 3.1. Three binary images (a, b andc) are shown
as being generated from a Bernoulli prototype depicted as a gray image (black=1, white=0,
gray=0.5). The prototype has been obtained by averaging imagesa andc, and it is the best
approximate solution to assign a high, equal probability tothese images. However, as indi-
vidual pixel probabilities are not conditioned to other pixel values, there are26 = 64 different
binary images (includinga, b andc) into which the whole probability mass is uniformly dis-
tributed. It is then not possible, using a single Bernoulli prototype, to assign a probability of
0.5 to a andc, and null probability to any other image such asb. Nevertheless, this limita-
tion can be easily overcome by using a Bernoulli mixture and allowing a different prototype
to each different image shape. That is, in our example, a two-component mixture of equal
coefficients, and prototypesa andb, does the job.
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3.3 Bernoulli HMM

Let O = (o1, . . . ,oT ) be a sequence of feature vectors. An HMM is a probability (density)
function of the form:

P (O | Θ) =
∑

q0,...,qT+1

T
∏

t=0

aqtqt+1

T
∏

t=1

bqt(ot) , (3.3)

where the sum is over all possiblepaths (state sequences)q0, . . . , qT+1, such thatq0 =
I (specialinitial or start state),qT+1 = F (specialfinal or stopstate), andq1, . . . , qT ∈
{1, . . . ,M}, beingM the number of regular (non-special) states of the HMM. On theother
hand, for any regular statesi andj, aij denotes thetransitionprobability fromi to j, while
bj is theobservationprobability (density) function atj.

A Bernoulli (mixture) HMM (BHMM) is an HMM in which the probability of observing
ot, whenqt = j, is given by a Bernoulli mixture probability function for the statej [15]:

bj(ot) =

K
∑

k=1

πjk

D
∏

d=1

potdjkd (1− pjkd)
1−otd , (3.4)

whereπjk andpjk are, respectively, the prior and prototype of thekth mixture component in
statej.

Consider the upper part of Figure 3.2, where a BHMM example for the number3 is
shown, together with a binary image generated from it. It is athree-state model with single
prototypes attached to states1 and2, and a two-component mixture assigned to state3. In
contrast to the example in Figure 3.1, prototypes do not account for the whole digit real-
izations, but only for single columns. This column-by-column emission of feature vectors
attempts to better model horizontal distortions at character level and, indeed, it is the usual
approach in both speech and handwriting recognition when continuous-density (Gaussian
mixture) HMMs are used. The reader can check that, by direct application of Eq. (3.3) and
taking into account the existence of two different state sequences, the probability of generat-
ing the binary image generated from this BHMM example is0.063.

As discussed in the introduction, BHMMs at global (line or word) level are built from
shared, embedded BHMMs at character level. More precisely,let C be the number of differ-
ent characters (symbols) from which global BHMMs are built,and assume that each character
c is modeled with a different BHMM of parameter vectorΘc. LetΘ = {Θ1, . . . ,ΘC}, and
letO = (o1, . . . ,oT ) be a sequence of feature vectors generated from a sequence ofsymbols
S = (s1, . . . , sL), with L ≤ T . The probability ofO can be calculated, using embedded
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Figure 3.2: BHMM examples for the numbers3 (top) and31 (bottom), together with binary
images generated from them. Note that the BHMM example for the number3 is also embed-
ded into that for the number31. Bernoulli prototype probabilities are represented usingthe
following color scheme: black=1, white=0,gray=0.5 and light gray=0.1.

HMMs for its symbols, as:

P (O | S,Θ) =
∑

i1,...,iL+1

L
∏

l=1

P (oil , . . . ,oil+1−1 | Θsl) , (3.5)
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where the sum is carried out over all possible segmentationsof O intoL segments, that is, all
sequences of indicesi1, . . . , iL+1 such that

1 = i1 < · · · < iL < iL+1 = T + 1;

andP (oil , . . . ,oil+1−1 | Θsl) refers to the probability (density) of thelth segment, as given
by (3.3) using the HMM associated with symbolsl.

Consider now the lower part of Figure 3.2. An embedded BHMM for the number31 is
shown, which is the result of concatenating BHMMs for the digit 3, blank space and digit
1, in that order. Note that the BHMMs for blank space and digit1 are simpler than that for
digit 3. Also note that the BHMM for digit3 is shared between the two embedded BHMMs
shown in the Figure. The binary image of the number31 shown above can only be generated
from two paths, as indicated by the arrows connecting prototypes to image columns, which
only differ in the state generating the second image column (either state1 or 2 of the BHMM
for the first symbol). It is straightforward to check that, according to (3.5), the probability of
generating this image is0.0004.

3.4 BHMM-based Handwriting Recognition

Given an observation sequenceO = (o1, . . . ,oT ), its most probable transcription is obtained
by application of the conventional Bayes decision rule:

w∗ = argmax
w∈W

p(w | O) (3.6)

= argmax
w∈W

p(w) p(O | w) , (3.7)

whereW is the set of possible transcriptions;p(w) is usually approximated by ann-gram
language model[16]; andp(O | w) is atext image modelwhich is modeled as a BHMM (built
from shared, embedded BHMMs at character level), as defined in Eq. (3.5). A particularly
interesting case arises when the set of possible transcriptions reduces to a (small) finite set
of words (class labels).In this case,p(w) is simply theprior probability of wordw, while
p(O | w) is the probability of observingO given that it corresponds to a handwritten version
of wordw.

3.4.1 The forward algorithm

In order to efficiently computep(O | w) as a BHMM probability of the form given in
Eq. (3.5), we use a dynamic programming method known asforward algorithm[6, 7]. For
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3.4. BHMM-based Handwriting Recognition

each timet, symbolsl and statej from the HMM for symbolsl, we define theforward
probabilityαlt(j) as:

αlt(j) = P (Ot
1, qt = (l, j) | S,Θ) , (3.8)

that is, the probability of generatingO up to itstth element and ending at statej from the
HMM for symbol sl. This definition includes (3.5) as the particular case in which t = T ,
l = L andj = FsL ; that is,

P (O | S,Θ) = αLT (FsL
) (3.9)

To computeαLT (FsL
), we must first take into account that, for each positionl in S except

for the first, the initial state of the HMM forsl is joined with final state of its preceding HMM,
i.e.

αlt(Isl ) = αl−1t(Fsl−1
) 1 < l ≤ L

1 ≤ t ≤ T (3.10)

Having (3.10) in mind, we can proceed at symbol level as with conventional HMMs. For
the final states, we have:

αlt(Fsl) =

Msl
∑

j=1

αlt(j) asljFsl

1 ≤ l ≤ L
1 ≤ t ≤ T , (3.11)

while, for regular states,1 ≤ j ≤ Msl , we have:

αlt(j) =





∑

i∈{Isl ,1,...,Msl
}

αlt−1(i) aslij



 bslj(ot) , (3.12)

with 1 ≤ l ≤ L and1 < t ≤ T . The base case is fort = 1:

αl1(i) =

{

as1Is1 i bs1i(o1) l = 1, 1 ≤ i ≤ Ms1

0 otherwise
(3.13)

The forward algorithm uses a dynamic programming table forαlt(·) which is computed
forward in time to avoid repeated computations.

Figure 3.3 shows an application example of the forward algorithm to the BHMM and
observation of Figure 3.2 (bottom). Non-null (and a few null) entries of the dynamic pro-
gramming table are represented by graph nodes aligned with states (vertically) and time (hor-
izontally). Node borders are drawn in black or gray, depending on whether they are in valid
paths (i.e. those from which the observation sequence can begenerated) or not. Also, those
associated with special states are drawn with dotted lines.Numbers at the top of each node
refer toαlt(·) and thus, for instance, the probability of generatingO up to the third image
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column and ending at state2 of the BHMM for the first symbol isα13(2) = 10
450 . Com-

putation dependencies between nodes are represented by arrows, which are labeled above
by, first, the transition probability, and then the observation probability at the target state
(see Eq. (3.4)). For instance, the numbers above the arrow pointing to nodeα13(4) are:
as123 · bs13(o4) =

7
10 · (12 · 0 + 1

2 · 15) = 7
10 · 1

2 .
From Figure 3.3, we can clearly see that, as indicated at the end of Section 3.3, there are

only two paths from which the observation can be generated. They share all nodes drawn with
black borders except the two nodes aligned with the second observation vector. In accordance
with Eq. (3.9), the probability of the observation sequenceis α37(F ) = 0.0004.

3.4.2 The backward algorithm

Thebackward algorithmis similar to the forward algorithm but, as it name indicates, it uses
a dynamic programming table which is instead computed backward in time [6, 7]. The basic
definition in this case is thebackward probability:

βlt(j) = P
(

OT
t+1 | qt = (l, j), S,Θ

)

, (3.14)

which measures the probability (density) of generatingOT
t+1 given that thetth vector was

generated in statej of the BHMM for the symbolsl. Using this definition, Eq. (3.5) can be
rewritten as:

P (O | S,Θ) =

Ms1
∑

j=1

as1Is1 j bs1j(o1) β11(j) (3.15)

Taking into account that:

βlt(Fsl) = βl+1t(Isl+1
) 1 ≤ l < L

1 ≤ t < T , (3.16)

the backward probability for the initial and regular states, i ∈ {Isl , 1, . . . ,Msl}, can be
efficiently computed as:

βlt(i) = asnliFsl
βlt(Fsl) +

Msl
∑

j=1

aslijbslj(ot+1)βlt+1(j)
1 ≤ l ≤ L
1 ≤ t < T , (3.17)

where the base case is defined fort = T as

βlT (i) =

{

asLiFsL
l = L, 1 ≤ i ≤ MsL

0 otherwise
(3.18)
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Figure 3.3: Application example of the forward and Viterbi algorithms to the BHMM and
observation of Figure 3.2 (bottom). Numbers at the top of thenodes denote forward proba-
bilities, while those at the bottom refer to Viterbi scores.
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3.4.3 The Viterbi algorithm

Although the forward and backward algorithms efficiently compute the exact value ofP (O |
S,Θ), it is common practice to approximate it by the so-calledViterbi or maximum approxi-
mation,in which the sums in Eqs. (3.3) and (3.5) are replaced by themax operator, i.e.

P (O | S,Θ) ≈ max
i1, . . . , iL+1
q1, . . . , qT

L
∏

l=1

P̂ (o
il+1−1
il

| Θsl) , (3.19)

where theP̂ is defined as:

P̂ (o
il+1−1
il

| Θsl) = aslIslqil ·

il+1−2
∏

t=il

aslqtqt+1
· aslqil+1−1Fsl

·

il+1−1
∏

t=il

bslqt(ot) (3.20)

In contrast to the exact definition, this approximation allows us to identify a single, best
state sequence orpath associated with the given observation sequence. The well-known
Viterbi algorithmefficiently computes this approximation, using dynamic programming re-
currences similar to those used by the forward algorithm. Formally, we need to compute the
probabilityQ(l, t, j) of the most likely path up to timet that ends with the statej from the
BHMM for symbolsl. For the specials states, it can be computed as:

Q(l, t, Isl) = Q(l − 1, t, Fsl−1
) 1 < l ≤ L

1 ≤ t ≤ T (3.21)

Q(l, t, Fsl) = max
1≤j≤Msl

Q(l, t, j) asljFsl

1 ≤ l ≤ L
1 ≤ t ≤ T , (3.22)

while, for the regular states with1 ≤ l ≤ L and1 < t ≤ T , we have:

Q(l, t, j) =

[

max
i∈{Isl ,1,...,Msl

}
Q(l, t− 1, i) aslij

]

bslj(ot) , (3.23)

The base case is fort = 1:

Q(l, 1, i) =

{

as1Is1 i bs1i(o1) l = 1, 1 ≤ i ≤ Ms1

0 otherwise
(3.24)

Clearly, the Viterbi algorithm can be seen as a minor modification of the forward algo-
rithm in which only the most probable is considered in each node computation. Indeed, the
application example shown in Figure 3.3 is used both, for theforward and Viterbi algorithms.
Now, however, the relevant numbers are those included at thebottom of each node, which
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denoteQ(l, t, j); i.e., at row2 and column3, we haveQ(1, 3, 2) = 9
450 . Consider the gener-

ation of the third observation vector at the second state (for the first symbol). It occurs after
the generation of the second observation vector, either at the first or the second states, but
we only take into account the most likely case. Formally, thecorresponding Viterbi score is
computed as:

Q(1, 3, 2) = max

{

1

15
·
3

10
· 1,

1

300
·
2

3
· 1

}

= max

{

9

450
,

1

450

}

=
9

450

Note that forward probabilities do not differ from Viterbi scores up toQ(1, 3, 2), since it
corresponds to the first (and only) node with two incoming paths. The Viterbi approximation
to the exact probability of generating the observation sequence is obtained at the final node:
Q(3, 7, F ) = 0.00036. The most likely path, drawn with thick lines, is retrieved by starting
at this node and moving backwards in time in accordance with computation of Viterbi scores.
As usual in practice, the final Viterbi score in this example (0.00036) is a tight lower bound
of the exact probability (0.00040).

3.5 Maximum likelihood parameter estimation

Maximum likelihood estimation of the parameters governingan embedded BHMM does not
differ significantly from the conventional Gaussian case, and it can be carried out using the
well-known EM (Baum-Welch) re-estimation formulae [6, 7].Let (O1, S1), . . . , (ON , SN ),
be a collection ofN training samples in which thenth observation has lengthTn, On =
(on1, . . . ,onTn

), and was generated from a sequence ofLn symbols (Ln ≤ Tn), Sn =
(sn1, . . . , snLn

). At iterationr, the E step requires the computation, for each training sample
n, of their corresponding forward and backward probabilities (see (3.8) and (3.14)), as well
as the expected value for itstth feature vector to be generated fromkth component of the
statej in the HMM for symbolsl,

z
(r)
nltk(j) =

π
(r)
snljk

∏D
d=1 p

(r)
snljkd

ontd
(

1− p
(r)
snljkd

)1−ontd

b
(r)
snlj

(ont)
,

for eacht, k, j andl.
In the M step, the Bernoulli prototype corresponding to thekth component of the statej

in the HMM for characterc has to be updated as:

p
(r+1)
cjk =

1

γck(j)

∑

n

∑

l:snl=c

∑Tn

t=1 ξ
(r)
nltk(j)ont

P
(

On | Sn,Θ(r)
) , (3.25)
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whereγck(j) is a normalization factor,

γck(j) =
∑

n

∑

l:snl=c

∑Tn

t=1 ξ
(r)
nltk(j)

P
(

On | Sn,Θ(r)
) , (3.26)

andξ(r)nltk(j) the probability for thetth feature vector of thenth sample, to be generated from
thekth component of the statej in the HMM for symbolsl,

ξ
(r)
nltk(j) = α

(r)
nlt(j)z

(r)
nltk(j)β

(r)
nlt(j) (3.27)

Similarly, thekth component coefficient of the statej in the HMM for characterc has to
be updated as:

π
(r+1)
cjk =

1

γc(j)

∑

n

∑

l:snl=c

∑Tn

t=1 ξ
(r)
nltk(j)

P
(

On | Sn,Θ(r)
) , (3.28)

whereγc(j) is a normalization factor,

γc(j) =
∑

n

∑

l:snl=c

∑Tn

t=1 α
(r)
nlt(j)β

(r)
nlt(j)

P
(

On | Sn,Θ(r)
) (3.29)

To avoid null probabilities in Bernoulli prototypes, they can be smoothed by linear inter-
polation with a flat (uniform) prototype,0.5,

p̃ = (1− δ)p+ δ 0.5 , (3.30)

where, for instance,δ = 10−6.

3.6 Windowed BHMMs

Given a binary image normalized in height toH pixels, we may think of a feature vectorot

as its column at positiont or, more generally, as a concatenation of columns in a window
of W columns in width, centered at positiont. This generalization has no effect neither
on the definition of BHMM nor on its maximum likelihood estimation, though it might be
very helpful to better capture image context at each horizontal position of the image. As an
example, Figure 3.4 shows a binary image of4 columns and5 rows, which is transformed
into a sequence of4 15-dimensional feature vectors (first row) by application of asliding
window of width 3. For clarity, feature vectors are depicted as3 × 5 subimages instead
of 15-dimensional column vectors. Note that feature vectors at positions2 and 3 would
be indistinguishable if, as in our previous approach, they were extracted with no context
(W = 1).
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3.7 Repositioning approach

Although one-dimensional, “horizontal” HMMs for image modeling can properly capture
non-linear horizontal image distortions, they are somewhat limited when dealing with verti-
cal image distortions, and this limitation might be particularly strong in the case of feature
vectors extracted with significant context. To overcome this limitation, we have considered
three methods of windowrepositioningafter window extraction:vertical, horizontal,and
both.The basic idea is to first compute the compute the center of mass (previously discussed
in Section 2.2.3) of the extracted window, which is then repositioned (translated) to align its
center to the center of mass. This is done in accordance with the chosen method, that is,
horizontally, vertically, or in both directions. Obviously, the feature vector actually extracted
is that obtained after repositioning. An example of featureextraction is shown in Figure 3.4
in which the standard method (no repositioning) is comparedwith the three methods reposi-
tioning methods considered.

To illustrate the effect of repositioning with real data, Figure 3.5 shows the sequence
of feature vectors extracted from a real sample of the IfN/ENIT database [10], with and
without (both) repositioning. As intended, (vertical or both) repositioning has the effect of
normalizing vertical image distortions, especially translations.

3.8 Experiments on IfN/ENIT database

Experiments in this section were carried out on the very popular IfN/ENIT database of Arabic
handwritten Tunisian town names [10]. More precisely, we used the IfN/ENIT database in
version2.0, patch level 1e (v2.0p1e), which is exactly the version usedas training data in
the Arabic handwriting recognition competition held at ICDAR (Int. Conf. on Document
Analysis and Recognition) in 2007 [3]. It comprises32492 Arabic word images written by
411 different writers, from a lexicon of937 Tunisian town/village names. More details about
this data set are reported in Section 3.8.1.

3.8.1 IfN/ENIT database

IfN/ENIT database is an Arabic handwritten text database which contains handwritten Tunis-
ian town/villages names [10]. It is a database for isolated word recognition. In last years this
database has been used in several Arabic handwritten competitions, see [3, 4, 12, 13, 17],
becoming a reference in the Arabic handwritten area. The database consists of946 Tunisian
town/villages. It is written by411writers. They were asked to fill5 forms with12 names from
the possible names with their corresponding postcodes. Forms were made guarantying that
each word appears at least3 times in the database, and each character shape occur at minimum
more than200 times. The only aid to writing was the printing of dark light rectangles in the
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+
+ + +

o1 o2 o3 o4

Repositioning

None

+
+ + +

Vertical + + + +

Horizontal

+
+ + +

Both + + + +

Figure 3.4: Example of transformation of a4× 5 binary image (top) into a sequence of4 15-
dimensional binary feature vectorsO = (o1,o2,o3,o4) using a window of width3. After
window extraction (illustrated under the original image),the standard method (no reposition-
ing) is compared with the three repositioning methods considered: vertical, horizontal, and
both directions. Mass centers of extracted windows are alsoindicated
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Figure 3.5: Original samplepf069_011from IFN/ENIT database (top) and its sequence of
feature vectors produced with and without (both) repositioning (center and bottom, respec-
tively)

backside of the form to indicate where to write the words. Figure 3.7 shows two examples of
forms.

Forms were scanned with 300 dpi and, binarised and automatically segmented. Using
a semi-automatically process segmented images were labeled with the postcode, the Arabic
word in codes as “ISO 8859-6” with a sequence of Arabic character shapes from306 different
shapes, since each letter appears in four different forms depending of its position in the word
(Begin, Middle, End or Isolated form). It is important to note that “ISO 8859-6” does not
encode the shape information.

The resulting database is composed by32492 different images divided into5 sets (a, b,
c, d and e). The first four sets are the original sets of the database, while the set e was used
as test set in the ICDAR 2005 competition see [17], being latereleased. Thus it is a common
practice to public results doing a cross validation experiment with the first four sets, and a
final experiment training with sets a, b, c, d and testing the set e. Note that while the number
of classes is946 (postcodes), the size of the lexicon is greater since names are written in
different forms. Table 3.1 shows some statistics for the fivesets, and Figure 3.6 shows some
samples of images.

3.8.2 Preliminary Experiments

In this section we show the effect of the very basic approach on the IfN/ENIT database. That
is, our first experiments were carried out using Bernoulli HMMs described in Section 3.3,
without applying neither the sliding window nor the repositioning techniques. Each image
was rescaled in height to a given dimensionD (10, 15, 20, 25, 30, 35), while keeping the
original aspect ratio, and then binarized. For binarization, we used the well-known Otsu
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Table 3.1: Some statistics of the IfN/ENIT-database sets
No. of words Lexicon

a 6537 1588
b 6710 1634
c 6477 1498
d 6735 1564
e 6033 733

Figure 3.6: Three samples of one, two, and three word images taken from the IfN/ENIT
database

algorithm [18], which is a simple and robust method for reasonable clean images. In the
results reported below, however, only height30 is considered since, in a series of preliminary
informal tests, it led to better results than other heights.

Experiments were carried out by trying different number of states,Q ∈ {2, 4, 6, 8}, and
also different number of mixture components per state,K ∈ {1, 4, 16, 64, 128}. ForK = 1,
the HMMs were initialized by first segmenting the training set with a “neutral” model, and
then using the resulting segments to perform a Viterbi initialization. The initialized HMMs
were trained with4 EM iterations. ForK > 1, the HMMs were initialized by splitting the
mixture components of the models trained withK/4 (orK/2) mixture components per state.
Again, after initialization, HMMs were trained with4 EM iterations. On the other hand,
recognition of test images was performed by using the Viterbi algorithm.

Figure 3.8 shows the Word Error Rate (WER%), as a function of the number of states,
for varying number of components. Each WER estimate (plotted point) was obtained by
cross-validation with the first 4 standard folds (a, b, c and d).

From the results in Fig. 3.8, it seems that an appropriate value for the number of states is
6, and also an appropriate value for the number of mixture components per state is 64. Using
these values, two additional experiments were carried out by using the training-test partitions
abcd-e and abcde-e. The resulting WER values are included inTable 3.2 together with
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Figure 3.7: Example of a handwritten form taken from the IfN/ENIT database
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Figure 3.8: Word Error Rate (WER%) as a function of the numberof states, for varying
number of components (K). Cross-validation using sets (a, b, c, d)

those obtained in the other training-test combinations involved in the 4-fold cross-validation
experiment performed previously.

Table 3.2: Word Error Rate (WER%), forQ = 6 andK = 64, in different training-test
combinations of the a, b, c, d and e folds

Training Test WER%
abc d 17.6
abd c 17.3
acd b 19.0
bcd a 17.5
abcd e 34.3
abcde e 24.3

From the results in Table 3.2, we can see that the results for the first four folds are very
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similar, in the range17.3% − 19.0%, while those for fold e (34.3% and24.3%) are signifi-
cantly higher. This might be due to the different age and profession distribution of the writers
that contributed to fold e, as compared with those of the firstfour folds [17]. On the other
hand, when compared with the results on fold e (abcde-e) at the ICDAR 2007 competition,
our24.3% would rank in the middle part of the list, far from the best results, but nonetheless
above many participating systems.

3.8.3 Effect of the window width

In [15], we found that the sliding window width has a very positive effect on the accuracy
of our BHMM-based word recognizer though, as usual, has to combined with an adequate
number of components for the state-conditional finite mixture models. This is clearly shown
in Figure 3.9, where the Word Error Rate (WER%) of our BHMM-based recognizer is plotted
as a function of the number of mixture components (K), for varying sliding window widths
(W ). Each WER estimate (plotted point) was obtained by cross-validation with the first 4
standard folds (abcd), using BHMMs of6 states. ForK = 1, BHMMs were trained by first
segmenting the training set with a “neutral” model, and thenusing the resulting segments to
perform a Viterbi initialization followed by 4 EM iterations. ForK > 1, they were trained
by first splitting the components of the models trained withK/2 components and then, as
before, applying 4 EM iterations. The conventional Viterbialgorithm was used to compute
the most probable word for each test word image.

From the results in Figure 3.9 it is clear that the use of a sliding window improves the
results to a large extent. In particular, the best result,7.4%, is obtained forW = 9 and
I = 32, though very similar results are also obtained forW = 7 andW = 11. It is worth
noting that the best result achieved with no sliding windows(W = 1) is 17.7%.

To get some insight into the behavior of our BHMMs, the model for characterp, trained
from folds abc withW = 9 andK = 32, is (partially) shown in Figure 3.10 (bottom) together

with its Viterbi alignment with a real image of the characterp , extracted from sample
de05_007(top). As in Figure 3.2 (bottom), Bernoulli prototypes are represented as gray
images where the gray level of each pixel measures the probability of its corresponding pixel
to be black (white= 0 and black= 1). From these prototypes, it can be seen that the model

works as expected, i.e. each state from right to left accounts for a different local part ofp, as
if the sliding window was moving smoothly from right to left.Also, note that the main stroke
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Figure 3.9: WER(%) as a function of the number of mixture components (K) for varying
sliding window widths (W )

of the characterp appears almost neatly drawn in most prototypes, whereas itsupper dot
appears blurred, probably due to a comparatively higher variability in window position.

3.8.4 Effect of the number of states

In accordance with the preliminary results reported in Section 3.8.2, we have only tried BH-
MMs of 6 states in the experiment described in previous section. However, as discussed
in [19], letters in Arabic script differ significantly in length, and thus it might not be appro-
priate to model all of them using BHMMs of identical number ofstates. With this idea in
mind, a new experiment was carried out, similar to that described above, but with fixed slid-
ing window ofW = 9 and variable number of states per character. To decide the number
of states for each character, we first Viterbi-segmented alltraining data using BHMMs of4
states, and then computed the average length of the segmentsassociated with each character.
Given an average segment length for characterc, T c, its number of states was set toF · T c,
whereF is afactormeasuring the average number of states that are required to emit a feature
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6 5 4 3 2 1

24203232212424201122

Figure 3.10: BHMM for characterp , trained from folds abc withW = 9 andK = 32

(bottom), together with its Viterbi alignment with a real image of the characterp, extracted
from samplede05_007(top).

vector. Thus, its inverse,1F , can be interpreted as astate load,that is, the average number of
feature vectors that are emitted in each state. For instance,F = 0.2 means that only a fraction
of 0.2 states is required to emit a feature vector or, alternatively, that 1

0.2 = 5 feature vectors
are emitted on average in each state. Figure 3.11 shows the WER obtained as a function of
F , F ∈ {0.2, 0.3, 0.4, 0.5}, for varying values of the number of mixture components. The
best result plotted in Figure 3.11 is a WER of7.3%, usingF = 0.4 andK = 32. This results
is slightly better than the7.4% obtained with6 states per character.

In Figure 3.12, the sampledm33_037has been recognized using BHMMs withW = 9,
K = 32 and both,6 states (top) and variable number of states, withF = 0.4 (bottom).
In both cases, the recognized word has been Viterbi-alignedat character level (background
color) and state level (bottom and upper ticks). Although the BHMMs of 6 states produce a

53



Chapter 3. Arabic Handwriting Text Recognition

 5

 10

 15

 20

 25

 30

 0.2  0.3  0.4  0.5

WER(%)

F

K=2
4
8

16
32

Figure 3.11: WER(%) as a function of the factorF for varying values of the number of
mixture components (K)

recognition error,�éJ
�KA 	® 	JË @ (top), the BHMMs of variable number of states are able to recognize

the correct word,�éJ
 	K @ 	kYË@ (bottom). Note that there are two letters, ‘Ë’ and ‘X’, that are written
at the same vertical position or, better to say, at a specific column, and thus it is very difficult
for our BHMMs to recognize them as two different letters. On the other hand, the incorrectly
recognized word (top) is not very different in shape from thecorrect one; e.g. the characters
‘ 	K’ and ‘�K’ are very similar (type B [17]).

3.8.5 Effect of repositioning and final results

In the experiments described above, we have not tried windowrepositioning after window ex-
traction but, as discussed in Sec. 3.6, many recognition errors of our BHMM-based classifier
might be due to its limited capability to properly model vertical image distortions. In order to
study the effect of repositioning on the classification accuracy, the standard method (no repo-
sitioning) was compared with the three repositioning methods described in Sec. 3.6: vertical,
horizontal, and both directions. This was done withW = 9, K = 32, andF = 0.4, for the
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�é J
 �K A 	® 	J Ë @

�é J
 	K A 	k Y Ë @
Figure 3.12: Sampledm33_037incorrectly recognized with BHMMs of6 states (top), but
correctly recognized with BHMMs of variable number of states (bottom). In both cases,
the recognized word has been Viterbi-aligned at character level (background color) and state
level (bottom and upper ticks)

four partitions considered in the previous experiments (abc-d, abd-c, acd-b, and bcd-a), and
also for the partitions abcd-e and abcde-e, which are commonly used to compare classifiers
in the IfN/ENIT task, abcd-e especially. The results are included in Table 3.3.

Table 3.3: Word Error Rate (WER%) of the BHMM-based recognizer (withW = 9,K = 32,
andF = 0.4) in different training-test combinations of the abcde folds, for four repositioning
methods: none, vertical, horizontal, and both directions

WER%
Training Test Basic None Vertical Horizontal Both

abc d 17.6 7.5 4.7 8.4 4.8
abd c 17.3 6.9 3.6 7.7 3.8
acd b 19.0 7.7 4.5 8.1 4.4
bcd a 17.5 7.6 4.4 8.2 4.6

abcd e 34.3 12.3 6.1 12.4 6.1
abcde e 24.3 4.0 2.2 3.9 2.0

As expected, from the results in Table 3.3 it becomes clear that vertical (or both) window
repositioning improves very much the results obtained withthe standard method or horizontal
repositioning alone.
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3.8.6 ICFHR 2010 - Arabic Handwriting Recognition Competition

The Arabic handwriting recognition competition held at International Conference on Fron-
tiers in Handwriting Recognition (ICFHR 2010) [12], was thefourth competition on Arabic
handwriting recognition. It was very similar to the previous competitions ([3, 4, 17]). It used
the IfN/ENIT database containing Arabic handwritten Tunisian town names (Section 3.8.1)
for training and testing. In this competition,6 systems were submitted by4 participanted
groups.

Our submitted systems were based on Bernoulli HMMs (BHMMs),that is, HMMs in
which conventional Gaussian mixture density functions arereplaced with Bernoulli mix-
ture probability functions (Section 3.2). Also, in contrast to the basic approach described in
Section 3.3, in which narrow, one-column slices of binary pixels are fed into BHMMs, the
systems were based on a sliding window of adequate width to better capture image context at
each horizontal position of the word image (Section 3.6). Asan example, Figure 3.13 shows
the generation of a7 × 5 word image of the number31 from a sequence of3 windowed
(W = 3) BHMMs for the characters3, “space” and1.

0 1 2 3/0 1 2/0 1 2
1.0

0.3

0.7

0.1

0.9 1.0

0.2

0.8 1.0

0.1

0.9

1.0
0.5 0.5

1.0 1.0

Figure 3.13: Generation of a7 × 5 word image of the number31 from a sequence of3
windowed (W = 3) BHMMs for the characters3, “space” and1
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These systems were trained from input images scaled in height to30 pixels (while keeping
the aspect ratio), and then binarized by means of the Otsu algorithm. A sliding window of
width 9 was applied, and thus the resulting input (binary) feature vectors for the BHMMs
had270 bits. In order to decide the number of states for each character BHMM, we first
Viterbi-segmented all training data using BHMMs of4 states, and then computed the average
length of the segments associated with each character. Given an average segment length for
characterc, T c, its number of states was set toF · T c, whereF is a factor measuring the
average number of states that are required to emit a feature vector, which was empirically
adjusted to0.4. Similarly, the number of mixture components per state was empirically
adjusted to32. On the other hand, parameter estimation and recognition were carried out
using the EM and Viterbi algorithms, respectively.

Two systems were submitted: UPV-BHMM and UPV-BHMM2. They only differ in the
way in which the sliding window is applied. In the UPV-BHMM system, the sliding window
is applied at each column of the input image, as illustrated above. In the UPV-BHMM2
system, however, the sliding window is repositioned after each application, so as to align its
center to the image mass center within the window (Section 3.7). Table 3.4 shows the results
of this competition for6 diferent systems.

Table 3.4: Word Error Rate (WER%) of text image recognition on IfN/ENIT for the 6 differ-
ent particated systems

System setd sete setf sets
UPV-BHMM 1.1 4.0 12.1 21.6
UPV-BHMM2 0.6 2.0 7.8 15.4
REGIM 5.9 13.4 21.0 31.6
CUBS-AMA 10.0 19.2 19.7 32.1
RWTH-OCR 0.0 0.2 9.1 18.9
RWTH-OCR2 0.3 1.2 9.0 19.7

As shown in Table 3.4, the best results for setsf ands were7.8 and15.4 respectively
for our system (UPV-BHMM2), following the repositioning approach. Indeed, this system
ranked first in this competition due to its great performanceon both sets.

3.9 Experiments on OpenHaRT database

Experiments in this section were carried out on the data provided by the Linguistic Data Con-
sortium (LDC) in the 2010 NIST Open Handwriting Recognitionand Translation (OpenHaRT-
’10) evaluation [11]. In Section 3.9.1 the database is described in details.
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3.9.1 OpenHaRT 2010 database

The NITS OpenHaRT 2010 corpus comprises a total of40053 Arabic image documents writ-
ten by148 different scribes, from a lexicon of100K words. Data for training includedMAD-
CAT Phase1andMADCAT Phase2(39050 Arabic image documents). For development, it
includedMADCAT Phase1 Pilot Evaluation(470 Arabic image documents). For testing, it
includedMADCAT Phase2 Evaluation(533Arabic image documents). Table 3.5 shows more
details about this corpus. It is worth noting that the testing set was released after the official
publication of the NIST OpenHaRT’10 results. An example of adocument from this corpus
is shown in Figure 3.14.

Table 3.5: The NIST OpenHaRT database statistics includingthe number of extracted word
images and line images

Num of Num of Docs Line images Word images
passages scribes

Training set 6000 100 39050 686K 3850K
Development set 100 24 470 8K 48K

Testing set 100 24 533 10K 64
Total 6200 148 40053 705K 3963

In addition to the document image given, also a segmentationdata file was given for each
sample to facilitate the word and line segmentation process. So for example, to take one line
out of the document, we crop it giving the segmentation coordinates for that line. Also, to
take one word out, we crop the document image giving the segmentation coordinates for that
word. An example for a word text image sample followed by a line text image is shown in
Figure 3.15.

3.9.2 NIST OpenHaRT 2010 Evaluation

The OpenHaRT 2010 evaluation was created after the DARPA MADCAT program with the
idea of encouraging researchers to participate in solving one of the more challenging tasks
toward the goal of document understanding.

The OpenHaRT 2010 was the first evaluation of its kind held by NIST. It focused mainly
on the document text recognition, text translation, and image translation technologies for
documents containing Arabic script [11]. However, the focus of this evaluation was not
limited to recognition and translation technologies, but it also included tasks for word and
line segmentation to explore the relationship between system performance and the system’s
ability to segment the data. Segmentations was representedas a series of polygon coordinates
indicating the locations of the text segments within the image [11].
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Figure 3.14: An example of Arabic image document extracted from the NIST OpenHaRT
2010 database

More precisely, this evaluation has focused mainly on threetasks: text recognition task
which was refereed to as Document Image Recognition (DIR), text translation task, referred
to as Document Text Translation (DTT), and image translation task known as Document Im-
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Figure 3.15: Sample of a word text image followed by a sample of line text image taken from
the OpenHaRT’10 database

age Translation (DIT). In addition, training included two conditions: a constrained condition
that required participants to develop their systems using only the provided LDC data, and an
unconstrained condition in which participants are free to use any additional publicly available
non-LDC resources for the system development (for more information, please refer to [11]).

In the NIST OpenHaRT 2010 evaluation, we only participated in the DIR task using both
word and line segmentation conditions. For image pre-processing, original images were first
rescaled to a given height, without changing the original aspect ratio, and then binarized
using the Otsu method. A sliding window of fixed width was centered at each column, and
then translated to align its center with its mass center (following the repositioning techniques
in Section 3.7). The binary image under the translated window was read to construct a local
binary feature vector and, in this way, the whole input imagewas transformed into a sequence
of binary feature vectors. Image height was scaled to30 pixels, and window width was
selected as 9 columns. On the other hand, transcriptions were also pre-processed. All Arabic
letters were encoded by adding shape information; that is, in Arabic, the shape of letters
written at the beginning of the word are different from thosewritten in the middle or at the
end.

Each transcription hypothesis was modelled as an HMM in which emission probabilities
are modelled as Bernoulli mixture distributions (Bernoulli HMMs) (Section 3.2). To keep the
number of independent parameters low, the BHMM at sentence level (transcription hypothe-
sis) was built from BHMMs at character level which depend on their surrounding characters,
that is, following atri-character modelling approach. The Viterbi algorithm was used for
both training and decoding. For the word condition, we used 64 mixture components per
state, and for the line condition, we used 32 mixture components per state. On the other
hand, the avarage number of states per character was chosen to be 7.

The likelihood of each transcription hypothesis is weighted by its prior probability. In the
word condition case, this prior probability is simply a relative frequency count for each word.
In the more general line condition case, it is computed in accordance with a language model in
which the probability of occurence of each word is modeled byonly considering its preceding
word (bigram language model). These word probabilities areestimated as smoothed relative
frequency counts.

As a result, our system was ranked first in the line segmentation condition with47.45%
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of WER, and second in the word segmentation condition with48.93% of WER. For more
details please refer to the evaluation report [11].

3.10 Concluding remarks

Embedded Bernoulli HMMs (BHMMs) have been described and tested for Arabic Handwrit-
ing Recognition on the well-known IfN/ENIT database of handwritten Tunisian town names
and on the OpenHaRT’10 database. We have described our basicapproach, in which nar-
row, one-column slices of binary pixels are fed into BHMMs. Also, we have used a sliding
window of adequate width to better capture image context at each horizontal position of the
word image. In addition, we have considered three methods ofwindow repositioning after
window extraction so as to help our BHMM-based recognizer indealing with vertical image
distortions. The experiments reported have carefully studied the effects of the window width,
the number of states, and repositioning. As expected, the best results have been obtained with
an adequate adjustment of the window width, number of states, number of mixture compo-
nents and, what it seems even more important, (vertical) window repositioning after window
extraction. A WER of6.1% has been achieved on the standard abcd-e partition of IfN/ENIT
database, and a WER of47.5% has been achieved on the OpenHaRT’10 database following
the line segmentation condition.
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4.1. Introduction

4.1 Introduction

In the previous chapter, Bernoulli HMMs were used with off-line handwriting recognition in
Arabic script. The main idea was to by-pass feature extraction and directly feed columns of
raw, binary pixels into BHMMs. By doing that, we ensure that no discriminative information
is filtered out during feature extraction, which in some sense is integrated into the recognition
model. This basic approach was tested on the IfN/ENIT database in Section 3.8.2. Then,
we improved this approach by using a sliding window of adequate width to better capture
image context at each horizontal position of the text image.This approach, which is called
windowed BHMMs(Sec. 3.6), achieved very competitive results on IfN/ENIT database [1].

Though thewindowed BHMMsapproach achieved competitive results on IfN/ENIT, still,
the window repositioning technique (Sec. 3.7) improved theresults to around50% on IfN/-
ENIT, and achieved good results on OpenHaRT 2010 which ranked first in OpenHaRT’10
Evaluation [2] following the line segmentation condition.

In this chapter, following a procedure similar to the one describe in the previous chapter,
we tried the effect of the previous techniques on Arabic printed text database. More precisely,
our experiments will be carried out on the Arabic Printed Text Image (APTI) database [3].
These effects included, window width, fixed and variable number of states, windowed BH-
MMs, and repositioning. Indeed, extensive experiments aredescribed from which state-of-
the-art results are obtained.

In what follows, we briefly review windowed BHMMs with repositioning (Section 4.2)
and its use for printed Arabic recognition by application ofthe Bayes decision rule (Sec-
tion 4.3). In Section 4.4, we provide the results of a complete series of experiments on APTI
as well as a comparison with results from other authors on this database. In this section
we explore a new series of results using vertical repositioning and one of the state-of-the-art
techniques based on neural networks. Finally, concluding remarks are given in Section 4.5.

4.2 Repositioning technique on Arabic printed text

As mentioned above, it was very helpful to better capture theimage context at each horizontal
position of the image by applying the sliding window approach. As an example, please refer
to Figure 3.4, where the first row shows a binary image of4 columns and5 rows, which is
transformed into a sequence of four15-dimensional feature vectors by application of a sliding
window of width3.

The sliding window technique has shown to be limited when dealing with vertical im-
age distortions particularly in the case of feature vectorsextracted with significant context.
Therefore, we have applied three methods of windowrepositioningafter window extraction:
vertical, horizontal,andboth. For more details about this technique please refer to Section 3.7
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of the previous chapter. An example of feature extraction isshown in Figure 3.4 in which
the standard method (no repositioning) is compared with thethree methods repositioning
methods considered.

The effect of the repositioning techniques on Arabic handwritten text has similar effect
on Arabic printed text. To observe this effect with real data, please refer to Figure 4.1 which
shows a sequence of feature vectors extracted from a real sample of the APTI database, with
and without (both) repositioning. As expected, (vertical or both) repositioning has the effect
of normalizing vertical image distortions, especially translations.

Figure 4.1: Original sampleImage_18_ArabicTransparent_5111from set1 from APTI
database (top) and its sequence of feature vectors producedwith and without (both) repo-
sitioning (center and bottom, respectively)

4.3 Bernoulli HMMs for printed Arabic recognition

Given an observationO of unknown class, we use the Bayes decision rule to classifyO into
the class to which it belongs with highest(posterior)probability or, equivalently:

c∗(O) = argmax
c=1,...,C

logP (c) + logP (O | c) (4.1)

whereC is the total number of classes and, for each classc = 1, . . . , C, P (c) is its prior
probability andP (O | c) is the class-conditional probability (density) forO to come from
classc.

Class priors and class-conditional probability (density)functions are usually estimated
from a set oftraining observations. The conventional approach to estimate classpriors is
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simply to compute their relative frequencies from the training set. However, the estima-
tion of class-conditional probability (density) functions is more involved and depends on the
type of representation space for the observations. Usually, each class-conditional probability
(density) function is modeled by an appropriate parametricfunction whose parameters are
estimated by MLE from the training data. As an example, consider the problem of classi-
fying images ofisolated printed Arabic characters.The number of classes is modest and it
is not difficult to collect many training examples for each class. Therefore, class priors can
be accurately estimated by the conventional method. Also, if images are represented as se-
quences of feature vectors, each class-conditional probability function can be modeled by an
independent BHMM (Eqs. (3.3) and (3.4)) with parameters estimated by MLE from training
observations of its class.

The above approach for the estimation of class priors and class-conditional probability
(density) functions is no longer applicable to classification problems with large number of
classes due to the lack of training data for each class. Consider, as we do in this work, the
problem of classifying images ofprinted Arabic words. Collecting a number of training
observations for each word will be really difficult if we are interested in recognizing a large
number of different words. Indeed, it will be impossible if we are interested in building an
open-vocabularyrecognizer, that is, one even able to recognize words not “seen” (with no
observations) in the training data. As with Arabic handwriting recognition in general, the
usual approach in this case consists in using global (word) models defined in terms of local
(subword) models. This is the approach followed in this work. Formally, given an observation
O of an unknown word, we use Eq. (4.1) to decide to which word corresponds:

w∗(O) = argmax
w

logP (Sw) + logP (O | Sw,Θ) (4.2)

where, for each wordw, Sw is its sequence of symbols (characters),P (Sw) is its prior prob-
ability andP (O | Sw,Θ) is the probability forO to be generated from a BHMM forw
(Eq. (3.5)). Word priors are modeled withn-gram language models at character level [4].
Word-conditional probability functions are modeled by BHMMs built from shared, embed-
ded BHMMs at character level (Eq. (3.5)) with parameters trained by MLE.

Clearly, the direct way to measure the error of a word recognizer is to count the (relative)
number of misclassified observations in a collection oftestobservations (i.e. samples held
out during training). In what follows, this is referred to asthe Word Error Rate (WER). Apart
from the WER, we also use the Character Error Rate (CER), thatis, the (relative) number of
misclassified characters. In practice, the CER can be considered equivalent to the WER for
comparison purposes.
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4.4 Experiments on APTI

As indicated in the introduction, in this Section we providethe results of a complete series
of experiments on APTI as well as a comparison with results from other authors on this
database. APTI is briefly described in Section 4.4.1 together with its basic preprocessing
for the experiments below. Then, two experimental protocols are defined in Section 4.4.2,
UPVPC1 and UPVPC2, whose results are reported separately inSections 4.4.3 and 4.4.4
respectively. Finally, the idea of vertical repositioningis also tried on recent state-of-the-art
techniques based on neural networks in Section 4.4.5.

4.4.1 APTI database and preprocessing

The Arabic Printed Text Image (APTI) database is a collection of images of Arabic Printed
words. It was recently published by [3] for large-scale benchmarking of open-vocabulary,
multi-font, multi-size and multi-style text recognition systems in Arabic. It consists of113284
different single words, each one available in10 different fonts,10 different font sizes, and
also4 different styles. A couple of examples of word images of Arabic transparent font are
shown in Figure 4.2.

Figure 4.2: Two word image samples of Arabic transparent font, taken from the APTI
database

APTI is divided into six equilibrated sets (set1, set2, . . . ,set6) to allow for flexibility in
the design of experimental protocols. Each set has different words, but characters are equally
distributed. The five first sets are available for the scientific community. The sixth set is kept
by the authors for future evaluation of systems in blind mode.

For the experiments reported below, APTI was preprocessed by scaling all images in the
first five sets to a height ofD pixels (for10 different values ofD from30 to 50) while keeping
the aspect ratio. Scaled images were then binarized by application of the Otsu’s method [5].
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4.4.2 Experimental protocols: UPVPC1 and UPVPC2

APTI was used first in the Arabic Recognition Competition of ICDAR 2011 [6]. Two ex-
perimental protocols were defined which differ in the numberof fonts used: APTIPC1 and
APTIPC2. In APTIPC1, only the Arabic Transparent font was used. In APTIPC2, however,
five different fonts were used: Arabic Transparent (Trans),Andalus (Anda), Diwani Letter
(Diw), Simplified Arabic (Simp), and Traditional Arabic (Trad). In both protocols, only the
Plain font style was used, with sizes of6, 8, 10, 12, 18 and24 pixels. As indicated above,
the first five sets were available to participants for system training, while the sixth set was
held-out by the organizers for system comparison in blind mode.

Unfortunately, we could not use the training-test partition used at the ICDAR 2011 com-
petition because the sixth set is not publicly available. Instead, we used the first four sets for
training and the fifth set for testing. More precisely, we defined two new protocols: UPVPC1
and UPVPC2. In UPVPC1,13000 images from the first four sets were randomly drawn
(10000 for training and3000 for testing). In UPVPC2, we used the whole first four sets for
training and the whole fifth set for testing. In particular, we used2266500 images for train-
ing, and566040 for testing. Table 4.1 shows the number of training and test samples from
each set used in each experimental protocol.

Table 4.1: Number of training and test samples (inbold face) in each set and protocol
APTI UPV

Sets Words PC1 PC2 PC1 PC2
Set1 18897 113382 566910 2546 566910
Set2 18892 113352 566760 2463 566760
Set3 18886 113316 566580 2482 566580
Set4 18875 113250 566250 2509 566250
Set5 18868 113208 566040 3000 566040
Set6 18866 113196 565980 - -
Total 679704 3398520 13000 2832540

4.4.3 Results using the UPVPC1 protocol

For (computational) simplicity, the UPVPC1 protocol was used in a first series of experiments
to study the effect on the CER of various key parameters. We began with experiments for font
size6, which were then extended to other font sizes. In particular, for each dimensionD in
{30, 32, . . . , 50}, each sliding window widthW in {1, 3, . . . , 11}, each number of statesQ in
{4, 5, 6, 7, 8} and each number of mixture componentsK in {1, 2, 4, ..., 32}, a BHMM-based
word recognizer was trained from the training data of font size6 in the UPVPC1 protocol. For
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K = 1, BHMMs were initialized by first segmenting training data with a “neutral” model,
and then using the resulting segments to perform a Viterbi initialization. Initialized BHMMs
were then trained with4 EM iterations. ForK > 1, BHMMs were initialized by splitting the
mixture components of the models trained withK/2 mixture components per state. Again,
after initialization, BHMMs were trained with4 EM iterations. On the other hand, word
priors were modeled with5-gram language models at character level.

The above training procedure led to a different recognizer for each combination of key
parameter values (apart from the font size itself). Each of them was of the form given by
Eq. (4.2) though, as usual in (Arabic) text recognition, aGrammar Scale Factor (GSF)was
used to adjust the importance of class priors with respect toword-conditional observation
probabilities (i.e. the GSF is a constant multiplier for log-priors). For each combination of
parameter values and each value ofGSF ∈ {20, 30, 40, 50}, the corresponding recognizer
was assessed in terms of CER from the test data of font size6 in the UPVPC1 protocol.

Figure 4.3 shows the CER as a function ofD (top left),K (top right),Q (bottom left)
andGSF (bottom right); forW = 1, 3, 7 and11 (the curves forW = 5 and9 are similar
and have been omitted for clarity). Each plotted point showsthe best CER obtained over
all values tried for the parameters not given. The best CER obtained is3.4% for D = 38,
W = 7, Q = 7, K = 32 andGSF = 50. In the plot at the top left, it is shown forD = 38
andW = 7, as the minimum CER obtained for all values tried forQ, K andGSF .

From the results in Figure 4.3, it is clear that the use of windowed BHMMs is of cru-
cial importance. Indeed, the best CER obtained with no windows (W = 1) is 6.6%; i.e. it
nearly doubles the best CER with windows. Note also that, asW , the number of mixtures
components (K) has a strong effect on the CER. The best error rates were obtained with the
maximum value ofK tried (32). Therefore, this and larger values ofK need to be tried in fur-
ther experiments with more training data. The dimension (D), number of states (Q) andGSF
are also key parameters to be adjusted, though Figure 4.3 does not show wide fluctuations in
CER for the ranges of values considered.

As discussed previously in Section 3.8.4, letters in Arabicscript differ significantly in
length, so it might be more appropriate to model them with variable number of states. To
prove the accuracy of this theory on Arabic printed text, an experiment similar to that de-
scribed above was carried out forD = 38,W = 7,K = 32,GSF = 50 and variable number
of states. To decide the number of states for each character,we first Viterbi-segmented all
training data using BHMMs of7 states, and then computed the average length of the seg-
ments associated with each character. Given an average segment length for characterc, T c,
its number of states was set toF · T c, whereF is a factor measuring the average number of
states that are required to emit a feature vector. Thus, its inverse,1F , can be interpreted as a
state load,that is, the average number of feature vectors that are emitted in each state. For
instance,F = 0.2 means that only a fraction of0.2 states is required to emit a feature vector
or, alternatively, that10.2 = 5 feature vectors are emitted on average in each state. We tried all
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Figure 4.3: CER(%) as a function of the dimensionD (top left), number of mixture com-
ponentsK (top right), number of statesQ (bottom left) andGSF value (bottom right); for
sliding window widths ofW = 1, 3, 7 and11

values ofF in {0.1, 0.2, . . . ,0.9}. The best result achieved is a CER of3.2%, usingF = 0.5,
which is significantly better than the best result obtained above with fixed number of states
(3.4%).
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To complete our experiments with font size6 data in the UPVPC1 protocol, the best
recognizer found above was also tested with the four repositioning methods described in
Sec. 4.2. As expected, the best CER,1.1%, was obtained withvertical repositioning alone.
Also as expected, it was similar to the CER achieved with repositioning in both directions
(1.2%), and significantly better than those obtained withhorizontal and no repositioning
(3.2% for both).

The experiments described above in this Section were extended to all font sizes. More
precisely, for each font sizeS ∈ {8, 10, 12, 18, 24}, eachD ∈ {30, 32, . . . , 50}, W ∈
{1, 3, . . . , 11}, Q ∈ {5, 6, 7} andK ∈ {1, 2, 4, ..., 32}, a BHMM-based word recognizer
was trained and tested, for each value ofGSF ∈ {30, 40, 50}, as described above. Also
as above, the best recognizer for each size was then tested with variable number of states
(F ∈ {0.3, . . . , 0.7}) and different repositioning techniques (R = {N, V,H,B}; where
N=None,V =Vertical,H=Horizontal andB=Both vertical and horizontal). The results ob-
tained were similar to those reported in Figure 4.3 for font size 6. More precisely, the best
error rates were obtained with windows of widthW ∈ {7, 9, 11}, K = 32 components,
GSF = {40, 50}, variable number of states withF ∈ {0.4, 0.5, 0.6}, and vertical reposi-
tioning. For brevity, these error rates are not reported here in detail, as those in Figure 4.3 for
font size6. Instead, only a summary of best error rates is reported in Table 4.2 (including font
size6 for completeness). Note that the best recognizer (combination of parameter values) for
each font size is trained within the parameter ranges indicated above. Indeed, all recognizers
trained within these ranges provide nearly identical errorrates.

Table 4.2: Best recognizer (combination of parameter values) and its CER(%) for each size.
Size D W R F K GSF CER(%)

6 38 7 V 0.5 32 50 1.1
8 40 7 V 0.6 32 40 0.6
10 44 9 V 0.5 32 40 0.6
12 40 9 V 0.5 32 40 0.4
18 40 9 V 0.5 32 40 0.5
24 42 11 V 0.4 32 40 0.8

To get some insight into the behavior of our windowed BHMMs, areal model for the
characterê is (partially) shown in Figure 4.4 (bottom) together with its Viterbi alignment with
a real image of the characterê, extracted from sampleImage_24_ArabicTransparent_562,
set1(top). Bernoulli prototypes are represented as gray imageswhere the gray level of each
pixel measures the probability of its corresponding pixel to be black (white= 0 and black=
1). From these prototypes, it can be seen that the model works as expected, i.e. each state
from right to left accounts for a different local part ofê, as if the sliding window was moving
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smoothly from right to left.
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Figure 4.4: Real BHMM example for characterê and its Viterbi alignment on a real image

4.4.4 Results using the UPVPC2 protocol

The UPVPC1 protocol was used to study the effect on the CER of various key parame-
ters, variable number of states, and repositioning. Takinginto account the best results ob-
tained with it, the UPVPC2 protocol was used in a new series ofexperiments to obtain
results in conditions similar to those used in the ICDAR 2011Arabic Recognition Com-
petition (see Sec. 4.4.2). In particular, for each of the fivefont types considered in UPVPC2,
T ∈ {Trans,Anda,Diw, Simp, T rad}, and each font sizeS ∈ {6, 8, 10, 12, 18, 24}, a
BHMM-based word recognizer was trained and tested from the data in UPVPC2 of font type
T and sizeS. We usedD = 40, W = 9, R = V , F = 0.5 (on a Viterbi segmentation
produced by a recognizer trained withQ = 7, K = 128 andGSF = 40), K = 128 and
GSF = 40. Except for theK, these parameter values are within the parameter ranges lead-
ing to the best error rates with the UPVPC1 protocol. However, in the case ofK, we used
128 instead of32. As discussed in Sec. 4.4.3, values ofK larger than32 had to be tried,
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especially with more training data as with the UPVPC2 protocol. Actually, we tried each
K ∈ {1, 2, 4, ..., 128}, thoughK = 128 provided the best error rates in all cases.

Table 4.3 shows CER results for each font type and size. The error rates labeled as
2013a in the Year column were obtained as described above. That is, each test sample was
accompanied by its font type and size so as to select its appropriate recognizer. However,
the error rates labeled as 2013b were obtained in a slightly different way, by only providing
the font size of each test sample. In this case, given a test sample of sizeS, all the five
font-dependent recognizers for sizeS were run in parallel and that producing the highest
classification score (see Eq. (4.2)) was chosen to decide therecognized word. The error rates
labeled as 2011 are the best results of the ICDAR 2011 competition, which were also obtained
by only providing the font size of each test sample.

Table 4.3: CER results for each font type and size (2013a=”font type and size given”;
2013b=”only font size given”; 2011=”best results from the ICDAR 2011 competition”)

Font/Size Year 6 8 10 12 18 24 Mean
Andalus 2013a 0.9 0.2 0.1 0.1 0.0 0.0 0.2

2013b 0.9 0.2 0.1 0.1 0.0 0.0 0.2
2011 1.1 5.2 3.9 3.3 3.3 3.0 3.3

Arabic Transparent 2013a 0.6 0.1 0.1 0.0 0.0 0.1 0.2
2013b 0.6 0.1 0.1 0.0 0.0 0.0 0.1
2011 1.0 3.5 3.4 3.9 3.8 3.9 3.3

Simplified Arabic 2013a 0.5 0.1 0.1 0.0 0.0 0.0 0.1
2013b 0.4 0.1 0.1 0.0 0.0 0.0 0.1
2011 0.8 3.9 3.3 3.1 3.0 2.6 2.8

Traditional Arabic 2013a 6.4 1.3 0.5 0.3 0.2 0.2 1.5
2013b 6.5 1.3 0.5 0.3 0.2 0.2 1.5
2011 10.7 18.1 14.1 11.5 12.5 11.7 13.1

Diwani Letter 2013a 10.0 7.2 6.7 6.2 6.1 5.9 7.0
2013b 10.0 7.2 6.7 6.2 6.1 5.9 7.0
2011 9.1 24.2 16.6 10.9 5.1 7.4 12.2

A first conclusion that can be drawn from Table 4.3 is that the figures labeled as 2013a
and 2013b are virtually identical. Therefore, when font size is known but font type is not,
the procedure described above to obtain the 2013b results seems absolutely reliable. Another
important conclusion from Table 4.3 is that the results of this work outperform by a large
extent those from the competition. Note that, on average, recognition of Andalus, Arabic
Transparent and Simplified Arabic is nearly perfect in termsof CER. On the other hand,
recognition of Traditional Arabic and Diwani Letter is fairly good and comparatively much
better than that of the ICDAR 2011 competition.

Apart from the above multi-font and mono-size recognition results, the ICDAR 2011
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competition also included mono-size results on only the Arabic Transparent font. For this
particular font, results were published for both, competition participants (IPSAR and UPV)
and organizers (DIVA-REGIM). Also, more recent results have been published by [7], and by
[8]. The most recent results come from the ICDAR 2013 second competition on APTI, which
included three more participants than in its first edition: SID, THOCR and Siemens [9]. All
these results are shown in Table 4.4 in terms of CER and WER. UPV-REC1, UPV-BHMM
and UPV-2013 refer to our system at, respectively, ICDAR 2011, ICDAR 2013 and this work.
Note that the results of UPV-BHMM and UPV-2013 are nearly identical and thus, as ex-
pected, the UPVPC2 protocol provides a good approximation to the experimental conditions
of the ICDAR competitions on APTI. These results are much better than those of UPV-REC1
and only at a marginal distance from the best system at the ICDAR 2013 second competition
on APTI. They are also much better than those reported in [10], where an initial, preliminary
part of the experiments and results described here can also be found.

Table 4.4: CER and WER results for the Arabic Transparent font in each size
System Year 6 8 10 12 18 24 Mean

IPSAR 2011
WER 94.3 26.7 25.0 16.9 22.9 22.5 34.7
CER 40.6 5.8 4.9 3.1 4.3 3.2 10.3

UPV-REC1 2011
WER 5.5 2.6 3.3 7.5 15.4 15.6 8.3
CER 1.0 0.4 0.6 1.3 3.1 4.0 1.7

DIVA-REGIM 2011
WER 13.1 4.1 4.3 6.1 2.1 1.1 5.1
CER 2.0 0.8 0.7 1.2 0.3 0.3 0.9

Awaida et al. 2012 CER - - - - - - 3.4

Dershowitz et al. 2013
WER 72.4 21.1 10.2 6.0 1.0 1.5 18.7
CER 31.8 5.6 2.5 2.4 0.2 0.4 7.2

UPV-BHMM 2013
WER 2.8 0.3 0.2 0.1 0.1 0.1 0.6
CER 0.5 0.1 0.1 0.0 0.0 0.0 0.1

SID 2013
WER 5.7 3.8 1.8 1.2 3.4 2.6 3.1
CER 0.3 0.0 0.0 0.1 0.0 0.0 0.1

THOCR 2013
WER 10.5 4.2 5.2 7.5 5.4 5.0 6.3
CER 1.7 0.5 0.8 0.9 0.9 0.8 0.9

Siemens 2013
WER 0.1 0.1 0.0 0.1 0.0 0.0 0.1
CER 0.0 0.0 0.0 0.0 0.0 0.0 0.0

UPV-2013 2013
WER 3.0 0.4 0.3 0.2 0.2 0.2 0.7
CER 0.6 0.1 0.1 0.0 0.0 0.1 0.2
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4.4.5 Results using DNN hybrid HMMs and vertical repositioning

Previous experiments have shown that the results obtained by using BHMMs are improved
by applying the vertical repositioning technique. In recent work on handwritten recognition,
vertical repositioning has also shown a significant improvement when used with other models
than Bernoulli HMMs. In particular, in [11], a notable improvement was reported by using a
Long Short Term Memory recurrent neural network (LSTM-RNN)tandem HMM and vertical
repositioning on Arabic and French handwriting. This improvement is also observed in [12]
where the window repositioning is used as a preprocessing step.

In order to asses that the vertical repositioning is useful for printed Arabic recognition
with the current state-of-the-art techniques based on neural networks, such as LSTM-RNN,
we have carried out a new series of experiments using the UPVPC2 protocol and a Deep
Neural Network (DNN) hybrid HMM system [13]. This techniqueis similar to the Long
Short Term Memory (LSTM) technique applied in [14]. It has been implemented in a recently
released, open-source toolkit for automatic speech recognition called TLK toolkit [15]. On
the basis of our experience on the application of TLK to speech recognition tasks within the
transLectures project, we decided to use it also for the additional experiments discussed in
this Section. The results of these experiments, with and without vertical repositioning, are
shown in Table 4.5.

Table 4.5: CER and WER results for the Arabic Transparent font in each size
System Year 6 8 10 12 18 24 Mean

Vertical Rep. 2014
WER 0.16 0.13 0.12 0.12 0.13 0.15 0.14
CER 0.03 0.03 0.02 0.02 0.03 0.03 0.03

Without Rep. 2014
WER 0.22 0.20 0.12 0.13 0.13 0.16 0.16
CER 0.04 0.04 0.02 0.02 0.03 0.03 0.03

As with the winner of ICDAR 2013 (Table 4.4), the results in Table 4.5 are nearly perfect.
Even though the error is nearly zero, vertical repositioning still obtains slight improvements.
In particular, for the more challenging font sizes (6 and 8),a modest improvement is achieved
when applying repositioning. Specifically, for font size6 results were0.16% with reposi-
tioning and0.22% without repositioning. (Note that, as we were using19000 test samples
approximately for each font size, a difference of0.06% accounts for about11 classification
errors.) In a similar way, for font size8, results were0.13 and0.20 for repositioning and
non-repositioning respectively.
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4.4.6 ICDAR 2011 and 2013 - Arabic Recognition Competitions

The Arabic recognition competition on Multi-font and Multi-size Digitally Represented Ara-
bic was held in its first edition at the 11th International Conference on Document Analysis
and Recognition (ICDAR 2011) [6], and the second edition at ICDAR 2013 [9]. Both com-
petitions used the freely available Arabic Printed Text Image (APTI) database (Section 4.4.1)
for training and testing.

As previously mentioned in Section 4.4.2, the ICDAR 2011 followed two protocols to
perform the evaluation: APTIPC1 and APTIPC2. The common features between the two
protocols is in the use of only thePlain font style, and the same font sizes independently.
However, the difference between them is the use of differentfont types. More precisely,
APTIPC1 was a mono-font protocol where the evaluation was performed on only the Arabic
Transparent font, however, APTIPC2 was a multi-font protocol where the evaluation was
performed on5 different font types [6].

On the other hand, in ICDAR 2013,4 evaluation protocols were defined: APTI2PC,
APTI2PC1, APTI2PC2, and APTI2PC3. APTI2PC is similar to APTPC1 from ICDAR 2011.
APTI2PC1 uses Arabic Transparent font and all font sizes (6, 8, 10, 12, 18, 24) independently.
APTI2PC2 is similar t APTI2PC1 but it uses DecoType Naskh font instead. The last protocol,
APTI2PC3, uses all fonts types and sizes independently [9].

We participated in both competitions using our Bernoulli HMMs-based techniques. More
precisely, in the first edition of this competition (2011), we used ourwindowedversion of
our Bernoulli HMMs approach, which is based on a sliding window of adequate width to
better capture image context at each horizontal position ofthe word image. This approach is
described in Section 3.6. As an example, Figure 3.13 shows the generation of a7 × 5 word
image of the number31 from a sequence of3 windowed (W = 3) BHMMs for the characters
3, “space” and1.

The systems presented to this competition were trained frominput images scaled in height
to 40 pixels (while keeping the aspect ratio) after adding a certain number of white pixel
rows to both top and bottom sides of each image, and then binarized with the Otsu algorithm
(Sec. 2.2.2). A sliding window of width9 was applied, and thus the resulting input (binary)
feature vectors for the BHMMs had360 bits.

The number of states per character was adjusted to5 states for images with font size of6,
and6 states for other font sizes. Similarly, the number of mixture components per state was
empirically adjusted to64. On the other hand, parameter estimation and recognition were
carried out using the EM algorithm.

Two systems were submitted: UPV-PRHLT-REC1 and UPV-PRHLT-REC2. They are
used for both protocols. In APTIPC1 there were no differences between systems, where
one model for each font size is trained and used later to recognize the test corpus. For the
second protocol: In the first system, for each font size, a different model for each font style
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is trained. The test corpus is recognized on all models, and the recognized text word of the
highest probability is selected. In the other system, a different character is considered for
each style. A model for all styles together is trained and used to recognize the test corpus.

The systems presented to the 2013 ICDAR competition were build from the Bernou-
lli HMMs following the repositioning technique described in Section 3.7 to deal with the
vertical image distortions.

The presented system (UPV-BHMM) was trained from input images scaled in height to40
pixels (while keeping the aspect ratio), and then binarizedwith the Otsu algorithm. A sliding
window of width9 using the vertical repositioning was applied, and thus the resulting input
(binary) feature vectors for the BHMMs had360 bits. The number of states per character
was adjusted to7 states for images with all font sizes6, 8, 10, 12, 18, and24. Similarly, the
number of mixture components per state was empirically adjusted to128. On the other hand,
parameter estimation and recognition were carried out using the EM algorithm. Also, we used
a 5-grams language model at character level instead of the conventional class priors, due to
the huge amount of classes. In addition, a grammar scale factor (a weight on the language
model to adjust their importance with respect to word-conditional likelihoods) was adjusted
to values between30 and50 with respect to the font size.

Three variants of the UPV-BHMM system have been submitted: UPV-PRHLT-REC1 (for
protocol APTI2PC), UPV-PRHLT-RECPC2 (protocol APTI2PC1) and UPV-PRHLT-RECPC3
(protocol APTI2PC2). For APTI2PC, where the size selection option is enabled, six different
models were trained on the “Arabic Transparent” font images, one model for each font size.
For all test images of a specific font size, a specific model wasselected to recognize test im-
ages. For protocol APTI2PC1, only one model for all font sizes was trained on the “Arabic
Transparent” font images. For protocol APTI2PC2, one model for all font sizes was trained
on the “DecoType Nash” font images.

Results of both competitions for the Arabic Transparent font in each size is shown in
Table 4.4. More details about the results of these competitions please refer to [6, 9].

4.5 Concluding Remarks

Windowed Bernoulli HMMs with repositioning have been described and extensively tested
for printed Arabic recognition on the Arabic Printed Text Image (APTI) database. A system
based on these models, though with no repositioning, rankedfirst at the ICDAR 2011 Arabic
recognition competition for printed Arabic text, also based on the APTI database. Following
evaluation protocols similar to those of the competition, this system has been largely im-
proved by the use of repositioning and an exhaustive experimentation to adjust various key
parameters and model topology (variable number of states).Results comparatively much bet-
ter than those of the competition have been reported on multi-font and mono-size recognition,
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with nearly perfect performance for most fonts in terms of Character Error Rate. Indeed, a
second edition of the competition on APTI was recently held at the ICDAR 2013 and our
improved system obtained results nearly identical to thosereported here. This second edition
was harder than the first and our system ranked second, thoughonly at a marginal distance
from the best.
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5.1. Introduction

5.1 Introduction

The Arabic-English image translation system is the processof producing English translations
from images containing Arabic text. To our knowledge, thereare only few systems that
automatically translate Arabic typewritten or handwritten text images into another language.
Typically, the available systems are based on the concatenation of two systems: a handwritten
text recognition system and a machine translation system.

In this chapter we will describe our Arabic-English handwritten text recognition and
translation (image translation) system. In the case of handwriting recognition of Arabic text,
our work has focused on the UPV TLK toolkit [1], which implements a generative and dis-
criminative Windowed Bernoulli Hidden Markov models (Windowed BHMMs) [2]. The
system is built from character-based windowed BHMMs (Bernoulli HMMs) which are ade-
quately concatenated so as to produce a different word-level windowed BHMM for each word
to be recognized (Sec. 3.3). The system follows the newest implemented technique based on
window repositioning to deal with the vertical image distortions (Sec. 3.7). This technique
has shown very competitive results on both handwritten text[2] and printed text [3].

In the case of Arabic text translation, our work has focused on the combination of three
different state-of-the-art phrase-based translation models: the standard (log-linear) phrase-
based models using the Moses [4] toolkit, the hierarchical phrase-based models using the
Jane [5] toolkit, and the N-gram phrase based models using the Ncode [6] toolkit. The com-
bination of these models was performed using the ROVER [7] toolkit.

This system is tested on the data used in the NIST OpenHaRT 2013 evaluation. The
results in this chapter are challenging and significantly outperform our previous results in
both OpenHaRT 2010 and 2013 evaluations. To check the results of other participants, please
refer to the NIST OpenHaRT 2010 and 2013 evaluation reports [8, 9].

In what follows, we briefly describe the Image Translation System (Sec. 5.2), the Arabic
Handwriting Recognition system (Sec. 5.3), and the text translation system (Sec. 5.4). After
that, we outline our experiments, results, and a real example in Section 5.5. Concluding
remarks are given in Section 5.6.

5.2 Image Translation System

Image translation is an immensely challenging task that requires two well trained systems, a
text recognition system and a text translation system. Bothsystems depend entirely on each
other to ensure good translation quality. Despite important research approaches in image
recognition for both printed and handwritten data, in most cases their use was limited to con-
strained tasks such as the Tunisian town names classification task [10] or the check processing
task [11], among others. The same thing applies on machine translations systems. Nonethe-
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less, real-word image translation applications require the translation of unconstrained data
with serious diversity [12].

An Image Translation System is typically built from the concatenation of two systems: a
handwritten text recognition system and a machine translation system. Given a handwritten
text imagef , by applying the Bayes classification rule, the Image Translation task can be
expressed as follows:

y⋆ = argmax
y∈Y

p(y|f) ≈ argmax
y∈Y

∑

x

p(x|f) p(y|x) (5.1)

wherex stands for a candidate recognized source (Arabic) text andy for a candidate translated
sentence (in English) corresponding to the input imagef .

Since the summation over all possible transcriptions in Eq.(5.1) cannot be computed
in practice, we have defined three different systems to reduce the search space. In all of
them, the probabilityp(x | f) in Eq. (5.1) was approximated by our handwriting recognition
system, which is described in Section 5.3. Therefore, the key difference among these systems
lay in the translation subsystems. We propose three different approaches:

In the first approach, Eq. (5.1) is approximated as follows:

y∗ ≈ argmax
y∈Y

[

max
x

{p (x|f) p(y|x)}
]

≈ argmax
y∈Y

[

p
(

y|max
x

{p(x|f)}
)] (5.2)

Lettingx⋆ bemaxx{p(x|f)}, p(y|x⋆) is approximated by our statistical machine translation
system, which is described in Section 5.4. In other words, the input image was recognized
by our handwriting recognition system, and the recognized text was fed into our machine
translation system.

In the second approach, we used the same equation described in the first approach. That
is, Eq. (5.1) was approximated by Eq. (5.2). The difference here is that the translation system
was trained differently. Specifically, the source part of each bilingual training pair was sub-
stituted by the transcription obtained by our handwriting recognition system. This approach
was expected to better handle the noisy output of the handwriting recognition system.

In the third approach Eq. (5.1) is approximated as follows,

y⋆ ≈ argmax
x∈NBest(f)

{

argmax
y∈NBest(f |x)

{

p(x|f) [p(y|x)]
θ
}

}

(5.3)

where we introduced a scaling factorθ, and the search space was approximated byN -best
lists. Specifically, each input image was first recognized using our Handwriting Recogni-
tion System into 100-Best transcriptions, and then each transcription was translated using
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our Machine Translation System into 100-Best translations. The optimal scaling factorθ is
found using a grid search in a development set so as to maximize the Bilingual Evaluation
Understudy (BLEU) [13]. BLEU is a measure that assesses the correspondence between a
machine’s output and that of a human.

5.3 Handwriting Recognition System

Handwritten Text Recognition (HTR) is the process of transforming an image containing
handwritten text into plain text [14]. Arabic HTR is a very challenging task due to a huge
variation in the handwritten text style and size and the immense overlapping between char-
acters. It has caught the interest of many researchers in thelast decades. Many models have
been tested on this task including Gaussian and Bernoulli HMMs applying generative and
discriminative training, as well as the neural networks forboth acoustic and language mod-
els. Bernoulli HMMs applying discriminative training haveshown better performance over
Gaussian HMMs [15]. In fact, as mentioned in previous chapters, BHMMs have been ranked
first in many competitions for Arabic printed and handwriting recognition [16–18]. In par-
ticular, in [17] our system obtained comparatively good results compared to state-of-the-art
systems based on recurrent neural networks.

Our handwriting recognition system is based on windowed BHMMs (Sec. 3.6). To keep
the number of independent parameters low, the WBHMM at sentence level (transcription
hypothesis) is built from BHMMs at character level which depend on their surrounding char-
acters, the so-called tri-character modeling approach [19]. Given a binary image normalized
in height toH pixels, each BHMM computes the probability of the given image to be a hand-
written version of its corresponding word. To compute theseprobabilities, text images are
first transformed into a sequence of binary feature vectorsot as its column at positiont or,
more generally, as a concatenation of columns in a window ofW columns in width, centered
at positiont. This generalization has no effect neither on the definitionof BHMM nor on its
MLE, although it might be very helpful to better capture the image context at each horizontal
position of the image. In addition, as discussed in previouschapters, this windowed approach
are limited when dealing with vertical image distortions. To overcome this limitation, we
applied vertical repositioning (only vertical due to its better performance over horizontal and
in both directions). This technique is described in Section3.7.

Parameter estimation is usually carried out using the maximum likelihood estimation
(MLE). MLE of BHMM parameters does not differ significantly from the conventional Gaus-
sian case, and it can be efficiently performed using the well-known EM (Baum-Welch) re-
estimation formulae [20, 21]. However, discriminative training techniques have been used
recently on Arabic HTR to estimate HMM parameters instead ofusing the conventional
Baum-Welch algorithm. That is, discriminative training ofBernoulli HMMs are transformed
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into equivalent log-linear HMMs (LLHMMs). LLHMMs are then discriminatively trained
using the MMI-criterion and the RPROP algorithm. This is usually referred to as discrimina-
tive BHMMs. For more details, please refer to [22]. Apart from the conventional BHMMs,
which has been extensively explored previously, in this chapter we also carry out experiments
using discriminative BHMMs.

5.4 Machine Translation System

The second part of Eq. (5.1), a Statistical Machine Translation (SMT) system follows the
Bayes decision rule [23, 24] in which the optimal target sentencey is found by maximizing
the posterior probability,

y∗ = argmax
y

p(y | x), (5.4)

where the posterior probability is modeled as a log-linear model where the normalization
constant is neglected (since it is constant in decoding) [25]:

y∗ = argmax
y

M
∑

m=1

λmhm(x, y), (5.5)

with λm being the log-linear interpolation weight, M is the number of features (models), and
hm(x, y) is a feature function, such as the logarithm of a language model, or the logarithm
of a phrased-based model.

In order to study the effect of the different modeling approaches in machine translation,
we compared three state-of-the-art models: the standard phrase-based models [4], the hier-
archical phrase-based [5] models, and the N-gram phrase-based models [6]. Obviously, we
configured all models as similar as possible for fair comparison. As a results, three differ-
ent translations have been gathered for each sentence, eachone has been translated using a
different model. In addition, all these translations were combined together using the Recog-
nizer Output Voting Error Reduction (ROVER) [7] system to yield reduced the translation
error rate. The reader might want to review the three state-of-the-art translation models by
checking Section 2.3.3.

5.5 Experiments and OpenHaRT’13 evaluation

Our experiments were carried out on the data provided by the Linguistic Data Consortium
(LDC) in the 2013 NIST Open Handwriting Recognition and Translation (OpenHaRT’13).
In this section we first describe the corpus, the defined tasks, and the corresponding training
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conditions. Then, we continue by exploring our experimentswith details, as well as compar-
ing them to our own published results in the NIST evaluations.

5.5.1 NIST OpenHaRT database

The NIST Open Handwriting Recognition and Translation (OpenHaRT) corpus is a collec-
tion of Arabic image documents provided by the Linguistic Data Consortium (LDC). The data
for training and development in the 2013 NIST OpenHaRT evaluation included: MADCAT
Phase1 Training (LDC2010E15), MADCAT Phase2 Training (LDC2010E17), MADCAT
Phase3 Training (LDC2011E97), MADCAT Phase1 Pilot Evaluation (LDC2008E52), MAD-
CAT Phase2 Evaluation (LDC2012E52), and MADCAT Phase3 Evaluation (LDC2012E53).
On the other hand, NIST has released the HART13 EVAL set without references for testing
purposes. However, references for this set were released after the official publication of the
NIST OpenHaRT’13 results. The 2013 OpenHaRT was not the firstevaluation of its kind
held by NIST. Similar evaluation was also arranged in 2010 (Sec. 3.9.2). Both evaluations
focused on core recognition and translation technologies for document images containing
primary Arabic handwritten scripts [8, 9].

NIST OpenHaRT has focused on three tasks: text recognition task which was refereed
to as Document Image Recognition (DIR), text translation task, referred to as Document
Text Translation (DTT), and image translation task known asDocument Image Translation
(DIT). In addition, training included two conditions: a constrained condition that required
participants to develop their systems using only the provided LDC data, and an unconstrained
condition in which participants are free to use any additional publicly available non-LDC
resources for the system development (For more information, please refer to [9]).

For the constrained training condition our system was trained using the 2013 NIST Open-
HaRT corpus. The corpus contains a total of44K of Arabic image documents. A training
partition was defined to include the five above mentioned setscontaining42K documents, a
development partition contained500 documents, and a testing partition containing600 doc-
uments. Please note that the development set used in this work is the same set that was used
as testing set for the 2010 NIST OpenHaRT evaluation. Also, the testing set in this work is
the same set used in the 2013 NIST OpenHaRT.

For the unconstrained training condition our system was trained using some of the freely
available data for building both translation and language models. The data used in this work
has been obtained fromIWSLT 2011challenge:MultiUN [26] andTED [27]. SinceMultiUN
corpus is not aligned at sentence level, we used the Champollion [28] tool to align the sen-
tences. Finally, we selected sentences for the training setaccording to the infrequent N-gram
score [29], in order to gather a specific training set to translate our source test sentences. The
selection procedure was applied in the text translation system differently than in the image
translation system. Particularly, for text translation system models were trained by selecting
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data using the original source test sentences. However, in the image translation system the
source sentences are missing, so models were trained by selecting data using the recognized
source sentences. It is worth noting that the number of sentences used for training from Mul-
tiUN was155K and75K out of 7M sentences for text and image translation respectively.
Also, the selected sentences from TED was48K and47K out of93K sentences for text and
image translation respectively. Further statistics abouteach corpus used to train our recogni-
tion and translation systems in both training conditions (constrained and unconstrained) are
shown in Table 5.1.

Table 5.1: Data (segments) used for training each system andits training conditions
Constrained Unconstrained

System LDC MultiUN TED

Text Recognition 789, 874 - -

Text Translation 41, 488 155, 185 48, 776

Image Translation 41, 488 75, 904 47, 061

As you can see from Table 5.1, for the recognition system withconstrained condition
we used around790K of data lines. For the translation system with constrained condition
we used around41K of data segments, and with unconstrained condition we used around
245K of data segments for text translation, and around164K for image translation. Note
that segments do not necessarily match lines.

5.5.2 System Preparation

The handwriting recognition system was trained from input images scaled in height to30
pixels while keeping the aspect ratio. Images are then binarized. For binarization, we used the
well-known Otsu algorithm [30], which is a simple and robustmethod for reasonable clean
images. A sliding window of width9 using the vertical repositioning was applied, and thus
the resulting input (binary) feature vectors for the BHMMs had270 bits. In Arabic, the shape
of a letter written at the beginning of the word is different from a letter written at the middle
or at the end; So all Arabic transcriptions were encoded by adding the position information.
Finally, the number of states per character was adjusted to6 states for all BHMMs. Similarly,
the number of mixture components per state was empirically adjusted to128. Parameter
estimation and recognition were carried out using the EM algorithm. Also, we used a 5-gram
language model at character level. The language model was smoothed by linear interpolated
estimates with absolute modified Kneser-Ney discounting. In addition, the grammar scale
factor was adjusted to30. The handwritten text recognition system was trained usingthe
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TLK toolkit [1] which among other features implements Bernoulli Hidden Markov models
(BHMMs). This toolkit was developed by the UPV.

For machine translation system, each source and target sentence was pre-processed. En-
glish text was tokenized and pos-tagged using the Freeling tool [31], and Arabic text was
tokenized and pos-tagged using theMADA+TOKANtool [32]. Additionally, long sentences
(longer than 160 words) were removed. Word Alignment was performed using MGIZA++
[33]. Finally, standard training was performed on the training data, which included: align-
ment extraction, phrase extraction and MERT. Three systemswere trained: The first system
is based on the standard phrase-based models. It was trainedusing Moses toolkit [4] follow-
ing the standard features: a phrased-based model that includes both direct and inverse phrase
translation probabilities and both direct and inverse lexical weights, a language model, a
distance-based reordering model, a word penalty, and a lexicalized reordering model. The
second system is based on the hierarchical phrase-based models. It was trained using the
Jane toolkit [5] following the hierarchical phrase extraction, optimization of log-linear fea-
ture weights, and parsing-based search algorithms. The third system is on the N-gram phrase-
based models. It was trained using the Ncode toolkit [34] following the multiple N-gram
language models estimated over bilingual units, source words and target words, lexicalized
reordering, and several tuple models.

All these systems were trained using the standard features as mentioned in the user manual
of each machine translation toolkit. In the case of the language model, we used a 5-gram
model trained with SRI Language Modeling Toolkit (SRILM) [35], which was smoothed by
linear interpolated estimates with absolute modified Kneser-Ney discounting.

5.5.3 Results

As mentioned above, our experiments were carried out on the LDC data provided for the
NIST OpenHaRT’13 evaluation. In particular, we used theHART13 EVALset for testing
purposes. Below we explore our results for text recognitionin Sec. 5.5.3, for text translation
in Sec. 5.5.3, and for image translation in Sec. 5.5.3. For the recognition system, results
are shown in terms of Word Error Rate (WER%) which estimates the percentage of mis-
recognized words. For the translation system, results are shown in terms of BLEU score [13],
which is an algorithm to evaluate the quality of the translation text. In the case of WER: the
lower percentage the evaluation reports, the better text recognition we get. However, in the
case of BLEU: The higher score the algorithm reports, the better translation we get.

Text Recognition Results

For the handwritten text recognition task, Table 5.2 shows the WER% for the evaluation of
two systems: The first one, which was presented for the NIST 2013 evaluation, is based on
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generative Bernoulli HMMs [36]. The second one is based on the discriminative Bernoulli
HMMs, which is described briefly in Section 5.3 and with more details in [22]. The WER%
for the two training conditions (constrained and unconstrained conditions) is shown. The
only difference between them is that for the unconstrained training condition, we used a
much bigger language model created with the help of the previously mentioned two corpus:
MultiUN [26] andTED [27].

Table 5.2: Text recognition systems together with their Word Error Rate (WER%) for the con-
strained (Const) and Unconstrained (UnConst) data (2013= ”system due NIST’13”; 2014=
”this work”)

System Disc. Year WER [%]

Const UnConst

Generative 2013 29.2 28.3

Discriminative 2014 27.7 22.8

As shown in Table 5.2, the results of the discriminative-based (2014) system outperforms
those of the generative-based (2010) system for both training conditions. It is worth noting
that our best results in similar task in the NIST OpenHaRT’10evaluation [8] was ranked first
with 47.45 of %WER for lines segmentation condition and constrained training condition.
The reader can refer to the NIST report for more results aboutthe NIST OpenHaRT’10 [8]
and NIST OpenHaRT’13 [9] competitions.

The evaluation of this task was performed by using exactly the same tool that was pub-
lished by NIST (OpenHaRT Piplinea) in its version number1.1.2.

Text Translation Results

For the text translation task, Table 5.3 shows the BLEU scorefor five systems followed
the constrained (Const) and unconstrained (UnConst) training conditions: The first system,
Moses (2013), which is based on the standard phrase-based models, was ranked first in the
NIST OpenHaRT’13 evaluation. The next three systems presented in this work (2014) are
based on three different models: the standard phrase-basedmodels (Moses), the hierarchical
phrase-based models (Jane), and the N-gram phrase-based models (Ncode). The last system,
ROVER, is the combination between the three mentioned models. It is important to mention
that the results in this section and next section are not compared somehow to the results of the
NIST OpenHaRT evaluation. This is due the calculation of theBLEU score on the tokenized
and lowercased version of the testing corpus unlike the NISTOpenHaRT evaluations.

aftp://jaguar.ncsl.nist.gov/openhart/resources/openhart-1.1.2-20130524-1526.tgz
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Table 5.3: Text translation systems together with their BLEU score for the constrained
(Const) and Unconstrained (UnConst) data (2013= ”system due NIST’13”; 2014= ”this
work”)

System Year BLEU [%]

Const UnConst

Moses 2013 21.9 24.1

Moses 2014 25.1 28.1

Jane 2014 24.6 26.7

Ncode 2014 25.0 28.1

ROVER 2014 25.6 28.6

As shown in Table 5.3, the use of standard and N-gram phrase-based models showed
better performance over hierarchical phrase-based models. In particular, the results for both
Moses (25.1) and Ncode (25.0), which are pretty similar in the constrained training condition,
outperform the results of Jane (24.6). In a similar way they showed better results for the
unconstrained training condition. On the other hand, the combined system, ROVER, showed
even better performance than Jane and Ncode.

Image Translation Results

For the image translation task, Table 5.4 shows the BLEU score for translating the recognized
text for seven systems followed the constrained (Const) andunconstrained (UnConst) train-
ing conditions: The first three rows show the results of our systems submitted to the NIST
OpenHaRT’13 evaluation for the three approaches mentionedin section 5.2. More precisely,
the third approach was ranked first in the NIST OpenHaRT’13 evaluation. This set of systems
were trained using generative BHMMs to perform the recognition and standard phrase-based
models to perform the translation. On the contrary, the nextfour systems presented in this
work (2014), which are based on the first approach as mentioned in Section 5.2 due to its
better performance over the second approach, were trained using discriminative BHMMs to
perform the recognition. For text translation, each systemis based on one of the state-of-the-
art models mentioned previously in Section 5.4: The standard phrase-based models (Moses),
the hierarchical phrase-based models (Jane), the N-gram phrase-based models (Ncode), and
finally a combined system between three mentioned models (ROVER).

As shown in Table 5.4, the use of standard phrase-based models showed better perfor-
mance over the N-gram and hierarchical phrase-based models. In particular, the results using
Moses (17.9) outperform the results using both Jane (17.3) and Ncode (17.4), which are pretty
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Table 5.4: Image translation systems together with their BLEU score for the constrained
(Const) and Unconstrained(UnConst) data (2013=”system due NIST’13”; 2014=”this work”)

System Year BLEU [%]

Const UnConst

1st approach 2013 17.0 −

2nd approach 2013 16.5 −

3rd approach 2013 17.5 −

Moses 2014 17.9 21.0

Jane 2014 17.3 19.7

Ncode 2014 17.4 20.0

ROVER 2014 18.3 21.2

similar in the constrained training condition. In a similarway Moses showed better results
for the unconstrained training condition. In addition, as in text translation task (Sec. 5.4), the
combination system, ROVER, showed a slight improvement than each system apart in both
constrained and unconstrained conditions. In Particular,results were18.3 for the constrained
condition, and21.2 for the unconstrained task.

It is worth noting that errors in the recognition process usually remains in the translation,
and they might trigger some additional errors. For example,we can notice some improvement
of BLEU in the system presented in this work (2014), in particular for Moses, over the system
presented in 2013. Indeed, this gain is explained for the improvement of the handwriting
recognition system.

From Tables 5.3 and 5.4, it is worth noting that the usage of anadditional small set of data
(around20K) significantly improved the translation accuracy. More precisely, the Uncon-
strained data-based systems significantly outperforms theConstrained data-based systems.
Here, we remind the reader that this additional data was selected according to the infrequent
N-gram score [29], in order to gather a specific training set that relates to the source test sen-
tences. The selection technique was applied differently inthe text translation system than in
the image translation system. In Particular, models for text translation system were trained
by selecting data using the original source test sentences.However, for the image translation
system, since source sentences are missing, models were trained by selecting data using the
recognized source sentences.
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5.5.4 Arabic Image Translation Example

In this section we visually inspect the process of recognition and translation of real exam-
ples. This process is shown in Table 5.5 using two Arabic image sentences taken from NIST
OpenHaRT corpus. The rows “Image” and “Ref” show the original Arabic image sentence
and its reference respectively. The “Reco” row demonstrates the recognition result of our
discriminative BHMMs based system. On the other hand, each of the next rows show the
translation results of the recognized text. The “Moses” rowshows the output of the transla-
tion process using the standard phrase-based model. The “Ncode” row shows the output of
the translation process using the N-gram phrase-based model. The “Jane” row shows the out-
put of the translation process using the hierarchical phrase-based model. The “Comb” row
shows the translation output using the combination of the three above mentioned systems.
The “Google” row shows the translation using Google engine.The final row “Ref” shows the
translation reference.

Table 5.5: Recognition and translation of two real examplestaken from OpenHaRT database
following the unconstrained conditions

Image:

Reco: ? ú
ÍAm
Ì'@ ÐAªË @ �éK
Aî 	E ÈñÊg 	á« �éJ
»Q�
ÓB@ �H@ñ�®Ë @ © 	�ð 	àñºJ
� @ 	XAÓ 	àB@ é� 	®	K 	�Q 	®K
 ø


	YË @ È ðA���Ë @
Ref: ? ú
ÍAm

Ì'@ ÐAªË @ �éK
Aî 	E ÈñÊg Y	J« �éJ
»Q�
Ó

B@ �H@ñ�®Ë @ © 	�ð 	àñºJ
� @ 	XAÓ 	à

�
B@ é� 	®	K 	�Q 	®K
 ø


	YË @ È ðA���Ë @
Moses: the question that imposes itself now , what would be the status of the american forces by the end of the current year ?

Ncode: the question that imposes itself now what will be the status of the american forces by the end of this year ?
Jane: the same question now , what will be the status of the american forces on by the end of the current year ?
Comb: the question that imposes itself now , what will be the statusof the american forces by the end of the current year ?

Google: question that arises now is what will be the status ofu.s. forces from the end of the year?
Ref: the compelling question now is what will the status of the american forces be at the end of this year ?

Image:

Reco: . ú
æ�AJ
� Zñm.Ì úÎ« Èñ�jÊË éJ
ª� B PñÓ

@ ð


@ Qº 	̄ �ñËAK. Bð ñ�Ó 	à


@ B@

Ref: . ú
æ�AJ
� Zñm.Ì ú
Î« Èñ�jÊË ù
 ª��
 B Pñ 	K

@ 	à


@ Q» 	X H. 	QmÌ'AK. Bð ñ�Ó 	à


@ B@

Moses: however , an official palouš think or other things do not sought to obtain a political asylum .
Ncode: however , an official thinking or other things are not seeking to obtain political asylum .
Jane: except that an official palouš a certain view or other things do not his efforts to obtain sought political asylum .
Comb: however , an official palous think or other things do notsought to obtain a political asylum .
Google: however, the responsible Palos thought or things donot quest for political asylum.
Ref: however , a party official mentioned that anwar did not seek to obtain political asylum .

In the upper part of Table 5.5, we show an example in which bothrecognition and trans-
lation processes worked very well. In particular, in the recognized text the diacritics in the
words 	à

�
B@ and �éJ
»Q�
Ó


B@ are missing. However, these errors did not change their meaning. In
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fact, these diacritics are also missing in the original input image. Regarding the translation
process, the results make sense in all cases. It is true that neither of the translation outputs are
identical to the reference, but the differences are noticedin the use of different word meaning
such as using “current” instead of “this” or using “questionthat imposes itself” instead of
“compelling question”. We believe that the closest translation to the reference is the output
of the combined system in row “Comb”.

On the other hand, in the bottom part of Table 5.5, we show another example where both
processes introduce errors. Moreover, we can notice that the mistakes in the recognition
process trigger errors in the translation process. This is shown in words such as:H. 	QmÌ'AK., Q» 	X,
	à

@, Pñ 	K


@, andù
 ª��
. The translation of these wrong recognized words has generated a totally

different meaning which lead to reduce the BLEU score in translation. Again, the closest
translation to the reference might be the output of the combined system in row “Comb”.

5.6 Conclusion

An image translation system has been described and tested onthe LDC data provided for
NIST OpenHaRT’13 evaluation (HART13 EVALset). This system is built from the concate-
nation of two systems: a handwriting recognition system anda machine translation system.
For the recognition part, Windowed Bernoulli HMMs with repositioning have been tested
using generative and discriminative training. In previouswork, generative-based system has
proven to work very well with Arabic handwriting recognition. Specifically, this system was
ranked first at the NIST OpenHaRT’10 evaluation with line segmentation condition. Follow-
ing evaluation criteria similar to those of the NIST OpenHaRT evaluation, our results were
improved by the use of discriminative training. For the translation part, we studied the effect
of three state-of-the-art models: the standard phrase-based models, the hierarchical phrase-
based models, and the N-gram phrase-based models. These models were combined using the
Recognizer Output Voting Error Reduction (ROVER). For the image translation part, three
different approaches were discussed so as to perform the concatenation between a recognition
system and a machine translation system.

According to our experiments, a translation system trainedusing the original source test
sentences (first approach) showed better results than a translation system trained using the
recognized source sentences (second approach). Furthermore, previous approaches were
clearly improved by approximating the search space using N-Best list (third approach). How-
ever, this last approach is not a practical solution to the image translation case. Therefore,
our results in this work were performed by using the first approach.

The best Word Error Rate (WER%),22.8, for Arabic handwriting recognition was ob-
tained using discriminative Bernoulli training. For Arabic text translation, best results in
BLEU score,28.6, was obtained using ROVER. In a similar way, the use of ROVER tech-
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nique has also obtained the best results, BLEU21.2, for Arabic image translation. Results in
this thesis are comparatively much better than those of bothNIST OpenHaRT 2010 and 2013
evaluations, where a system based on phrase-based models only was ranked first in both text
translation and image translation tasks.
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6.1 Summary

The main goal of this thesis was to develop an Arabic image translation system based on
the combination of an Arabic Handwritten Text Recognition (HTR) system and an Arabic to
English Machine Translation system (MT). More precisely, this system has been proposed
in conjunction as one system, that takes an image containingArabic text and produces the
translation of the recognized text into English, and in separation as two different systems. In
addition to the HTR system, a system for printed Arabic text was introduced and extensively
tested.

In chapter 3 the HTR system was introduced and evaluated on two different Arabic hand-
written text corpora: IfN/ENIT database and the OpenHaRT 2010 database. This system
is based on Bernoulli Hidden Markov Models (BHMMs). Experiments were carried out by
applying a basic approach, in which narrow, one-column slices of binary pixels are fed into
BHMMs. This approach was improved by the use of a sliding window of adequate width to
better capture image context at each horizontal position ofthe word image. In addition to the
window approach, three methods of window repositioning were considered after window ex-
traction so as to help our BHMM-based recognizer in dealing with vertical image distortions.

Through the experiments, we have carefully studied the effects of the window width,
fixed and variable number of states, and repositioning. As expected, the best results have
been obtained with an adequate adjustment of the window width, number of states, number
of mixture components and the vertical window repositioning. A WER of 6.1% has been
achieved on the standard abcd-e partition of IfN/ENIT database. A system based on these
techniques ranked first at the ICFHR 2010 Arabic handwritingrecognition competition on
IfN/ENIT. Also, following the same approach, a WER of47.5% has been achieved on the
OpenHaRT’10 database following the line segmentation condition. The system presented
to this evaluation ranked first in the line segmentation condition and second in the word
segmentation condition.

In chapter 4, the Arabic printed recognition system was described. Following a procedure
similar to the one describe in chapter 3, the effects of the window width, fixed and variable
number of states, and repositioning were tested on the Arabic Printed Text Image (APTI)
database.

As expected, the use of sliding window and vertical repositioning proved again their abil-
ity to deal with text distortions, not only in Arabic handwritten text, but also in Arabic printed
text. More precisely, A system based on the sliding window approach, though with no repo-
sitioning, ranked first at the ICDAR 2011 Arabic recognitioncompetition for printed Arabic
text on the APTI database. Furthermore, a system based on thevertical repositioning ap-
proach ranked second at the ICDAR 2013 Arabic recognition competition for printed Arabic
text on the APTI database. Additionally, we also carried outexperiments using the neural
networks technology with vertical repositioning approach, which led us to state-of-the-art
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results in Arabic printed text
Finally, in chapter 5, an Arabic machine translation and image translation systems were

proposed. For machine translation, the system was based on the combination of three state-
of-the-art statistical models: the standard phrase-basedmodels, the hierarchical phrase-based
models, and the N-gram phrase based models. This combination was performed using the
Recognizer Output Voting Error Reduction (ROVER) system. For Arabic image translation,
three methods of combining an HTR system and an MT system wereproposed. For the HTR
system, the best approach based on vertical window repositioning was used (Chapter 3). For
the MT system, we used the combination of the three previously mentioned state-of-the-art
models.

Experiments in this chapter were carried out on the NIST OpenHaRT 2013 database. The
best Word Error Rate (WER%) obtained for Arabic handwritingrecognition was22.8. For
Arabic text translation, the best results obtained in BLEU score was28.6. For Arabic image
translation, the best results obtained in BLEU score was21.2.

In summary, the main contributions of this thesis are the following:

• Bernoulli Hidden Markov Models (BHMMs) have been proposed for Arabic handwrit-
ten text recognition system. This system was extensively evaluated on two different
corpora for Arabic handwritten text: IfN/ENIT and OpenHaRT2010.

• BHMMs have been also proposed for Arabic printed text recognition system. Experi-
ments were carried out on the APTI database for Arabic printed text.

• A Machine Translation (MT) system has been developed for Arabic text. This system
is based on the combination of three state-of-the-art models.

• An Arabic image translation system was proposed to produce English translations from
images containing Arabic text. This system has taken into account the best HTR sys-
tem and the best MT system. Three methods were proposed for the combining both
systems.

6.2 Scientific Publications

A major part of this thesis has been recognized in international competitions and articles in
workshops, conferences and journals. In this section, we point out these contributions to the
scientific community.

As mentioned previously, chapter 3 was dedicated to the Arabic handwritten text recog-
nition system. Below we list the contributions related to this chapter. These contributions are
sorted by year of publication.

We begin with the basic BHMMs and it’s first application on theIfN/ENIT database:
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• I. Khoury , A. Giménez, and A. Juan. Arabic Handwritten Word Recognition Using
Bernoulli Mixture HMMs. In Proc. of the 3rd Palestinian Int.Conf. on Computer and
Information Technology (PICCIT 2010), Hebron (Palestine), Mar. 2010.

This approach has been improved by using a sliding window of adequate width to better
capture the image context.

• A. Giménez,I. Khoury , and A. Juan. Windowed Bernoulli Mixture HMMs for Arabic
Handwritten Word Recognition. In Proceedings of the 12th International Conference
on Frontiers in Handwriting Recognition (ICFHR), pages 533–538, Kolkata (India),
November 2010. IEEE Computer Society.

Then, we continued by participating in the first edition of NIST OpenHaRT 2010 evalu-
ation [1] using our windowed BHMMs approach. Our system ranked first in the HTR task
following the line segmentation condition, and second following the word segmentation con-
dition. Also, we participated in the ICFHR 2010 competition[2] using the vertical reposi-
tioning techniques. In this competition our system ranked first.

To sum up all our work about BHMMs and IfN/ENIT, in 2012 we participated in publish-
ing one chapter in the following book.

• I. Khoury , A. Giménez, and A. Juan. Arabic Handwriting Recognition Using Bernoulli
HMMs. In Volker Märgner and Haikal El Abed, Guide to OCR for Arabic Scripts,
pages 255–272. Springer London, 2012. ISBN 978-1- 4471-4071-9.

In addition to those publications, also some work about Arabic HTR was done in collab-
oration with Adrià Giménez:

• A. Giménez,I. Khoury , J. Andrés-Ferrer, and A. Juan. Handwriting Word Recogni-
tion Using Windowed Bernoulli HMMs. Pattern Recognition Letters, 35(0): 149-156,
2012. ISSN 0167-8655. doi: 10.1016/j.patrec.2012.09.002.

Chapter 4 was dedicated to Arabic printed recognition system. Below a list of all publi-
cations related to this chapter is provided. As mentioned inthis chapter, all experiments of
chapter 3 on Arabic Handwritten text was extended to Arabic printed text. In the first article,
only preliminary experiments were proposed. In the second article, we introduced the use of
repositioning techniques with the state-of-the-art models based on neural networks.

• I. Khoury , A. Giménez, A. Juan, and J. Andrés-Ferrer. Arabic Printed Word Recog-
nition Using Windowed Bernoulli HMMs. In 17th International Conference on Image,
Analysis and Processing (ICIAP 2013), pages 330–339, Naples (Italy), Sep 2013.

• I. Khoury , A. Giménez, A. Juan, and J. Andrés-Ferrer. Window repositioning for
printed Arabic recognition. Pattern Recognition Letters,51(0):86 – 93, 2015. ISSN
0167-8655. doi: 10.1016/j.patrec.2014.08.009.

109



Chapter 6. Conclusions

A system based on repositioning was submitted to two different Arabic printed text com-
petitions at ICDAR 2011 and 2013. In ICDAR 2011 our system ranked first, while in ICDAR
2013 our system ranked second with only a marginal distance from the winner. However,
in the PRL article mentioned previously, we managed to achieve state-of-the-arts results by
using our repositioning approach and neural networks-based techniques. The results of both
competitions can be observed in [3] and [4].

Chapter 5 was dedicated to Arabic-English machine translation and Arabic image trans-
lation systems. In this chapter, we proposed to combine our best HTR system based on repo-
sitioning techniques and a combination of three state-of-the-art machine translation models.
This system obtained competitive results, which was submitted to the PAAA journal on Oc-
tober 2014:

• I. Khoury , A. Giménez, J. Andrés, and A. Juan. Image Translation System for Arabic
Handwritten Text. Pattern Analysis and Applications (PAAA). (submitted)

In addition, the resulted system was published as a system description through our partic-
ipation in the second edition of the NIST OpenHaRT 2013 evaluation [5]:

• I. Khoury , A. Giménez, J. Andrés, A. Juan, and J. Andreu Sánchez. The UPV Hand-
writing Recognition and Translation System for OpenHaRT 2013. Proc. of the NIST
2013 Open Handwriting and Recognition Workshop, 2013.
URL: www.nist.gov/itl/iad/mig/upload/OpenHaRT2013_SysDesc_UPV.pdf.

Finally, during the making of this thesis I have collaborated in several publications, most
of them were not directly related to the topic of this thesis.On of these articles is listed below:

• A. H. Toselli, N. Serrano, A. Giménez,I. Khoury , A. Juan, and E. Vidal. Lan-
guage technology for handwritten text recognition. In Doroteo Torre Toledano, Al-
fonso Ortega Giménez, António Teixeira, Joaquín González Rodríguez, Luis Hernán-
dez Gómez, Rubén San Segundo Hernández, and Daniel Ramos Castro, editors, Ad-
vances in Speech and Language Technologies for Iberian Languages, volume 328 of
Communications in Computer and Information Science, pages178–186. Springer
Berlin Heidelberg, 2012. ISBN 978-3-642-35291-1. doi: 10.1007/978-3-642-35292-
8_19.
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