
Universitat Politècnica de València
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Abstract

Social circles arised out of a need to organize the contacts in personal networks, within

the current social networking services. The automatic detection of these social circles

still remains an understudied problem, and is currently attracting a growing interest

in the research community. This task is related to the classical problem of community

detection in networks, albeit it presents some peculiarities, like overlap and hierarchical

inclusion of circles. The usual community detection techniques cease to be the most

appropiate, due to these characteristics. Prediction is performed from two data sources:

the network graph and node attributes corresponding to users’ profile features. In this

thesis, new approaches to this task are discussed and the results obtained from a thor-

ough experimentation are presented. We provide a review of the state of the art in

the fields of community detection in graphs, community detection in social networks

and social circles detection. We describe the datasets employed in our experiments,

both retrieved from Facebook, and we design a variety of feature representations, both

from the structural network information and the users’ profile information. We define

and comment the prediction techniques in which our work is based: multi-assignment

clustering, restricted Boltzmann machines and k-means. We describe some evaluation

measures that have been proposed for social circles detection, and provide a critical com-

mentary of some of them, as they present some flaws which lead to degenerate optimal

performance. The core of this work is the presentation of the experiments that we have

designed, along with the obtained results. There are two blocks of experiments, depend-

ing on the prediction technique employed: the first block considers multi-assignment

clustering, a clustering method allowing for the inclusion of an element into several

different clusters; whereas the second block considers a two-step method in which the

data samples are mapped by restricted Boltzmann machines before feeding a k-means

algorithm. We provide a discussion of the results, which have been satisfactory and have

led to the publication of two articles, while a third one is awaiting revision. Our work

opens the door to several lines of future work.
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Chapter 1

Introduction

The study of social networks, understood as networks depicting social interactions among

people, is a topic spanning decades of research history [1]. Recently, new information

and communication technologies have opened novel ways of interacting. The most sig-

nificant change of paradigm with regard to human relations has been the appearance

of social networking services like Facebook, Google+ or Twitter. This has provoked

a revitalization of social network analysis, with lots of new problems and challenges

emerging.

Social circles detection is one of the tasks born out of the appearance of these tech-

nologies. Social circles are a tool already implemented in the major social networking

services, whether called by circles, lists or other names. It is an aid to organise the

contacts in personal networks that has proved to be fairly useful. However, circle la-

belling is still mostly done manually, which can become a tedious task. This results in

an incomplete labelling of many personal networks. In this context, the problem of the

automatic detection of social circles arises and attracts a growing interest. In addition,

applications within sociology or other disciplines could be developed, as well.

A social network can be assimilated to a graph and, therefore, the problem of social

circles detection constitutes a particular case of community detection in graphs, for

which a wide variety of methods have been developed [2, 3]. In the following sections,

I am going to review the state of the art in the field of community detection, and the

particular case of community detection in social networks. After that, I am going to

describe the general framework of the social circles detection task.

1
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1.1 Community Detection in Graphs

From an abstract point of view, a network is equivalent to a graph, defined by a set

of nodes connected by edges. Nevertheless, the concept of network has additional con-

notations. Networks can represent real structures such as social networks, biological

networks (neural synaptic networks, metabolical networks), technological networks (the

Internet, the World Wide Web), logistic networks (distribution networks), etc. There is

no well-accepted formal definition of community in a general network. However, there

is a consensus on the fact that it consists of a group of nodes that are more densely

connected to each other than to the nodes outside. A more concrete definition usually

depends on the specific study or system, and sometimes even an algorithmic definition

is assumed, in other words, a community is defined as the output of a particular algo-

rithm. The relation of membership in a community usually has an extra meaning, and

the vertices pertaining to a community will probably share common properties or play

similar roles within the graph.

Community detection is the task of automated identification of the communities of a

given network. A considerable number of methods have been developed to solve this

problem [2, 3], normally based on graph clustering algorithms. The classical graph

clustering methods are classified in four families:

• Graph partitioning: These algorithms divide the vertices of the graph into a fixed

number of groups of a predetermined size, minimizing the number of edges lying be-

tween different groups. Some examples of graph partitioning are the Kerninghan-

Lin algorithm [4] and the method defined in [5].

• Hierarchical clustering [6]: These techniques are adequate when a hierarchical

structure underlies the graph, with small clusters falling recursively within larger

clusters.

• Partitional clustering: These methods provide a separation of the graph nodes into

a fixed number of clusters, by optimizing a cost function based on a predefined

distance between points. The most popular partitional technique is the well-known

k-means algorithm [7, 8].
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• Spectral clustering [9]: These algorithms are based on the spectrum of matrices.

First, a matrix of similarity between nodes is calculated. Then, the eigenvectors

of that matrix are employed to calculate the clusters.

Divisive algorithms constitute another important family of community detection algo-

rithms. Their methodology consists in the removal of the edges that connect nodes of

different communities, also called local bridges. The most famous divisive algorithm

is the Girvan and Newman algorithm [10, 11]. It is based on a modularity measure,

introduced as a stopping criterion. Having a particular division of a network into k

communities, let E be a k × k symmetric matrix whose element Eij is the fraction of

all edges in the network that link vertices in community i to vertices in community j.

Then, the modularity measure Q is defined by:

Q =
∑
i

Eii −

∑
j

Eij

2 (1.1)

Higher values of the modularity measure indicate good partitions, and therefore mod-

ularity has become the most used and best known quality function. As a consequence,

modularity optimization would produce a satisfactory solution to the problem. Unfor-

tunately, modularity optimization is an NP-complete problem [12], although there are

several algorithms able to find fairly good approximations of the modularity maximum

in a reasonable time [13, 14].

For the moment, no mentioned prediction technique is able to detect overlapping com-

munities. However, in real networks, this is a common phenomenon, nodes often belong

to several different communities. The most popular technique to detect overlapping

communities is the clique percolation method [15]. Given a graph, a k-clique is defined

as a complete subgraph of size k. Clique percolation consists in the identification of

k-clique communities, defined as the union of all k-cliques that can be reached from

each other through a series of adjacent k-cliques.

The clique percolation algorithm is based on first locating all cliques of the network,

in a decreasing order of their size, and then identifying the communities by carrying

out a standard component analysis of the clique-clique overlap matrix [16]. Despite

its good performance, this technique remains a hard computational problem, as new
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and improved implementations still scale worse than some other overlapping community

finding algorithms. There are several recent alternatives that detect overlapping clusters.

These methods include Multi-Assignment Clustering [17, 18].

1.2 Community Detection in Social Networks

Social networks provide extra sources of information that may be used for clustering,

apart from just the network graph structure. Some of this additional information can be

modelled as node attributes, for example the data present in the users’ profiles found in

any social networking service. The content of publications or interactions among users

can feed the clustering algorithms, as well.

Several clustering methods have been developed specifically for social networks, based

on different sources of information. Some of them consider only the network structure

[3]. Others are just based on the semantic content of social interactions [19]. A third

group of methods combines the structure with node attributes [20, 21]. Finally, some

algorithms are based on the combination of the network structure and the content of

social interactions [22–24].

1.3 Social Circles Detection

Social circles detection is a particular case of community detection in social networks.

Normally, the network structure and node attributes, particularly users’ profile features,

are used as data sources for the clustering.

Within a social network, an ego network or egonet is defined as the subgraph of the

contacts of a particular user (called the ego). Thus, it includes all the contacts of the

ego (named the alters) and the contact relationship between every pair of them. Then,

the social circles of an ego can be considered as clusters of the egonet. Social circles

may overlap (share nodes), for example university friends who were high school friends

as well; and they may also present hierarchical inclusion (the nodes of a circle totally

included into another), for example university friends into a generic friends category. A

graphical depiction of a simple egonet, presenting these phenomena, is shown in Figure

1.1.
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Figure 1.1: Graphical depiction of a simple egonet and its social circles. Note that it
presents both overlap and hierarchical inclusion of circles.

Some current, successful work in social circles detection involves a generative model that

considers circle memberships and a circle-specific profile similarity metric [20, 21], which

are modelled as parameters to be learnt. This metric encodes what dimensions of profile

similarity cause the circles to form. Other approaches are also being considered, such as

the use of Multi-Assignment Clustering (MAC) [17, 18] for circle prediction. In [20, 21],

some tests are performed with this idea, but using only the node attributes, discarding

thus the information from the graph structure.
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Feature Construction

2.1 Datasets

We have used two datasets for the experiments presented in this thesis. They are differ-

ent but similar, as they contain the same kind of information. Both sets are composed of

data retrieved from Facebook. The contact (friendship) relationship within this partic-

ular social networking service is symmetric, which makes the underlying network graph

undirected. The datasets contain information of several egonets, both from the network

structure and the users’ profiles. The structural network information consists of the

adjacency within the egonets graphs. It is complete, meaning that every connection

between two alters is specified. The users’ profile information, within every egonet, is

composed of up to 57 profile features for every alter, which can take discrete values from

a finite set. In contrast to the structural network information, the users’ profile infor-

mation is scarce, as some features present a non-empty value only for a minority of the

alters; redundant, as there are groups of features providing similar information (home-

town ids and hometown names, for instance); and, sometimes, irrelevant for prediction,

like first names. Within both datasets, the ground-truth circles were hand-labelled by

the egos themselves, by means of a Facebook application.

The first dataset, named Kaggle, is the one published for the Kaggle competition on

learning social circles in networks [25]. The whole published dataset is composed of 110

egonets. However, the ground-truth is available just for the so-called training subset,

composed of 60 egonets, which is the part that we use. The second dataset forms part

7
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of the Stanford Large Network Dataset Collection [26], a collection of numerous and

diverse datasets related to networks. Its name is ego-Facebook. Some basic statistics of

both datasets are shown in Table 2.1.

Kaggle ego-Facebook

Egonets 60 10

Users in smallest egonet 45 59

Users in largest egonet 670 1045

Total users 14519 4167

Connections 348131 88234

Circles 592 193

Table 2.1: Basic statistics of the datasets.

The data contained in the datasets needs some manipulation, in order to feed the predic-

tion algorithms. All the algorithms employed in our studies receive a matrix X as input.

This matrix is itself a horizontal concatenation of a matrix S, containing structural

network information; and a matrix P, containing users’ profile information: X = [S|P].

The rows of X represent the alters in the egonet and, therefore, for every alter a there is

a row vector of structural network information, Sa, and a row vector of profile features

information, Pa. Therefore, the number of rows of the matrix X is the number of alters

| a |, and the number of columns of the matrix X is the total number of features used to

represent structural and profile information of each alter. We have constructed several

different representations of both kinds of information, which are going to be presented

in the following sections.

2.2 Structural Network Information

The aim of every representation of the structural network information is to transform

graph links into the matrices S. Being | a | the number of alters in the egonet, we define

some concepts below. A graphical example of them is shown in Figure 2.1, as well.

• Friendship ranks: when there is a link between two alters, we say they are direct

friends or rank 1 friends. When two alters are not direct friends but have a
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Figure 2.1: Feature construction from the structural network information. Friendship
ranks 1 and 2 are considered.
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common direct friend, we say they are rank 2 friends. Friendship ranks of greater

levels can be further defined. In this study we consider up to rank 3 friends. There

is a column in S for every friendship rank and alter in the egonet. An element of S

is 1 if the row alter and the column alter are friends of such rank, and 0 otherwise.

We obtain in total up to 3× | a | structural features for each alter. Friendship

ranks can be seen in Figure 2.1.

• Weighting: the data is weighted depending on the friendship rank it represents.

Rank 1 friendship is left with 1, whereas rank 2 friendship is weighted to 0.5 and

rank 3 friendship is weighted to 0.25. Like in the previous case, we obtain in total

up to 3× | a | structural features for each user. An example of weighting is shown

in Figure 2.1b.

• Aggregation: for every user, the different friendship ranks are aggregated into just

one value. This is obtained by calculating the maximum weighted friendship rank.

In this case, we reduce the number of structural features to | a |. The information

presented in Figure 2.1c is aggregated.

From the concepts defined above, we consider the structural network representations

shown in Table 2.2.

Representation Definition

1 Rank 1

2 Ranks 1 and 2

3 Ranks 1, 2 and 3

2w Ranks 1 and 2, weighted

3w Ranks 1, 2 and 3, weighted

2a Ranks 1 and 2, aggregated

3a Ranks 1, 2 and 3, aggregated

Table 2.2: Representations of structural network information.
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2.3 Users’ Profile Information

Due to the problems inherent in the use of the users’ profiles as a source of information,

not every profile feature contained in the dataset can be employed for prediction. There-

fore, a subset of them is to be chosen. Being | f | the number of chosen features, and

| v | the total number of values of the chosen features that are taken by at least one alter

in the egonet, we encode the users’ profile information into the matrices P. We have

constructed the users’ profile representations described below. A graphical example of

these representations is shown in Figure 2.2.

• Explicit (e): There is a column of P for every different value of the considered

features. An element of P is 1 if the row alter takes the column value for the

respective feature, and 0 otherwise. We obtain thus in total | v | profile features

for each alter. This representation is the one shown in Figure 2.2a.

• Intersection (i): There is one column of P for every alter in the egonet and every

considered profile feature. An element of P is 1 if the sets of values of the row

alter and the column alter, for that particular feature, intersect. It is 0 otherwise.

In this case, we obtain | f | × | a | profile features for each alter. An example of

an intersection representation is presented in Figure 2.2b.

• Weighted (w): There is just one column of P for every alter in the egonet. An

element of P represents the proportion of features for which the row alter and

the column alter share at least one value. It is calculated as |s||f | , where | s | is

the number of features shared between both users. With this representation, we

reduce the number of profile features to | a |. This representation can be seen in

Figure 2.2c.
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Figure 2.2: Feature construction from the users’ profile information. 3 profile features
are considered: hometown, schools and employers.



Chapter 3

Prediction Techniques

3.1 Multi-Assignment Clustering

Multi-Assignment Clustering (MAC) [17, 18] was developed as an unsupervised learn-

ing technique, with the intention to remove the restrictions on having disjoint clusters,

inherent to every classical clustering method. The exclusive assignment of every data

object into just one cluster often results severely strict, depending on the concrete prob-

lem being modelled. Instead of only providing a partition of the dataset, the objective

of MAC is to infer the hidden structure responsible for generating the data. Within

this generative approach, multiple clusters can simultaneously generate a data item. It

presents some differences with fuzzy clustering, as well. In fuzzy clustering, an object

is partially (softly) assigned to several clusters, obtaining fractional assignments which

must sum up to 1. In contrast, given a data item, MAC provides hard assignments to

several different clusters.

MAC, which was originally developed for Boolean data, tries to provide a decomposition

of the input data matrix X into a matrix containing the clusters prototypes Z and a

matrix representing the degree to which a particular data vector belongs to the different

clusters Y. Theoretically, an exact decomposition has been formulated as the set-cover

problem [27, 28]:

X = Z⊗Y, where Xij =
∨
k

[Zik ∧ Ykj ] (3.1)

13
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It has been proven that the set-cover problem is NP-hard and the corresponding decision

problem is NP-complete [29]. This makes approximation heuristics necessary. Finding an

approximation of the matrix X, often more useful than an exact one, can be modelled as

the Lossy Compression Problem (LCP), defined in [30, 31]. However, finding the optimal

matrices Z and Y is NP-hard, as proven in [31]. The solution is to find a probabilistic

representation, which allows us to drastically simplify the optimization problem.

In [17], the authors propose a mixture model where Xij is either drawn from a signal

or a noise component. The probability of Xij under the signal model is the following,

being βkj independent random variables for the deterministic centroids Y:

p(Xij |Z, β) =

[
1−

K∏
k=1

βZik
kj

]Xij [ K∏
k=1

βZik
kj

]1−Xij

, where βkj := p(Ykj = 0) (3.2)

Alternatively, the probability of Xij under the noise model, characterised as a Bernoulli

distribution parameterized by r, is the following:

p(Xij |r) = rxij (1− r)1−xij (3.3)

All the model parameters are inferred by Deterministic Annealing (DA) [32, 33]. DA

is a gradient descent optimization method that provides a smooth transition from the

uniform distribution to a solution with minimal expected risk.

After running the algorithm, when the probabilistic decomposition of the matrix X is

available, the matrix Y is the one indicating which data objects belong to the different

clusters.

3.2 Restricted Boltzmann Machine

In this section, we are going to introduce a generative model known as Restricted Boltz-

mann Machine (RBM). Like in every generative model, its goal is to approximate the

probability density function (pdf) of the data in an unsupervised manner, i.e. without

any label information. Once the parameters of the generative model have been learned,
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the model can be used to obtain likely samples. RBMs make one of the simplest gener-

ative models, and are often used as the building block for more complex ones.

We part from the fact that it may be useful to extract data representations that capture

the probability density function p(X) of the available data. An RBM is a generative

model that deals with such a probability distribution in order to extract feature repre-

sentations that maximize the likelihood of the samples. In the context of a classification

problem, these representations can facilitate the modelling of the real discriminative

target distribution P (C|X). However, they are useful on their own, not necessarily hav-

ing to be in relation to a classification problem. Moreover, RBMs can be used as the

elementary units of more complex Deep Learning architectures.

An RBM is an energy model with two different sets of variables. The visible variables,

denoted by v, are related to the data X. On the other hand, the hidden variables,

denoted by h, are used to increase the expressiveness of the model. The RBM is char-

acterized by a function that defines a probability distribution over all possible pairs of

visible and hidden variables by assigning low energy values to high probability samples.

This relation is defined by:

p(v,h) =
1

Z
e−E(v,h) (3.4)

where the partition function Z is given by summing over all possible pairs of visible and

hidden variables, so that p(v,h) is a probability distribution.

This generative model can be implemented as a neural network with two layers. The

visible layer is the input of the network, so that each unit vi represents the i-th component

of a data sample. Figure 3.1 shows a graphical representation of an RBM.

v
0

v
1

v
2

v
3

h
0

h
1

h
2

Figure 3.1: Graphical representation of an RBM model. The green and the pink units
correspond to the hidden and the visible layers, respectively.
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Originally, RBMs were designed to work with binary visible and hidden variables. In

this case, the energy function is defined by:

ERBM (v,h) = −
∑
i∈vis

aivi −
∑
j∈hid

bjhj −
∑
i,j

vihjwij (3.5)

where vi,hj are the binary states of the visible unit i and hidden unit j, ai,bj are their

respective biases and wij is the weight that connects both units.

A nice property of the RBM models is that the hidden units are mutually independent

given the visible units and vice-versa. Therefore, the conditional distribution over the

hidden units can be factorized given the visible units:

p(hj = 1|v) = σ(bj +
∑
i

wijvi) (3.6)

where σ(x) is the transfer function. For binary units, σ(x) takes the form of the sigmoid

function (1 + e−x)
−1

. Likewise, the conditional distribution over the visible units given

the hidden units also factorizes:

p(vi = 1|h) = σ(ai +
∑
j

wijhj) (3.7)

During the training process, the parameters of the model are adjusted, so that the log-

likelihood of the training data is maximized. Let L (θ,D) be the log-likelihood of the

data defined as:

L (θ,D) =
∑
x∈D

log p (x) (3.8)

where θ are the parameters of the model and x is a sample of the training set D. It is

important to note that the log-likelihood definition does not require the samples to be

labelled, and so the training process of the RBM model is completely unsupervised. The

log-likelihood is maximized using stochastic gradient descent with a random initialization

of the model parameters. In the case of an RBM, this leads to a very simple update rule

(see [34] for details):

∆wij = ε
(
〈vihj〉data − 〈vihj〉model

)
(3.9)

where ε is a learning rate, 〈vihj〉data is the frequency of the visible unit i and hidden

unit j being jointly active when the model is driven by samples of the training set, and
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〈vihj〉model is the corresponding frequency when the model is let free to generate likely

samples (not driven by data). A simplified version of the same learning rule is also used

for the biases. The first term, 〈vihj〉data is very easy to obtain using Eq. 3.6, Eq. 3.7

and feeding the model with random training samples. However, it is much more difficult

to obtain an unbiased sample of 〈vihj〉model since the model has to be started with a

random state of the visible layer and then perform alternating Gibbs sampling for a very

long time until the model reaches equilibrium.

A much faster learning procedure called Contrastive Divergence (CD) was proposed

by [34]. This method basically uses two tricks to speed up the learning process. On the

one hand, the process is initialized by setting a training example in the visible layer. On

the other hand, CD does not wait for the sampling process to converge, i.e. samples are

obtained after only k-steps of the Gibbs sampling. In practice, k = 1 has been shown to

work well for most applications.

As we have said before, the standard RBM model uses binary units in both visible and

hidden layers with the sigmoid transfer function. However, many other types of units

can be used as well. For instance, for image data, binary units are not adequate to

represent pixel values. A solution to this problem is to replace the binary visible units

with Gaussian units. The transfer function for Gaussian units is the identity function.

Another type of units, that have recently shown some improvements are Rectified Linear

Units (ReLU) [35]. In this case, the transfer function is given by f(x) = max(0, x), where

x is the input of the neuron. The main advantage of these units is that they do not have

more parameters than an ordinary binary unit, but they are much more expressive.

For additional details about the characteristics of the RBM model and its training

procedure the reader is encouraged to check [36].

3.3 K-means

K-means [7] is the most famous and studied partitional clustering method. It divides

the dataset into k clusters by minimizing the Sum of Squared Errors (SSE) between the

samples x and their respective cluster means mc.
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SSE =
∑
c

∑
x∈Xc

‖x−mc‖2 (3.10)

K-means algorithm [37] is performed iteratively in two steps, until convergence:

1. Assignment Step: Each sample is assigned to the cluster whose mean yields the

least within-cluster sum of squares. Intuitively, due to the assimilation of SSE to

the squared Euclidean distance, this is understood as the nearest mean.

X(t)
c = {x : ‖x−m(t)

c ‖2 ≤ ‖x−m
(t)
i ‖

2,∀i = 1, . . . , k} (3.11)

2. Update Step: The new means are the centroids of the samples in the new clusters.

m(t+1)
c =

1

| X(t)
c |

∑
x∈X(t)

c

x (3.12)

The algorithm converges to a local optimum, although there is no guarantee that the

global optimum is found. Several methods exist to define the initial means, either

randomly choosing k samples and using them as means, or making a random partition

of the dataset and computing the means of the random clusters.
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Evaluation Metrics

The problem of social circles detection needs the definition of some evaluation metrics,

in order to assess the performance of the proposed algorithms. The aim of any of those

evaluation metrics E(C, C̄) is to measure the similarity between the set of predicted

circles C = {C1, . . . , CK} and the set of ground-truth circles C̄ = {C̄1, . . . , C̄K}. In this

regard, two main approaches are found in the literature. The first one is based on the

definition of a similarity score s(C, C̄) between two circles, with a further calculation of

the best alignment between C and C̄. The second is based on an edit distance between C

and C̄. In each case described below, the final evaluation measure is the average of the

evaluation measures obtained for all the egonets in the respective dataset.

Within the first approach, the similarity measures s can perfectly be well-established

similarity metrics between sets. The following have been used in the references:

• Jaccard Coefficient [38]:

J(C, C̄) =
| C ∩ C̄ |
| C ∪ C̄ |

(4.1)

• F-measure [21]:

F (C, C̄) = 2× precision(C, C̄)× recall(C, C̄)

precision(C, C̄) + recall(C, C̄)
(4.2)

being precision(C, C̄) =
| C ∩ C̄ |
| C |

, and recall(C, C̄) =
| C ∩ C̄ |
| C̄ |

19
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• Balanced Error Rate [39]:

B(C, C̄) =
1

2

(
| C \ C̄ |
| C |

+
| C̄ \ C |
| C̄ |

)
(4.3)

For this kind of metrics, the calculation of an optimal alignment between the sets of

predicted circles and ground-truth circles is required. Two of them are found in the

references. The first one is described in [40] as follows: every detected circle is matched

with its most similar ground-truth community, and the performance is computed. After

that, every ground-truth community is matched with its most similar predicted com-

munity, and the performance is computed again. The final evaluation function is the

average of the two performance measures. This results in the Best Matching evaluation

measure:

Eb(C, C̄) =
1

2|C̄|
∑
C̄i∈C̄

max
Cj∈C

s(C̄i, Cj) +
1

2|C|
∑
Cj∈C

max
C̄i∈C̄

s(C̄i, Cj) (4.4)

The average is calculated because matching only from one side leads to degenerate

optimal performance (for example, outputting all possible subsets of nodes as detected

communities would achieve perfect matching ground-truth communities to the detected

ones). However, this measure is too optimistic, several ground-truth circles can be

aligned to just one predicted circle or vice versa, without any penalization to non-aligned

predicted or ground-truth circles.

In [20, 21] the alignment is defined as an optimal correspondence via linear assignment,

found by means of the Hungarian algorithm [41], what leads to the Hungarian Matching

evaluation measure:

Eh(C, C̄) = max
f :C→C̄

1

|f |
∑

C∈dom(f)

(1− s(C, f(C)) (4.5)

This approach ensures that, unlike in the previous case, there are no cases of single-

to-multiple circles alignment. Nevertheless, the use of the Hungarian algorithm makes

the set having the smallest number of circles to have all its circles aligned, whereas the

other set will always have a number of max(|C|, |C̄|)−min(|C|, |C̄|) circles without being

aligned at no cost. Sadly, this leads to degenerate optimal performance, as having all
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possible subsets of nodes as detected communities would achieve a perfect matching.

In [20, 21], the authors state that this kind of undesirable behaviour only happens

when the number of predicted circles is greater than the number of ground-truth circles.

However, Eh presents other problems, as well. For instance, predicting only one perfect

circle would have a perfect matching as well, forgetting that the rest of ground-truth

circles remain without prediction.

The use of an edit distance as an evaluation measure for the task was introduced at

the Kaggle competition on learning social circles in networks [25]. This Edit Distance

evaluation measure, Ed(C, C̄), has four basic edit operations, all of them at cost 1:

• Adding a user to an existing circle

• Creating a circle with one user

• Removing a user from a circle

• Deleting a circle with one user

We believe that this is the most complete and accurate evaluation measure of the ones

described, as it is a global measure between sets of circles, it does not consider single-

to-multiple circles alignments and it does not lead to degenerate optimal performance.





Chapter 5

Experiments

5.1 Experiments Using Multi-Assignment Clustering

In this section, we apply the Multi-Assignment Clustering (MAC) technique to pre-

dict social circles. It has been already employed and considered as a baseline method

for this task in [20, 21], although using only the users’ profile information. The au-

thors of those works define an alternative method which outperforms all the proposed

baselines, including MAC. However, we believe that this technique still has potential

for the problem, given that the data feeding the algorithm is conveniently represented.

Thus, we include the structural network information and feed the algorithm with the

novel data representations defined in Chapter 2, with which we hope to improve the re-

sults. In addition, the evidence that MAC is a state of the art technique, having recent

and influential publications, helped us making the choice over alternative soft-clustering

strategies. Furthermore, MAC is more adequate than other methods with a very high

computational cost, like clique percolation. Our final aim is to compare our results to

the ones provided by the technique defined in [20, 21]. The experiments that we have

conducted using MAC have led to a publication [42], while another article has been

submitted to a conference and is awaiting revision.

5.1.1 First Set of Experiments

The first experiments that we have conducted are designed to discover which data rep-

resentations are best suited for the task, and whether the combination of structural

23
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network and users’ profile information provides an improvement of the results over each

of the sources separately. For these experiments, we have used the Kaggle dataset and

the Edit Distance evaluation measure (Ed), as we believe it is the most complete. In

addition, we do not incorporate a prediction technique for the number of social circles

within the egonet, leaving the focus of the study on the data representations.

For the structural network information, we use all the representations appearing in Table

2.2. With respect to the users’ profile information, due to the problems that it presents,

we have selected the 3 most informative features, which are: hometown, schools and

employers. We consider the representations defined in Section 2.3, as well. Note that,

unlike the original MAC, we allow the input to be real data in [0, 1]n as a way to model

a hierarchy of link levels in the case of structural information, or an aggregation of

the number of feature values shared by two users profiles in the case of users’ profile

information.

The degree of a given user is defined as the number of different circles which it belongs

to. MAC takes as a parameter the range of possible degrees of the alters in an egonet.

In all our experiments, the minimum degree is set to 0 and we try several values for the

maximum degree, up to 3. In this regard, we do not include any prediction technique for

the number of circles within the egonets, using the number of circles of the ground-truth

instead.

We compare our results to several different baselines:

• MAC only structure. Using only structural network information. The 1 represen-

tation defined in Section 2.2 is employed.

• MAC only profile. Using only users’ profile information. The explicit (e) repre-

sentation defined in Section 2.3 is employed.

• Empty circles. It consists in defining an empty set of circles, C = ∅, and relies

on the fact that the Ed evaluation measure heavily penalizes the misclassification

of users into circles. Thus, defining no circle at all performs better than other

possible simple baselines like connected components or classifying all the alters

into just one circle.

• Clique percolation. We have considered a very high-performing baseline by using

a 5-clique percolation algorithm. However, this cannot be done for every egonet
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due to its exponential computational complexity. Therefore, we replace the clique

percolation predictions by empty circles in those cases.

As the Kaggle dataset was borrowed from a competition, another interesting baseline

would have been composed of results of the participants and, particularly, of the top

ranking positions. Unfortunately, there are no publicly available rankings for the labelled

subset employed in this thesis. Thus, there is no possibility to make this comparison.

Baseline Ed

MAC only structure 311.32

MAC only profile 337.85

Empty circles 285.02

Clique percolation 255.83

Data representation Ed

Structural Profile deg. 1 deg. 2 deg. 3

2w e 282.70 280.05 280.45

2w i 267.20 272.67 265.45

2w w 283.35 282.58 282.00

3w e 285.10 284.22 284.70

3w i 275.33 275.07 275.30

3w w 283.23 284.42 284.58

2a e 263.28 260.32 259.50

2a i 273.88 280.67 278.23

2a w 262.08 262.52 260.42

3a e 280.07 279.50 278.38

3a i 282.67 283.33 288.38

3a w 277.23 275.70 275.97

Table 5.1: Baselines and results of the first set of experiments conducted using Multi-
Assignment Clustering. The best performing of the structural network and users’ profile
representations defined in Chapter 2 are shown. The evaluation measure is the Edit

Distance Ed defined in Chapter 4.

The values of Ed obtained by the baselines and our experiments are shown in Table 5.1.

Only results obtained from weighted and aggregated structural network representations

are presented, as non-weighting has always performed worse. The best results have

been produced when considering friendship of ranks 1 and 2, aggregated ; and an explicit
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representation of the profile features information, allowing MAC for a maximum degree

of 3. This representation has provided a value of Ed close to that obtained from the clique

percolation baseline. All the experiments using the structural network representation

2a have given low values of Ed, outperforming the empty circles baseline in all the cases

and most of the other representations as well. The combination of (weighted) structural

network information and profile features has always performed better than structure

or profile separately. Our best result outperforms all the baselines, excepting clique

percolation. However, computationally this is a very demanding technique, and scaling

it to bigger networks would be complicated, whereas MAC would be less problematic.

The results of these experiments have been published in [42].

5.1.2 Second Set of Experiments

The satisfactory results of the former experiments made us want to explore further the

possibilities of MAC for social circles detection. In this regard, we have designed and

conducted an additional set of experiments, with the objective of comparing our results

to the ones provided by a state of the art technique. The novelties of these experiments

are:

• Along with the Kaggle dataset, the experiments are conducted on the ego-Facebook

dataset, as well.

• We report the three evaluation metrics defined in Chapter 4: Best Matching (Eb),

Hungarian Matching (Eh) and Edit Distance (Ed). Eb and Eh need the definition

of a similarity score s between circles. In this regard, the performance of the

Jaccard coefficient, the F-measure and the balanced error rate is similar; and we

have decided to employ the F-measure.

• Only the 2a structural network representation defined in Section 2.2 has been used,

as it has obtained the best results in the former experiments.

• The same 3 profile features from the former subsection have been used. However,

we employ 3 different subsets of them: the most important feature (hometown), the

2 most important features (hometown and schools), and the 3 of them (hometown,

schools and employers). We do not consider the intersection representation i, as
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it has provided the worst results in the former experiments. We want to study how

the number of features used in prediction affects the results, and if they improve

monotonously according to this number.

• Again, we do not include any prediction technique for the number of circles within

the egonets, but, in this case, we predict in any case a fixed number of 35 circles.

We rely on MAC to leave empty the extra circles.

We compare our results again to several different baselines:

• The method employed in [20, 21]. In this regard, we cannot replicate the results

reported in those works, as we do not have the best performing parameterization.

This is the most important baseline, as our main objective is to compare our results

to the ones provided by this technique.

• Empty circles. Defined as in the previous subsection, it can be evaluated only by

the Ed evaluation measure, as there is no possible alignment between the set of

ground-truth circles C̄ and an empty set. However, it is interesting to report this

baseline, as the Ed evaluation measure heavily penalizes the misclassification of

users into circles.

• All in one circle. The last baseline is constructed by defining an only circle com-

posed by all the alters in the egonet. This baseline performs especially well when

evaluated by the Eh measure. The reason is that the greatest grountruth circle

gets aligned with the provided circle and the F-measure between them is the re-

ported result. The larger this ground-truth circle, the better the performance of

this baseline. The rest of ground-truth circles, without an aligned predicted circle,

bring no penalty to that result.

The results obtained by the baselines and our experiments are shown in Table 5.2. Our

best results have been obtained when considering the set of 3 weighted profile features

for the Kaggle dataset, and the set of 1 weighted profile feature for the ego-Facebook

dataset. Our results, evaluated by the Eb and Eh measures, have never obtained a

better performance than the baseline. However, when using the Edit Distance Ed, the

results of our method have always been the best-performing.



Chapter 5. Experiments 28

Dataset

Kaggle ego-Facebook

Baseline Eb Eh Ed Eb Eh Ed

Method in [20, 21] 0.4714 0.5739 267.23 0.3899 0.5335 502.40

Empty circles * * 285.02 * * 423.30

All in one circle 0.3771 0.5318 352.67 0.3330 0.5242 570.80

Profile features
Eb Eh Ed Eb Eh Ed

Representation Number

e

1 0.2719 0.3260 263.68 0.1652 0.2579 416.2

2 0.2871 0.3405 265.47 0.1442 0.1807 417.2

3 0.2862 0.3394 264.48 0.1631 0.2277 409.4

w

1 0.3137 0.3470 270.02 0.2576 0.3509 395.9

2 0.2985 0.3653 262.72 0.1633 0.2291 415.2

3 0.3244 0.4076 258.63 0.1954 0.2836 397.7

Table 5.2: Baselines and results of the second set of experiments using Multi-
Assignment Clustering. The users’ profile representations e and w are the ones defined

in Section 2.3. The evaluation measures Eb, Eh and Ed are defined in Chapter 4.

The datasets show an enormous difference with respect to the number of profile fea-

tures employed. The Kaggle dataset obtains better results with the greatest number

of features, whereas the ego-Facebook dataset performs best with just one feature. It

seems that the ego-Facebook dataset contains a solid structural component, while the

profile component of the Kaggle dataset is richer and provides more information. The

results of [20, 21] with Ed classify better than the empty circles baseline for the Kaggle

dataset, and are similar to the results obtained using MAC. However, they fall under

empty circles for the ego-Facebook dataset, and the distance to the MAC results is large.

This method is more accurate when the profile information is rich, whereas MAC has

a higher performance with strong structural components. A fusion of the two methods

would possibliy exploit the benefits of both.

5.2 Experiments Using Restricted Boltzmann Machines

From the first moment that we approached the social circles detection task, we were

attracted by the idea of using Restricted Boltzmann Machines (RBMs) as a prediction
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technique. In this regard, we conducted some preliminary experiments, composed of

several steps. First of all, an RBM was defined and trained, fed by the whole dataset.

After that, the data samples were introduced in the RBM, obtaining as output a new

representation of them, with a dimension equal to the desired number of circles. The

hidden units could have sigmoid or linear transfer functions. If they were sigmoid, exact

1 components were interpreted as memberships of the sample in the corresponding circle.

On the other hand, in the case of using linear transfer functions, we defined a threshold,

being interpreted the components greater than that threshold as memberships. Unfor-

tunately, the results were not competitive, but from the insights gained we decided to

change the focus and use the RBMs to map the data samples into representations of a

fixed dimensionality, instead. These experiments have led to a publication [43].

The authors of [44] have already highlighted the adequacy of RBMs as an unsupervised

data mapping technique. One of their main advantages is that, in contrast to other

approaches which only permit a reduction of dimensionality, RBMs can project the

data into spaces of higher dimensionality, as well. Our experiments rely on the use of

RBMs to map the training data samples into new representations of a fixed dimension

dim. These representations will be later supplied to a k-means clustering algorithm.

This 2-step method will finally provide the predictions of the social circles of the given

egos. A graphical representation of this system is shown in Figure 5.1. The data, as in

the experiments using MAC, are composed both of structural network information and

users’ profile information, employing the different representations defined in Chapter 2.

As a step towards this objective, we design RBMs with a visible layer (v) composed of

a number of units equal to the dimension of the data vectors, and a hidden layer (h)

composed of a number of units equal to the desired, given dimension dim. Both visible

and hidden units are binary, with a sigmoid transfer function. Once the topology of

the network is defined, the RBMs are trained for a certain number of cycles, using the

Contrastive Divergence process defined in Section 3.2. In this regard, we perform only

1 step of the Gibbs sampling (CD1). After the training process, we have an RBM that,

given a data vector of dimension | v |, provides a representation of dimension dim. So

we can obtain representations of dimension dim of the original data.

Additional experiments were conducted using a system of two stacked RBMs. In this

case, we define a first RBM with a visible layer v1 and a hidden layer h1. The dimension
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Figure 5.1: Graphical depiction of the 2-step prediction system composed of RBM
data mapping and k-means clustering.

of v1 is the dimension of the data vectors, and the dimension of h1 is equal to | h1 |=√
| v1 | ×dim, being dim the final dimension we want to achieve. After training, the

output representation of this RBM will be the visible layer v2 of the second RBM, whose

hidden layer h2 has dimension dim. Both RBMs are trained independently for the same

number of cycles. This can be interpreted as an RBM with 2 hidden layers h1 and h2.

In the framework of this study, we perform k-means on the samples. As a result, we

obtain a partition of the dataset into k clusters, which we interpret as social circles. We

must notice that this technique will classify every alter into a circle, whereas in reality

some alters are isolated and do not belong to any circle. In addition, it does not allow

for overlap or hierarchical inclusion of circles, both phenomena present in a number

of egonets. Apparently, soft-clustering strategies such as fuzzy clustering or techniques

allowing for the hard assignment of an object into different clusters are more well-suited
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for social circles detection. However, in practice, in some cases partitional or spectral

clustering approaches have provided similar or even better results [25, 45], which espe-

cially applies when the predictions are assessed by the Edit Distance evaluation measure

(Ed). Motivated by these facts, we have chosen the partitional technique k-means as the

clustering strategy. In addition, it is illustrative for our aim to check whether or not the

predictions improve when we perform the data mapping, in comparison to a clustering

over the original, unmapped data.

We have performed a battery of tests on the ego-Facebook dataset, assessed by the Edit

Distance evaluation measure Ed. All the data representations defined in Chapter 2

have been tested, using the 3 most informative profile features: hometown, schools and

employers. In addition, we have tried several values for the following parameters:

• Number of predicted circles. We do not include any prediction technique for them.

As a lower number seems to provide better results, we have tried the following

values: 2, 3, 4, 5, 6, 7, 8

• Dimension of the RBM-mapped data representations: 16, 32, 64

• Number of hidden layers of the RBMs: 1, 2

• Number of training cycles of the RBMs: 100, 500, 1000

The baselines for these experiments are described below:

• The method in [20, 21]. Again, our main aim is to compare our results to the ones

provided by this technique. In contrast to our method, this one does allow for

overlap and hierarchical inclusion of clusters; and an alter may not be included

into any circle. So, apparently, their results should be closer to the ground-truth

than the ones obtained by k-means.

• K-means on the original data. We conducted all the experiments, employing the

same data representations and parameter variation described before, but without

mapping the data by RBMs. The best performing of these tests serves us as a

second baseline. Its objective is to check whether or not RBM mapping improves

the results over just a clustering on the original data.
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The evaluation of the baselines and our experiments, in terms of Ed, is shown in Table

5.3. The results obtained using RBMs with 2 hidden layers are not better than the ones

resulting from the use of only 1 hidden layer, and so we have discarded them. Moreover,

only predictions of 5 circles, k = 5, are shown, as they have given the best performance.

The k-means only baseline is based on k = 5, as well. An example of this behaviour,

in relation to the number of circles k, is found in Figure 5.2a, where the value of Ed is

compared when considering different values for k. A similar comparison for the dimen-

sion dim is shown in Figure 5.2b, although it is not so representative of all the cases.

The structural network representation 3, the intersection users’ profile representation i,

and predictions obtained from 100 RBM training cycles are also omitted in the table,

due to their results being poorer than the ones shown.

Baseline Ed

Method in [20, 21] 502.4

Only k-means 441.2

Data representation RBM parameters

Structural Profile dim = 16 dim = 32 dim = 64

it = 500 it = 1000 it = 500 it = 1000 it = 500 it = 1000

1 None 441.6 432.6 425.2 437.8 439.6 461.2

1 e 441.0 441.4 449.0 440.2 436.6 439.0

1 w 478.6 453.6 483.4 436.8 472.0 466.8

2 None 452.2 425.8 444.8 443.0 427.4 424.2

2 e 448.6 440.8 430.8 428.8 459.6 434.6

2 w 444.4 455.4 437.4 425.0 438.4 457.2

2w None 436.2 431.4 427.4 427.8 431.0 435.8

2w e 437.4 436.8 429.4 422.2 429.0 432.4

2w w 452.2 442.4 437.4 422.0 458.4 447.8

3w None 453.2 446.6 426.2 436.6 445.6 435.4

3w e 432.0 425.2 431.0 438.2 451.0 439.0

3w w 437.4 447.6 478.4 492.6 427.8 423.4

2a None 434.8 432.0 438.6 432.4 439.8 429.6

2a e 437.2 423.8 416.2 445.0 423.6 451.2

2a w 446.2 459.4 455.2 440.0 476.4 451.4

3a None 441.2 431.6 428.8 423.2 433.2 425.6

3a e 441.2 430.8 433.6 435.6 431.0 420.4

3a w 490.0 476.0 491.4 468.2 486.0 478.8

Table 5.3: Baselines and results of the experiments using RBMs and k-means. The
best performing of the structural network and users’ profile representations defined
in Chapter 2 are shown. The evaluation measure is the Edit Distance Ed defined in

Chapter 4.
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(a) Variation of Ed in relation to the number of circles.
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(b) Variation of the Ed in relation to the new dimension
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Figure 5.2: Comparison of the performance of the method varying the number of
circles and the dimension of the new data representations. The rest of variables are set

as in the best performing experiment of Table 5.3.

Every result appearing in the table outperforms the one in [20, 21]. A selection of them

are also more accurate than the best one obtained without the preprocessing of data

by RBMs. The best result has been obtained when considering friendship of ranks 1

and 2, aggregated ; an explicit users’ profile representation (e); and mapping the original

data into representations of dimension dim = 32 by an RBM with a 500 cycles training

process.

The results of these experiments have been published in [43].





Chapter 6

Conclusions and Future Work

The Kaggle competition on learning social circles in networks [25] took place from May

to October 2014, and our participation was our first approach to the problem of social

circles detection. Our team (named PRHLT4ARO because of the collaboration between

our research group and the US Army Research Office) was not at the top positions, but

remained in the first third of the teams participating in the contest, as can be seen in

Table 6.1. However, the competition piqued our curiosity to perform a deeper study of

the problem and try to find better solutions than the ones available at the moment.

Position Team Eval. measure

1 tom denton 6637

2 Adrien 6665

3 Misha Siverski (PZAD, MSU, Russia) 6710

· · ·
61 PRHLT4ARO 7999

· · ·
201 Justin123 12921

202 yang 13305

203 wjwolf 25341

Table 6.1: Ranking of the Kaggle competition on learning social circles in networks.
The evaluation measure is based on an edit distance, such as the measure Ed defined

in Chapter 4.

One of the first insights that we gained is that social circles detection is a fairly recent

topic, not extensively studied. Some state of the art studies exist, such as the one in

35
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[20, 21], but there is still room to improve. The problem is assimilated to the older task

of community detection in networks, although it presents some peculiarities that make

other previously defined community detection procedures suboptimal. It has been later

generalized as the problem of community detection in networks with node attributes

[40]. The cited works contain the description of some successful prediction techniques,

although the evaluation measures in which they are based present some flaws, leading

in some cases to degenerate optimal performance.

We base our experiments on two divergent approaches. The first one is focused on

the use of Multi-Assignment Clustering (MAC), a method allowing for the detection of

overlap or hierarchical inclusion of clusters. It had already been tested as a prediction

technique for community detection in social networks in [20, 21]. In that work, only the

users’ profile information was used for prediction, and MAC was outperformed by the

method proposed by the authors. The results presented in this thesis show that, given

that the algorithm is fed with the information modelled in the right way, MAC can also

constitute a valid technique for predicting social circles.

The second approach that we have followed is based on the application of a classical

clustering technique on data representations mapped by Restricted Boltzmann Machines

(RBMs). We must notice that this method does not detect the overlap and hierarchical

inclusion present in social circles. However, our experiments indicate that it can out-

perform some other techniques designed to produce clusters in principle more similar

to social circles. We have chosen k-means as the clustering technique and conducted

an empirical adjustment of the parameters. The main conclusion is that performing

the clustering on the mapped data improves the results of a k-means clustering on the

original data.

We have constructed several representations for both the structural network information

and the users’ profile information, and have conducted a thorough experimentation

with the aim to understand which of these representations have a strongest predictive

power for detecting social circles. In this regard, the combination of both kinds of

information has performed better than the use of either the network structure or the

users’ profiles separately, in most cases. Thus, network structure and profile features

are complementary sources of information for this task. In addition, weighting of the

structural network information with respect to friendship levels is crucial to improve
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the results, as non-weighting has always performed worse. With respect to the number

of profile features employed for prediction, it seems dependent on the dataset. Of the

two datasets that we have considered, ego-Facebook has a greater structural component,

and the use of a smaller number of profile features performs better; whereas the Kaggle

dataset contains more informative profiles, and obtains better results with the addition

of extra profile features. Further experiments can be conducted including a greater

number of them, to check whether this tendency is preserved.

The trickiest issue within social circles detection is the design of evaluation metrics pro-

viding an adequate comparison between the set of ground-truth circles and the set of

predicted circles. In this regard, they should penalize incorrect predictions, not only the

disagreements between pairs of aligned circles, but also the extra unaligned predicted

circles and the ground-truth circles remaining without prediction. The alignments de-

fined for the Best Matching and Hungarian Matching evaluation measures defined in

Chapter 4, Eb and Eh, are very favourable and optimistic in these last cases, permit-

ting multiple alignments of one circle, allowing for prediction of extra circles at no cost,

or leaving ground-truth circles without prediction at no cost, as well. There is a wide

disparity in the results, depending on the evaluation measure employed. On the one

side, most baselines are beaten when using the Edit Distance evaluation measure Ed.

Only the first experiments using clique percolation remain better performing, by a low

margin. Nevertheless, it would be impossible to consider clique percolation for bigger

networks, due to its low scalability, in contrast to our methods. On the other side, other

state of the art techniques are more well-suited if the evaluation measures Eb and Eh

are used.

Over the course of this research, we have thought of some ideas that could inspire future

experiments related to social circles detection. They are the following:

• Use of a greater set of profile features. Due to the problems inherent to users’ pro-

file information, we decided to conduct our experiments on the 3 most informative

profile features, according to our criterion: hometown, schools and employers.

However, extra tests could be done incorporating some of the less informative fea-

tures, or using them alone. This could give better results, especially for the Kaggle

dataset, in which the users’ profiles are themselves more informative. Moreover,



Chapter 6. Conclusions and Future Work 38

new representations of this kind of information might be developed or a new dataset

including better retrieved profiles could be constructed.

• Novel representations of the network structure. Structural network information

could be enhanced, for instance, employing representations able to capture cycles.

In addition, some new features could be extracted from the network structure.

They include node centrality measures such as the eigenvector and betweenness.

• Variable dimension of mapped data representations. We defined a fixed value

of the dimension of the RBM mapped data representations for every egonet in

the dataset. However, this dimension could be made dependent on the size of

the original data of each egonet, thus allowing for more flexibility in the samples

mapping.

• A more in-depth study of MAC. It would give us a deeper understanding of the

intrinsic procedure of MAC. The objective would be to modify the method and

adjust it better to social circles detection.

• Fusion of the method in [20, 21] and MAC. The method in [20, 21], as MAC,

performs differently depending on the dataset and the evaluation measure. An

adequate fusion of both methods would possibly generalize better.

• Use of RBMs for prediction. Despite that the tests done until the moment have not

been satisfactory, we still believe that RBMs can constitute a powerful technique

for prediction. For this, new ways to use them need to be designed and experiments

need to be conducted to check whether the new developments are adequate for the

task.

• Adoption of other prediction techniques. Finally, other community detection tech-

niques might be adapted and tested. Furthermore, novel methods specifically

designed for social circles detection could be developed.

In conclusion, during this research we have opened new perspectives in social circles

detection. We have developed new data representations, we have adapted prediction

techniques and we have provided a discussion on the adequacy of the evaluation metrics

designed for the task. The results are positive and promising. We have drawn some

conclusions and listed several lines of future work. Our research has resulted in the

publication of two articles, being a third one in revision.
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As future work, and based on the insights that we have gained during this research, we

will apply the described developments to the detection of social copying communities, in

the framework of the research project funded by the US Army Research Office (ARO).





Appendix A

Publications

The research described in this master’s thesis has led to the publication of the following

articles:

The first article gathered the results of the first set of experiments using Multi-Assignment

Clustering:

• J. Alonso, R. Paredes, and P. Rosso. Empirical evaluation of different feature rep-

resentations for social circles detection. In Pattern Recognition and Image Anal-

ysis, volume 9117 of Lecture Notes in Computer Science, pages 31–38. Springer

International Publishing, 2015

The second article gathered the results of the experiments using Restricted Boltzmann

Machines and k-means clustering:

• J. Alonso, R. Paredes, and P. Rosso. Data mapping by Restricted Boltzmann

Machines for social circles detection. In Proc. International Joint Conference on

Neural Networks (IJCNN’15), IEEE, 2015

A third article, including the results of the second set of experiments using Multi-

Assignment Clustering, has been submitted to another conference, and is awaiting revi-

sion.
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