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Abstract

It is well known that the use of multi-rate control techniques have im-
proved the performance of many systems in general, and robotic systems, in
particular. The main contribution of this paper is the generalization of the
Reference Filtering control strategy from a dual-rate point of view, impro-
ving its inherent properties by overcoming the problem of sensor latency. In
the paper, we discuss and analyze the improvements introduced by the novel
dual-rate reference filtering control strategy in terms of convergence time,
reachability and robustness. More specifically, we discuss the capability to
solve positioning tasks, when hardware limitations are present with large
sampling rates. In addition, a comparison is made between the single-rate
and the proposed dual-rate control strategies to prove the advantages of the
latter approach. A complete set-up has been prepared for validation, includ-
ing a 6DOF industrial manipulator, a smart camera, and embedded hardware
used as a high level controller.

1 Introduction

During the last decade, a number of real-time applications with significant hard-
ware limitations have been developed in many sectors. For example, in industry,
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most of the manipulator’s controllers are based on standard PC’s, in which both
memory and computational capabilities are very limited. Other similar examples
are found in the military sector, [Associated Press (2013)], where drones with em-
bedded hardware are used, and where requirements are even stronger than in the
manufacturing industry.

Due to the extremely large amount of information that can be extracted using
vision sensors, many researchers are focusing on improving robotic system per-
formance by closing the control loop using vision feedback, a technique com-
monly known as visual servoing, [Chaumette and Hutchinson(2007)]. This pa-
per focuses on Image Based Visual Servoing (IBVS), [Corke(2011)], one of the
most commonly used visual servoing techniques; this approach is easily exten-
sible to 3D approaches. According to IBVS’s literature there are three major
issues: 1) global instability in the image-based method, [Hutchinson et al. (1996)];
2) selection of features, [Chaumette(1998)]; and 3) problems with sensor latency,
[Hashimoto et al. (1998)]. This paper addresses the third problem, which results
from the vision sensor requiring long time for image processing; this delay leads
to dead-time in the feedback control system. Recent advances in vision technology
have provided very high-speed image processing sensors (about 1 ms). As a result,
several real-time applications have been developed. However, there are associated
problems, including limitations on complexity of the image processing task as well
as the size of the image.

[Solanes et al. (2013)] presents the Reference Filtering control strategy in or-
der to improve the performance of classic robot image based controllers. The pro-
posed method is a linearized approach, with Gaussian assumptions, that provides
future estimation of the state, based on the ideas of [Rauch et al. (1965)]. The main
idea is to use measured features as initial estimation and reference features as ob-
servation. As a result, and because the features are predicted using a local model
based on the interaction matrix and the robot Jacobian, the predictor-smoother is
able to provide estimations that take into account robot kinematic constraints. Once
the new reference is provided, it is used by the underlying IBVS control, demons-
trating better performance in terms of convergence time and reachability than the
classic approach.

The main contribution of this paper is the generalization of the work presented
in [Solanes et al. (2013)] from a dual-rate point of view, exploiting the dual-rate
nature of many visual servoing applications, resulting in the Dual-rate Reference
Filtering control strategy.

In addition, the proposed controller has been implemented using industrial and
embedded systems with significant hardware limitations to prove that the new dual-
rate reference filtering controller performs better (in terms of convergence time,
reachability and robustness), not only than the classic single-rate IBVS controller



but even better than the single-rate reference filtering controller. For this purpose,
the experimental requirements are addressed using an industrial manipulator (Kuka
KRS sixx R65) with a smart camera (VC6212 nano) in eye-in-hand configuration,
controlled by an IGEPv2 board. The entire system is subject to hard real-time
requirements. It is important to remark all of these hardware is commonly used in
many robotic systems (i.e. manipulators, mobile robots, underwater robots, drones,
etc.).

This paper is organized as follows: Section 2 provides the mathematical back-
ground of dual-rate control schemes, visual servoing and a summary of the Re-
ference Filtering control strategy. In Section 3, we extend our previous results in
[Solanes et al. (2013)] to the dual-rate case. In Section 4.2, we present a real-
time implementation, which validates the proposed dual-rate reference filtering
controller. Finally, conclusions are provided in Section 5.

2 Mathematical Background

2.1 Dual-rate Systems

In Dual-rate Image Based Visual Servoing (IBVS), image processing performs at
a different sampling rate, commonly much lower, than the one required by the
controller of the robotic system. This problem arises from the fact that image
processing algorithms are much more time-consuming than the sampling periods of
the rest of the electrical-mechanical system, for example an industrial manipulator.
[Solanes et al. (2011)] shows how classic single-rate IBVS controllers, working at
the image processing sampling rate, produce significant reduction in performance,
and even system instability.

Many contributions with dual-rate or N-periodic systems (see
[Armesto and Tornero(2003)] for an overview of modelling approaches) can be
found using a linear system approach. In such systems, there are two different
sampling rates commonly known as: the base period (i.e.: the fastest sampling
time) and the frame period (i.e.: the slowest sampling time). One of the most
cited and used approaches to deal with NV-periodic systems is the Lifting tech-
nique, [Khargonekar et al. (1985)], [Bamieh et al. (1991)], which transforms a li-
near periodic system into a linear time-invariant system (LTI); therefore, standard
LTI tools can be used for analysis and control design. This is achieved by expan-
ding input and output signal vectors, grouping together all the signals in the same
frame period. This implies that, in the most simplistic case of a controller, where
its output is updated IV times faster than its input, the output vector size will be IV
times bigger. The system is accordingly augmented based on the lifted input and
output vectors and transformed into a discrete LTI running at the frame period. As



a consequence two different operators are commonly defined to transform a dis-
crete IN-periodic signal u; into an expanded (lifted) vector: lifting operator and
inverse lifting operator.

lifting u(0)
{u e, ueN—y : (1)
inv. lifting u(N —1)
k
with ¢ = EKN. It is also very common to use a double-index notation, such

u(k,i) = ugny; = ugy, to refer to the i-th element of the lifted vector, with
i€[0,N—1].

Unfortunately, for N-periodic non-linear systems (i.e. a robot equipped with a
vision system), there are very few tools that can be be used. In
[Solanes et al. (2011)] and [Solanes et al. (2012)], the problem was addressed by
using dual-rate high order holds, [Armesto and Tornero (2003)], which allowed the
extension of classic visual servoing systems to N-periodic equivalent ones for ge-
nerating dual-rate controllers.

2.2 Image-Based Visual Servoing

Let us assume the non-free flying camera case, see [Corke(2011)], in which the
camera’s motion is constrained by an industrial manipulator, in this paper, a 6
degree of freedom (DOF) manipulator, where in its end-effector, the camera is
attached (eye-in-hand configuration).

Additionally, let us denote f; and f;" as the current and reference state, respecti-
vely. sy = {f1, ..., f,}, € R%" is the set of n current states and s; = {f},...,f;}, €
37 the set of n reference states. According to the non-free flying camera case,
we have that J(s, q¢) = Lg(s¢)- Vi -FJe(q;) € R¥™ is the Jacobian matrix,
which relates the measured features velocity with the manipulator velocity, where
*J.(qr) € R™™ is the robot Jacobian matrix, °V, € R®™ is the twist veloc-
ity matrix, Lg(s;) € R%C is the image Jacobian (dub interaction matrix) and
q: € N and q; € RN are the robot positions and velocities, respectively, being
m the manipulator number of DOF.

Without loss of generality, this paper considers features-like-points, Py =
(X4, Vs, Zt)T € N3 in the Cartesian workspace, to perform the visual servoing
task, being extensible to any other kind of features.

[Chaumette and Hutchinson(2006)] fully explain the advantages and drawbacks
with respect to the choice of the depth parameter (Z;), proving that the behavior
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(c) Example of trajectory prediction (EKF step) and smoo-
thing (EKS step) of one execution of EKFS algorithm for
one of the measured features (big blue dot) and given refe-
rence features (green cross). Arrows indicate the direction of
the estimation progression for EKF and EKS.

Figure 1: Principle of Reference Filtering control strategy (example with T=t+3).
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of the control task has better performance if Z; is updated (by computing or esti-
mating it) at each sampling control period. Correspondingly, the state is extended
as f; = (z¢,y1, Zy)7 € N3, with 2, = X;/Z; and y; = Y;/Z; the coordinates
being expressed in meters in the camera workspace. In consequence, the classic
interaction matrix described in [Chaumette and Hutchinson(2006)] is extended as,

*Z% 0 % -y —(1+27)  w
Le(f)=| 0 _Z% Z 1+ v —wey —wy| € RO (2)
0 0 —1 Yt Zt Tt - Zt 0

One of the most common approaches for IBVS is to generate a proportional
control law [Corke(2011)]:

ar=—A-J" (st qr)-H- (s — 57) ®

where ) is a proportional gain, J *(s¢, qq) is the Jacobian pseudo-inverse matrix of

J(s¢,q¢) and H € R3™3" is a block-diagonal matrix defined by H = diag(¢),

. 100 . . o . .
with ¢ = [8 l 8}' The matrix H in Eq. 3, is introduced in order to obtain a

pure image-based controller which considers the Z parameter of error signal in the
control law.

2.3 Image Based Visual Servoing with Reference Filtering

In [Todorov (2008)], a stochastic control index is presented, whose optimal result
is dual to an estimation problem. [Zima et al. (2013), Armesto et al. (2014)] de-
monstrates and solves the implementation for such an estimation problem, which is
composed of an estimation/filtering structure, following the result in
[Rauch et al. (1965)]. Thus, the authors derive an optimal controller with the ap-
propriate adjustment of the Kalman matrices.

In [Solanes et al. (2013)], those results are used to develop the Reference Fil-
tering control strategy in order to improve the performance of the classic IBVS
controller. The proposed predictor-smoother is a linearized approach with Gauss-
ian assumption that provides future estimation over the state based on the ideas of
[Rauch et al. (1965)]. However, the main idea in [Solanes et al. (2013)] is to use
measured features as initial estimation and reference features as observation. As
a result, and because the features are predicted using a local model based on the
interaction matrix and the robot Jacobian, the predictor-smoother is able to give
estimations taking into account robot kinematic constraints.

According to [Rauch et al. (1965)], two steps are needed to get the new refe-
rence features S} T the first step of the algorithm is carried out by an Extended
Kalman Filter, which provides a sequence of future features



{é;‘ IRIRY S; Lol §;|T} subject to the open-loop model behavior. While the
prediction is being carried out, the reference features 87 (the final goal of the visual
servoing task) are used as observation and the previous estimated features are used
as state. In Figure 1(a) an example of this fist step is shown for the particular case
when T' = 3, and in Figure 1(c) a representation in the image plane is shown, being
the blue dots and line trajectory the one have in this first step. Once the prediction
step provides the sequence of estimated features, a Gaussian Smoother is used, due
to its well known advantages. Starting with the last state in this sequence §*T|T, a
correction of the previous estimated features is made, as is shown in Figure 1(b),
and in Figure 1(c) by the red dots and line trajectory.

The result of this step can be seen in Figure 1(c), where red dots and a solid
red trajectory belong to the correction carried by the Gaussian Smoother. Once
the sequence §27t+1 = §:+1|T, §:+2|T, cee é}lT} is provided, 8/ | 1 is used as the
new reference éz’t 1 for an underlying IBVS controller.

Classic IBVS control based on the interaction matrix has two well known
problems (if dots are taken as features): pure rotations around the optical axis,
due to minimal problems with the interaction matrix, and large displacements.
[Solanes et al. (2013)] shows, not only through simulation but also trough tests
in real scenarios, how our Reference Filtering control strategy is able to overcome
these kind of problems, also improving the convergence time with respect to the
classic one.

Since several controllers are being used, let us use SR-LF-EKFS-IBVS to refer
to the single-rate reference filtering controller working at low frequency (vision
sensor frequency), SR-HF-EKFS-IBVS to refer to the single-rate reference filtering
controller working at high frequency (controller frequency), DR-EKFS-IBVS to
refer to the dual-rate reference filtering controller, SR-HF-IBVS to refer to the
classic IBVS controller working at high frequency, and SR-LF-IBVS to refer to
the classic IBVS controller working at low frequency.

3 Dual-rate Extended Kalman Filter/Smoother for Visual
Servoing

This section describes the algorithmic structure of this novel dual-rate refe-
rence filtering controller. This structure can be seen looking at Algorithm 1: first,
there is an initialization of the variables required for the dual-rate Kalman Filter
(DR-KF) used in line 9; afterwards, it loops until convergence, i.e. until detected
features match with reference ones. Line 10 computes filtered feature references
with the dual-rate Extended Kalman Filter/Smoother implemented in Algorithm



Algorithm 1 Dual-rate Extended Kalman Filter/Smoother for Image-Based Visual
Servoing (DR-EKFS-IBVS)

I: Zpn = GetNewlmage()
st NN = GetFeatures(Zy )

St-nj-n =0
P, nen =Po
Wait(6-N)

/I Loop until convergence
while ||s; — s7|| < error do
Z: = GetNewImage()
s; = GetFeatures(Z;)

[Buj 102 P | =DR-KF (51,8110 v, 3w, Prowe )
10: 8g41 =DR-EKFS(3;;, qr, s7)

<k = < =K
11: & = DR-IBVS(st, qt, S¢j¢, Syt 84,441

Y 2 3D

/I Inverse Lifting
122 fori=0,...,N—1do
13: ApplyControl(g; (7))
14: Wait(9)
15:  end for

16: end while

3. The dual-rate IBVS control is used in line 11 according to Algorithm 5. The
remainder of the algorithm implements the inverse lifting technique through lines
12 to 15. The algorithm uses generic call functions such as “GetNewImage”,
“GetFeatures”, “ApplyControl” and “Wait” to complete the remainder of func-
tionalities also required in standard Visual Servoing applications.

Summarizing, our algorithm consists of three clearly differentiated compo-
nents; therefore, we divide this section into three parts:

e Dual-rate Kalman Filter (section 3.1)
e Dual-rate Extended Kalman Filter/Smoother (section 3.2)

e Dual-rate Image-Based Visual Serviong (section 3.3)

3.1 Dual-rate Kalman Filter (DR-KF)

A dual-rate Kalman filter is used to estimate the position and velocity of the set
of features, s;. The inherent model of the dual-rate Kalman filter is a particular



case of the formulation presented in Appendix A. In this sense, we use a periodic
stochastic linear model based on the well-known constant velocity model. It is
interesting to note that the 3D parameter Z is also filtered since s; includes this
parameter estimated at frame-period. Accordingly,

S| _ |1 01| |8a|  |&T
H - [o 1 étll * [5-1 v @
I
St = [O] +vi (&)

with § being the sampling time at base-period, §; € R3" is the estimated feature
vector, ét € R its velocity, w1 € R37 is the acceleration (assumed to be a
white noise w,; ~ A(0,Q)) and Q € R*3" a covariance matrix. In addition
to this, s; is treated here as measurement and v, € R3" as measurement noise
vi ~ N(0,R) € R34 with covariance matrix R.. To derive the lifted model,
we treat the noise wy; as input and therefore the full lifted input/output vectors
are:

~

St
St

W, = [th(()) wl'(1) ... W;F(N—l)]T e RN ©6)
S, = [s;-”(()) sT(1) ... s;f’(N—n}T c JIN 7
V, = [vgf(()) vIi(1) ... vg’(N—1)}T RN ®)

Since features are measured once every frame period 9, the sparse lifted vectors
are (see Appendix for details):

W = [W?(O) wli(l) ... W?(Nfl)]T e R3N 9
5= [s7(0)] e w (10)
v =[] enr (11

which leads to the following lifted stochastic model:

St _ (T NOT| (S| [BMUEY CNOSL g )
g, 0 I ||&.w o1 oI oot
ét:[I 51} zt . (13)
t




Algorithm 2 Dual-rate Kalman Filter (DR-KF)

Input: s;, 8; nyi—n,Si-nj—nv and Py N

Cx_ [T NI 6nx6n

1. A= [0 I | € R
—1)52 = 2

- NPy NP2 _ omany
o1 ol ) |

3 C= [I 51] € RI6n

N Stj-N | _ AL Si_N[t-N

Stt—N St N|t—N

5: Ptlth - A . Pt|t7N . AT+B . Q . BT

Stlt | _
Syt

8 Py =Py v —Ki-C-Pyy_n

9: fori=1,...,N do

10: ét-i—i‘t — §t|t + Z . (5 . ét|t

11: end for

12: return §t|t = {ét‘t? ceey §t+N|t}’ ét‘t and Ptlt

Stjt—N
Stjt—N

+Kt' St—(_j' %

Algorithm 2 implements the dual-rate Kalman Filter. Lines 1 to 3 define the
lifted matrices, while lines 4 to 8 implement standard Kalman filter equations based
on lifted matrices. Line 10 implements a prediction of estimated state for the next
N iterations.

3.2 Dual-rate Extended Kalman Filter/Smoother (DR-EKFS)

The state for EKF and EKS represents a filtered feature reference. Its initialization
is made through variables §t|t, d:, s;. Since they are known, the initial covariance
Py € R33N s initialized to a zero covariance matrix. Reference estimation
evolves during a given time horizon T = t+ h- N, where h is the number of
iterations expressed in frame period units representing a prediction horizon.

At this point, two approaches have to be considered: 1) applying a full step
EKFS working at control period; 2) using two different sampling rates: vision
period and control period. In the following, we will prove that using 2), the com-
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Algorithm 3 Dual-rate Extended Kalman Filter/Smoother (DR-EKFS)

Input: s;, q; and s
Definitions: 7' =¢t+ h- N

11.
12.

13.

14.
15.
16.

17.
18.
19.
20.

21.
22.
23.
24.

Eall

® N oW

/I Fast-sampling EKF Step

é:‘t = S¢, Pt‘t = 0, C = I S §R3n><3n
forr=t+1,...,t+ Ndo

STr1 =S 11

PT|T—1 = PT—1|T—1+Q5

-1
K, = PT"T—l .CT.|C- PT|7’—1 .CT + Ry
§:<'|‘r = éj’h’—l + K- (S;fk -C- éj‘\f—l)
T — PTlT—l -K;-C- PT\T—l

end for

/I Slow-sampling EKF Step
forl=2,....hdo
T=t+IN

ax

ST|T—N = éj’—N\T—N
T|—N=— PT—N|T—N+QN(5
—1
K, =P, _y-C'-|C-Py._y-C'+ RN&]
g;k'|‘r = §i|77N + K- (S: -C- éj‘\TfN)
PT|T = PT|7'7N -K;-C- PT|7'7N
end for
/I Slow-sampling EKS Step
fori=~h,...,2do
T=t+({-1)N
Ak _ ax —1 Ak Ak
S7'|T - STIT + PT|T ’ P’T-‘rN‘T ) (ST+N\T B ST+N\T)
end for
/I Fast-sampling EKS Step
forr=t+N—-1,...;t+1do
a*  __ ax -1 ax ax*
S7'|T - ST|’7’ + PT|T ' P’T-‘rl‘T ) (ST+1\T - ST+1|T)
end for
return S, = {8} 7, - 8} ni7)

putational time is reduced N times (in the limit case) with slightly higher mean

squared error (MSE) compared with 1).

According to 2), in the filtering step of the Algorithm 3, the first /V iterations
of the fast-sampling EKF evolves at control period (lines 2 to 8), while for the
remainder of iterations, a slow-sampling EKF evolves at vision period (lines 9 to

11



16). During the EKF step, the system evolves in “open-loop” since future control
inputs are unknown and thus treated as Gaussian noises, for that reason lines 3 and
11 of Algorithm 3 assume null input. Target features s; are taken as “observations”
to ensure global convergence of the trajectory (lines 6 and 14) and compared with
the predicted state to perform the update step. As a summary, the EKF provides a
trajectory set:

Ak Ak Ak A% A%
{St+1|t+1’ St1o14421 s SN [N SN [H2N ) -+ ST|T} (14)

The Extended Kalman Smoother (EKS step) performs a backward estimation
by taking into account “predicted” estimations. Here, we also perform a double-
integration step, in which first iterations evolve at frame period (lines 17 to 20 of
Algorithm 3), while the last V iterations evolve at base period (21 to 23). Thus,
the EKS step generates estimations under the form:

A% Ak Ak A% a
{ST|T’ STN|T> ST-2N|Ts s SN [T+ St+1\T} (15)

It is interesting to note that the smoothing step in [Rauch et al. (1965)] also com-
putes state covariance during backward smoothing, but in our algorithm, the cor-
responding equations are not implemented since they are not used. Algorithm 3
returns the set of feature references filtered by the smoother on a lifted vector as
defined in Equation (22).

The well known local model based on the interaction matrix
[Allibert et al. (2010)] is used to perform the filter-smoother step. This model has
to be properly linearized and discretized in order to obtain its equivalent discrete
model!. Thus, depending on the period used, we obtain:

(based period) §;41= 8;+J5(8, a:)- G (16)
(frame-period) §;4+ v = 8¢+ I n5(St, qr) - Qe 17
with Jg(gt, qt) = 5J(§t, qt) and JNg(ét, qt) = N(SJ(ét, qt). Note that q; is not

considered part of the state so our method is a pure image-based visual servoing
approach.

"From discretization of a non-linear stochastic system %; = A.(x¢)x; + Be(x¢)(u + wy)
and y; = Cx; + v, where X5 = As(xe)xe + Bs(xe) (W + Weitts), Yeers = CXe + Viis,
5

Werrs ~ N (0, Qs) and viggs ~ N(0,Rs), with Qs :/ ehe®) ~BC~QC-BZ'€A3(64)C[T and

0
5T ro
R; :C/ /eA“(S_T>BCds Q.
0

s
/BcTeAz(s_T)ds] }dTCT-‘ché,

12



Algorithm 4 Extended Kalman Filter/Smoother (EKFS)

Input: s;, q; and s
/I Fast-sampling EKF Step

L 8, =8, Py; =0,C=Te R
2. forr=t+1,...,T do
3. 08,1 =8 1,
4. PT|T*1 = P7'71|7'71+ Q5
-1
5. K; = PTlel .CT.|C- PT|T71 -CT + Ry
6. §;k'|7' = éj’h’—l + K- (S? -G éi\r—1>
7. P7—|7— = P7—|7——1 -K,-C- PT\T—I
8. end for

/I Fast-sampling EKS Step
9. forr=T—-1,....,t+1do
10. §j|T = §j|7 +P P
11. end for

ax
12. return St+1\T

-1 a* _ax
71T " (ST+1\T ST+1|T)

Algorithm 5 Dual-rate Image-Based Visual Servoing (DR-IBVS)

Input: q¢, {§t|t7 §t+1|t7 ceey ét+N‘t} and {ér-l-l‘T’ ceey é:—‘,—N‘T}
1. fori=0,...,N —1do
NF L — J+Ha a ax*
2. qi=—Ad (St+i|taQt)'<st+i+1|t - St+i+1|T>
3. end for
4. return {qf,...,dq;\ v}

Similarly, covariances of the EKF must be appropriately computed:

Qs=6- I ar) QeI (3, qr)
Qns= N6 - I3, ) QeI (84, aqr)

53 . ,\
Ro= 2 3080 Qu 76 a) RS
N§)3 . A
Rys= ( 3) 'J(St,Qt)'QC'JT(St’Qt)+RcN6

3.3 Dual-rate Image Based Visual Servoing (DR-IBVS)

(18)
(19)

(20)

2D

In order to generate a set of N control inputs, our approach is to implement a
proportional control law based on interaction matrix as if it were sampled at control

13
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Figure 2: DR-EKFS-IBVS control diagram.

period (see line 2 of Algorithm 5) taking the form:

4; (0)
- . .k . qz(l)
q; ={4;, Qiy1- -7Q:+N—1} - . e ®onN (22)
a; (N —1)

Applying the inverse Lifting operator (£~1) to the output of Algorithm 5 the
corresponding control actions at base period are provided. Summarizing, Figure
2 shows the control block diagram of the new DR-EKFS-IBVS control strategy,
where DR-KF block implements Algorithm 2, DR-EKFS block implements Al-
gorithm 3 and DR-IBVS algorithms block implements Algorithm 5; £~! block
implements the inverse Lifting operator.

4 Results

A series of tests have been performed in order to compare the DR-EKFS-IBVS
control structure with respect to its single-rate counterpart and the classic IBVS
controller. For that purpose, a 6 DOF KUKA industrial manipulator (KUKA KR5
sixx R650), a camera on board and a fixed target have been used. Therefore, the
base-period § will be 10ms, a time given by the manipulator’s communication
limitation. The starting position of the robot allows the camera to frame a wide
area of the workspace.

The implementation has been carried out using the C++ programming lan-
guage, with different open source libraries such as ViSP, [Marchand et al. (2005)],
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Figure 3: KUKA KRS5 sixx R650 Simulator.

OpenRAVE, [Rosen Diankov and James Kuffner (2008)] or Orocos Toolchain,
[Bruyninckx et al. (2003), Soetens et al. (2005)], among others.

In the following, it will be assumed that, for all tests presented, the Kalman
matrices, () and R, have been tuned up to their optimal values, which depend
on the task to be solved (i.e. large translation positioning task and pure rotation
positioning task).

4.1 Simulation Results

The simulation environment used in this paper is shown in Figure 3. The robot
has been kinematically and dynamically modeled using the OpenRAVE and ViSP
libraries. In this case, four coplanar points, forming a square of 300 mm on a
side, have been used as the target. This environment will allow us to show the
better performance we get by using the DR-EKFS-IBVS control strategy in critical
situations.

The comparison between the DR-EKFS-IBVS, SR-HF-EKFS-IBVS and SR-
LF-EKFS-IBVS controllers is carried out throughout a positioning tasks, which is
a 150° pure rotation error around the camera optical axis.

Figure 4 shows the reachability and the convergence time performed by using
SR-LF-IBVS, Figure 4(a) and DR-EKFS-IBVS, Figure 4(b) controllers, and va-
rying the controller gain parameter A and the camera’s frame rate. In those sub-
figures, the zone colored in red indicates that the algorithm has failed to solve the
task, while degraded green shows its convergence time. The test shows that the
DR-EKFS-IBVS controller is not only more robust against the delay introduced
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Figure 4: Task reachability and convergence time in function of the controller gain
and the frame period used.
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by the camera’s frame rate, but also converges faster than its equivalent single-rate
one working at frame rate.

Contrary to single-rate controllers, whose control actions are applied once each
frame period, dual-rate controllers based on Lifting technique apply N control
actions each frame period. Thus, the maximum control action applied by DR-
EKFS-IBVS is smaller than the one applied by SR-LF-EKFS-IBVS as can be seen
in Figure 5, in which the controller gain parameter A is tuned in order to get the
same convergence time in both cases. The figure confirms that property, and allows
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Figure 7: Algorithm computational cost and state estimation error between (high
frequency single-rate) HF-EKFS (blue bars) and DR-EKFS (red bars).

us to tune higher A values to perform the task faster.

The DR-EKFS-IBVS control strategy described by Algorithm 3 can be consid-
ered to be a discretization of the SR-HF-IBVS controller described by Algorithm 4.
This is illustrated in Figure 6, where is shown the prediction and the smoothing tra-
jectories performed in one algorithm step by using the SR-HF-IBVS (Figure 6(a))
and the DR-EKFS-IBVS (Figure 6(b)) control strategies. In addition, Figure 7
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shows a more detailed comparison between the two algorithms. Concretely, Figure
7(a) illustrates the Mean Square Error (MSE) defined as the error between S} T
and sy, where, despite the higher sampling period, very little degradation can be
seen. On the other hand, Figure 7(b), which shows the computational cost of both
algorithms, indicates that the computaional cost of Algorithm 4 is significantly re-
duced by an approximate ratio of 1 to N by using Algorithm 3. It is convenient to
remark that the prediction horizon can be higher than the number of inter-sampling
samples needed because better estimations of the algorithm are obtained, as it is
shown in Figure 7(a). Thus, even though only the last N estimations of the algo-
rithm are used, the rest plays an important role in both robustness and reachability.
In this sense, we have to reach to an agreement between estimations accuracy and
computational cost.

It is well known that image based control laws are very robust with respect to
calibration and model errors [Chaumette and Hutchinson(2006)]. However, this is
partly because depth parameter Z is usually taken constant and equal to the desired
value Z*. In spite of this, in [Chaumette(1998)] is demonstrated how the optimal
performance of such control laws is achieved when Z is updated each sampling
period. Due to that parameter Z has to be estimated from vision algorithms, it
highly depends on the camera calibration accuracy. Most of the algorithms use for
models of the object to be detected as a form to estimate such a depth. Thus, object
model errors also affect to the estimation of this parameter.

Owing the difficulty to analytically analyze the robustness of multi-rate control
structures (even more difficult when highly nonlinear systems, such as the one
presented in this paper, are within the control loop), this analysis is carried out
empirically throughout experimentation. In this case, the system has to perform a
pure rotation around the optical axis positioning task of 90°. The control period
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is 10ms for the dual-rate approach, remaining the same as the frame period in the
case of the single-rate one. The controller characteristic parameters, such as the
control gain A, () and R, as well as the dynamic model matrices, are modified to
the needed equivalent ones for each frame period (see Appendix A and Section 3
for more details). Taking into account the comments of the previous paragraph,
the depth parameter Z is modified to prove the robustness of the new dual-rate
control structure with respect to its single-rate counterpart. Its optimal value in this
experiment is 0.38m.

Results in Figure 8 demonstrate that the dual-rate control strategy presented
in this paper is not only able to reach out the solution when high frame periods
are required by the vision system but also is much more robust against camera
calibration and object model errors than its single-rate counterpart. It is interesting
to remark that errors which makes lower Z value affect more to the controller
robustness than vice versa due to that the model is based on the image Jacobean
[Allibert et al. (2010)]. This could be different if other features are chosen, as it is
well known by researchers in this field. Despite this, this experiment proves that,
under the same conditions, the dual-rate control strategy proposed in this paper is
more robust than the single-rate one.

4.2 Experimental Results

The set-up includes a 6 DOF industrial manipulator (KUKA KRS sixx R650). A
Kuka RTI-Ethernet board is used to control the manipulator by using external hard-
ware. This type of industrial manipulators have a watchdog security system, which
means that the manipulator’s controller is waiting for a new command (a value that
indicates that a new data is received). In our particular manipulator, this period is
0 = 10ms. If several consecutive periods are lost, then an error is occurred, the
program flow is interrupted, and the manipulator is shut down.

The control is carried out by using an IGEPv2 board, with embedded hardware
based on a DaVinci OMAP3 processor ARM Cortex-A8 at 1GHz. It is running on
a Real-Time Operating System (RTOS) under RTLinux with Linaro 10.11 distri-
bution. All the control algorithms described in this paper have been implemented
on this system.

An industrial smart camera VC6212 nano handles the task of recording and
processing images, which transmits the set of detected features to the IGEPv2
board via TCP/IP. This camera uses a 700 Mhz C64+ DSP processor which sup-
ports the VCLIB 3.0 library, which includes standard and well known steps such
as image binarization, object labeling through segment run length code (RLC) and
computation of object features in the labeled RLC (blob center). This camera ac-
quires images at a maximum rate of 80ms (which means N = 8). Processing
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has been implemented so that features are detected within the acquisition time and
therefore no additional latency is introduced. In this paper the features tracked are
dots. The tracker is composed by the following steps: first off the definition of
dot’s center of gravity is required; it is followed by the binarisation of the image;
then, from the previous position of the dot’s center of gravity, the algorithm goes
right to detect the boundary and then follows such a boundary in order to com-
pute the Freeman chain; if a dot is found, the algorithm checks if it looks like
the previous dot (i.e. size, moment); if the dot is not found or similar, the algo-
rithm checks out if the dot is in an image part around. This algorithm comes from
[Marchand et al. (2005)] and was adapted to be implemented in the smart camera
VC6212 nano.

Let us assume the following notation: ! Mg, (X,Y,Z, R, P,Y'), where S1 Mg,
is the homogeneous matrix transformation of the S5 system with respect to the .S;
one; X, Y and Z are Cartesian coordinates and R, P and Y are the roll, pitch and
yaw Euler angles.

An object formed by 10 coplanar dots forming a star is used. The World’s
frame is noted with the sub-index w, and its origin is placed on the robot’s base
with positive-Z is pointing at the ceiling. The end-effector’s frame is noted with
the sub-index e, which initial pose with respect to the World’s frame is described
by *“ M. (0.445,0.0, —0.767, —3.14, 0.0, 1.57). The initial position of the camera’s
frame, noted by the sub-index ¢, with respect to the World’s frame is described
by “M.(0.45,0.0,—0.775,0.0,3.14, —1.57). The object frame is noted with the
sub-index o (see Figure 9).

The comparison between DR-EKFS-IBVS, SR-LF-IBVS and classic SR-HF-
IBVS controllers has been carried out for two positioning tasks. The first one
is placing the object “M,(0.45,0.0, —0.967,0.0,0.0, —0.5236) with respect to
the World’s frame, a 30° pure rotation around the camera optical axis error task,
which allows the convergence for all those controllers. Using this task we will
evaluate the efficient performance of the proposed method compared to both clas-
sic SR-IBVS and our previous work. In the second task the object is placed at
Y M,(0.45,0.0,—0.967,0.0,0.0,2.618), a configuration in which the classic IBVS
fails (see [Solanes et al. (2013)] and the attached audio-visual material for more
details), which will allow us to study its benefits with respect to our previous single-
rate method.

Figure 10(a) shows the performance obtained using each control algorithm by
solving the first positioning task. Choosing the optimal covariance matrices values
for each controller and tuning the controller gain, the figure shows the minimum
convergence time that is possible for each controller. It can be seen that, the best
performance obtained is by using the DR-EKFS-IBVS controller while the worst
is by using the classic SR-IBVS one.
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Figure 9: Experimental set-up with eye-in-hand configuration detecting ten copla-
nar dots forming the vertices of a star: the case represented is the second position-
ing task, where the object is placed at * M,(0.45,0.0,—0.967,0.0,0.0, —0.5236).

Focusing on the second positioning task, Figure 10(b), which represents the
Mean-Squared Error (MSE) of the features, shows the failure of both classic SR-
IBVS and SR-EKFS-IBVS controllers for solving such a configuration because of
the sensor latency, while the DR-EKFS-IBVS controller has succeeded. Figure
11 represents the trajectories of each feature on the image plane (Figures 11(a)
and 11(b)) and the control actions (Figure 11(c)) provided by the DR-EKFS-IBVS
controller. This experiment can be viewed in the attached audio-visual material as
well.

5 Conclusions
The main contribution of this paper is the generalization of the Reference Filtering

control strategy presented in [Solanes et al. (2013)], from a dual-rate point of view,
in order to overcome latency problems introduced by vision sensors in many robot
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EKFS-IBVS, and point-dashed green line cor- respect to the frame reference. The case shown
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Figure 10: Analysis of the improvements reached by using the proposed dual-rate
reference filtering control strategy.

visual servoing systems.

Additionally, the novel Dual-rate Reference Filtering control strategy has been
implemented on industrial and embedded systems with significant hardware limita-
tions. In particular, the experimental set-up includes a 6 DOF industrial manipula-
tor, externally controlled by the embedded hardware, and a smart camera to record
and process images.

In the paper, several experiments have been described to demonstrate the ben-
efits of this novel dual-rate approach, not only compared with the classic IBVS
controller but also compared with the single-rate reference filtering one. The dual-
rate filtering controller has shown in fact, a much better performance in terms of
convergence time, reachability and robustness. Therefore, it has been proved that,
in some scenarios where the single-rate controllers fail because of sensor latency,
the new dual-rate reference filtering controller succeeds.

Although, it has not been shown in this paper, due to lack of space, we have
also validated the proposed dual-rate control structure using the well known 3D
or Position-based Image Servoing (PBVS) approach, where similar results are ob-
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Figure 11: Problem while the object is sited at
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DR-EKFS-IBVS working on IGEP hardware can solve it, while SR-LF-IBVS and
SR-LF-EKFS-IBVS cannot. The case shown corresponds to N = 8 and h = 8
and the rest of parameters used are the optimal ones in each case.

tained.

23



A Lifting technique

Lifted models can be derived from the general formulation presented in
[Armesto and Tornero(2003)]. For a general linear periodic system, at base period
0:
x; = Axy1 +Bu; (23)
y: = Cx¢ + Duy (24)

with x; € R" the state, u; € R the input and y; € R? the output, the equivalent
linear-time invariant (LTI) lifted model, at frame period is:

x; = Axi_y + By (25)
y: = Cx; + Du, (26)

where 1; and y; are sparse lifted vectors (1):

Au(k0) 0 .. 0 u(0)
_ 0 Aukl) .. 0 u(1)
u < Uy = . . . . (27)
|0 0 . AukN-1)| [uN-1) ],
CAy(k0) 0 0 i y(0) ]
_ 0 Ay(kl) .. 0 1)
yi =Yy = : y: - : y: (28)
0 0 . Ay(N-1) | [y(N-1) ],

with < a row-reduction operator which removes zero elements from U; € RV
and Y; € RVP, thus @; and y: are sparse vectors of the full lifted vectors Uy
and Y, respectively. Where a general sampling scheme for inputs and outputs is
defined as follows:

Ay i =Ay(k,i)=diag{d" (k,i),w=1,2,...,m} e R™™ (29)

Ay ni=Ay(k,i)=diag{d¥ (k,i),v =1,2,...,p} eRP? (30)
with,
4t (k, i) = { 1 if u,, is sampled at time ¢ + 4 31)
’ 0 otherwise
¥ (k, i) = { 1 if y,, is sampled at time t + ¢ (32)
0 otherwise

where m and p are the number of inputs and outputs, respectively. Note that we
use a double-index notation to refer to the same time instant t = k- NV, being N is
the ratio between the base and frame periods 7' = NJ.
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According to previous formulation, matrices A, B, C and D are defined as
follows:

A=A" B <%’i [AN-1B AN-2B . B] (33)
CB 0 .. 0
CA CAB CB 0
c<pe| M| D] (34)
Y, . ) Y, :
CAVN

: .0
CAN-1B CAMN2B ... CB

where <%’f is a column-reduction operator appending columns of the right-hand
side term. It sums up columns related to zero elements of U; to columns of
non-zero elements (columns are appended to their left). Similarly, 42—5’:“ is a row-
reduction operator that removes rows of the right-hand side term related to zero
elements of Y.
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