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Abstract

In a context of global warming concern and global energy policies, in which heating
and cooling systems in buildings account for a signi�cant amount of the global energy
consumption, ground source heat pump (GSHP) systems are widely considered as being
among the most e�cient and comfortable heating and cooling renewable technologies
currently available. Nevertheless, both an optimal design of components and an optimal
operation of the system as a whole become crucial so that these systems can have a
signi�cant contribution to the attenuation of the global energy problem.

The overall objective of this PhD dissertation is to perform the control and energy op-
timization of an experimental GSHP system installed at the Universitat Politècnica de
València, making the control system adaptive to the thermal demand of the building and
to the climate conditions. For that purpose, di�erent control strategies are proposed,
described, developed, implemented and tested in the system.

The optimization of any system requires a comprehensive study of its behaviour, by means
of a thorough analysis of all the variables and parameters implied on its performance.
Therefore, the �rst step is to analyse the short-term performance of the system, but also
the long-term performance based on the experimental data collected at the installation.

Second and prior to developing any optimization strategies, it is important to analyse the
optimal con�guration of the system according to the objectives targeted. This objective
includes the study of the best location for the temperature control sensor and the bu�er
tank, as well as an adequate size for this bu�er tank.

Finally, once the behaviour of the system has been fully understood, the components
of the system are the most e�cient according to the possibilities of the research work
and they have been connected adequately, the �nal objective is to develop control and
optimization strategies which optimize the operation of the experimental GSHP system.
These strategies target the control of the heat pump compressor, but also and more im-
portantly, the energy optimization of the complete system. The focus is not in optimizing
the performance of each individual component, but in optimizing the energy performance
of the system working as a whole.

In this direction, a �rst approach which combined a temperature compensation strategy
and the variation of the frequency of the water circulation pumps, and hence the �ow

vi



rate, as a function of the thermal load of the building, was �rst attempted. The appli-
cation of this �rst approach resulted in signi�cant energy savings, but also in a lack of
user comfort in some of the o�ces under extreme weather conditions during summer.
Consequently, the control and optimization methodology has been upgraded in a global
algorithm (which is the �nal result of this PhD thesis) which couples both strategies in
order to ensure the user comfort while keeping signi�cant energy savings.

In brief, this PhD work provides a comprehensive experimental study for the energy opti-
mization of a GSHP system for both cooling and heating operation. Experimental results
for a one-year operation period demonstrate important energy savings when compared to
the standard control operation, up to 35% in the summer season and 53% in the winter
season, while keeping the user comfort.
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Resumen

En un contexto de creciente preocupación por el calentamiento global y de políticas
energéticas internacionales, en el cual los sistemas de climatización en edi�cios represen-
tan una parte importante del consumo energético global, los sistemas de bomba de calor
geotérmica están ampliamente considerados como una de las tecnologias de climatización
de espacios más e�cientes disponibles en la actualidad. Sin embargo, tanto un buen dis-
eño de los componentes como una óptima operación del sistema son de vital importancia
para que estos sistemas puedan contribuir de manera signi�cativa a atenuar el problema
energético global.

El objetivo general de esta tesis doctoral es el control y la optimización energética de
una instalación experimental de bomba de calor geotérmica construida en la Universitat
Politècnica de València, haciendo que el sistema de control se adapte a la demanda
térmica del edi�cio y a las condiciones climatológicas. Para ello, se proponen diferentes
estrategias de control, las cuáles son descritas, desarrolladas, implementadas y evaluadas
a lo largo de este trabajo de investigación.

La optimización de cualquier sistema requiere un amplio estudio de su comportamiento,
analizando concienzudamente todas las variables y parámetros implicados en su fun-
cionamiento. Por tanto, el primer paso llevado a cabo es el análisis de los días típicos de
funcionamiento de la instalación, pero también su comportamiento a más largo plazo, a
partir de los datos experimentales recogidos.

En segundo lugar, y como paso previo al desarrollo de las estrategias de optimización,
es importante analizar la con�guración óptima del sistema de acuerdo con los objetivos
perseguidos. Este objetivo incluye el estudio de la posición del sensor de temperatura em-
pleado para el control y del depósito de inercia, así como el dimensionamiento adecuado
de este depósito.

Finalmente, una vez se ha analizado en profundidad el funcionamiento del sistema, los
componentes del mismo son lo más e�cientes posible, y éstos han sido conectados de
manera adecuada, el objetivo �nal es el desarrollo de estrategias de control y optimización
energética que optimicen la operación de la instalación experimental de bomba de calor
geotérmica. Estas estrategias se dirigen principalmente a la optimización del sistema
completo. El objetivo no es optimizar el funcionamiento de cada componente de manera
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individual, sino optimizar el comportamiento energético del sistema trabajando como un
todo.

En este sentido, se desarrolló una primera metodología que combinaba la compensación de
la temperatura de consigna de la bomba de calor en función de la temperatura ambiente
exterior, y la variación de la frecuencia de las bombas de circulación (y por tanto el
caudal de agua) en función de la carga térmica del edi�cio. La aplicación de esta primera
estrategia resultó en una importante mejora del rendimiento energético, pero también
en la pérdida de confort en algunas de las o�cinas climatizadas cuando las condiciones
climatológicas eran extremas durante el verano. En consecuencia, la metodología de
control y optimización desarrollada fue mejorada dando como resultado un algoritmo
global de optimización energética (que es el resultado �nal de esta tesis), el cual acopla
ambas estrategias anteriores de manera que se cumpla el confort del usuario y se mantenga
un ahorro de energía signi�cativo.

En resumen, esta tesis doctoral proporciona un estudio experimental exhaustivo de la
optimización energética de un sistema de bomba de calor geotérmica para la climati-
zación de un edi�cio de o�cinas. Los resultados experimentales para un año completo de
funcionamiento del sistema muestran un ahorro de energía signi�cativo en comparación
con el modo de control de referencia, hasta un 35% en modo refrigeración y un 53% en
modo calefacción, a la vez que se mantiene el confort de los usuarios.
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Resum

En un context de creixent preocupació per l'escalfament global i de polítiques energè-
tiques internacionals, en el qual els sistemes de climatització en edi�cis representen una
part important del consum energètic global, els sistemes de bomba de calor geotèrmica
estan amplament considerats com una de les tecnologies de climatització més e�cients
disponibles en la actualitat pel que fa a la climatització d'espais. No obstant això, tant un
bon disseny dels components com una operació òptima del sistema són de vital importàn-
cia per tal que aquests sistemes puguen contribuir de manera signi�cativa a atenuar el
problema energètic global.

L'objectiu general d'aquesta tesi doctoral és el control i l'optimització energètica d'una in-
stal·lació experimental de bomba de calor geotèrmica construïda a la Universitat Politèc-
nica de València, fent que el sistema de control s'adapte a la demanda tèrmica de l'edi�ci
i a les condicions climatològiques. Amb aquest objectiu, es proposen diferents estratègies
de control, les quals són descrites, desenvolupades, implementades i avaluades al llarg
d'aquest treball d'investigació.

L'optimització de qualsevol sistema requereix un ampli estudi del seu comportament,
analitzant conscienciosament totes les variables i paràmetres implicats en el seu funciona-
ment. Per tant, el primer pas duit a terme és l'anàlisi dels dies típics de funcionament
de la instal·lació, però també el seu comportament a més llarg termini, a partir de les
dades experimentals recollides.

En segon lloc, i com pas previ al desenvolupament de les estratègies d'optimització, és
important analitzar la con�guració òptima del sistema d'acord als objectius perseguits.
Aquest objectiu inclou l'estudi de la posició del sensor de temperatura emprat pel control
i del dipòsit d'inèrcia, així com el correcte dimensionament d'aquest dipòsit.

Finalment, una vegada s'ha analitzat en profunditat el funcionament del sistema, els
components d'aquest són el més e�cients possible, i han sigut connectats de manera
adequada, l'objectiu �nal és el desenvolupament d'estratègies de control i optimització
energètica les quals optimitzen l'operació de la instal·lació experimental de bomba de
calor geotèrmica. Aquestes estratègies es dirigeixen principalment a l'optimització del
sistema complet. L'objectiu no és optimitzar el funcionament de cada component de
manera aïllada, sinó més bé optimitzar el comportament energètic del sistema treballant
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com un tot.

En aquest sentit, es va desenvolupar una primera metodologia que combinava la compen-
sació de la temperatura de consigna de la bomba de calor en funció de la temperatura
ambient exterior, i la variació de la freqüència de les bombes de circulació (i per tant
del cabdal d'aigua) en funció de la càrrega tèrmica de l'edi�ci. L'aplicació d'aquest
primer apropament va resultar en una important millora del rendiment energètic, però
també en la pèrdua de confort en algunes de les o�cines climatitzades quan les condi-
cions climatològiques eren extremes durant l'estiu. En conseqüència, la metodologia de
control i optimització desenvolupada va ser millorada resultant en un algoritme global
d'optimització energètica (resultat principal d'aquesta tesi), el qual acobla ambdues es-
tratègies anteriors de manera que es complisca el confort de l'usuari i es mantinga un
important estalvi d'energia.

En resum, aquesta tesi doctoral proporciona un estudi experimental exhaustiu de l'optimit-
zació energètica d'un sistema de bomba de calor geotèrmica per la climatització d'un
edi�ci d'o�cines. Els resultats experimentals per un any complet de funcionament del
sistema mostren un estalvi d'energia signi�catiu en comparació amb el mode de control
de referencia, �ns un 35% en mode refrigeració i un 53% en mode calefacció, a la vegada
que es manté el confort dels usuaris.
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Chapter 1

Introduction

The introductory chapter to this PhD dissertation presents the motivation of the study,
analyses the state of the art on the topic, states the aim of the study and �nally presents
the structure of the dissertation.
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Motivation of the study

1.1 Motivation of the study

The world is facing unprecedented challenges resulting from increased dependence on
energy, scarce energy resources, and the need to limit climate change and to overcome
the economic crisis. Both renewable energy and energy e�ciency are a valuable means
to address these challenges. Aware of that, the European Union started to agree many
years ago, and with more intensity from the nineties onwards, several targets towards a
sustainable development. These targets included the reduction in greenhouse gas emis-
sions, the use of renewable energies and the e�cient use of energy resources, among
others. This awareness was materialized mainly through di�erent energy policies and an
increasing investment for research in energy related topics.

In the regulatory �eld, European Directives such as 2001/77/EC, 2003/30/EC, 2009/28/EC,
2004/8/EC, 2006/32/EC, 2009/125/EC, 2010/31/EU or 2012/27/EU, among many oth-
ers, have provided guidelines and targets on �elds like energy e�ciency and use of energy
from renewable sources. Moreover, these directives have been continuously revised, giv-
ing rise to new ones, amending or repealing previous ones. Based on these directives, each
Member State has implemented these objectives at national level, including them in their
National Reform Programmes. In Spain, this implementation has included strategies and
action plans such as the Plan de Acción de Ahorro y E�ciencia Energética (PAE) and the
Plan de Energías Renovables (PER) revised for di�erent periods (2000-2005, 2005-2010
and 2011-2020).

These concerns have been re�ected in the investment e�orts, which have been progres-
sively increasing, creating a Strategic Energy Technology Plan (SET-Plan) [1]. Through
investment programmes such as FP5 (1999-2001), FP6 (2002-2006) and FP7 (2007-2013)
(Fifth, Sixth and Seventh Framework Programmes respectively), and earlier programmes
stretching back to 1990, the European Union has expressed its commitment to con-
tribute to a sustainable development [2]. The current programme, known as Horizon
2020 (H2020), is the biggest EU Research and Innovation programme ever with nearly
80 billion Euro of funding available over 7 years (2014 to 2020). In all these investment
programmes, sustainable energy systems have been considered as one of the top priorities
for research. The current program, H2020, establishes the following targets in this �eld
to be attained by year 2020: greenhouse gas emissions reductions of 20% compared to
1990 levels, a share of renewable energy consumption of 20% and improvements in energy
e�ciency of 20%. For year 2030 the targeted percentages are even higher: 40% for the
greenhouse gas emissions reduction, 27% for the share of renewable energy and 27% for
the improvement in energy e�ciency.

In brief, the European Union is creating binding regulations so that each Member State
contribute to attenuate the energy problem. This concern has been re�ected in their
policies in the years prior to the ful�llment of this PhD dissertation and continues to be
of paramount importance nowadays, as included in the EU o�cial website as one of the
top 10 priorities for the European Commission [3]. Actually, the worry for the energy
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problem has become even more demanding in the last years.

1.2 State of the art

In a context of global warming concern and global energy policies, renewable energies are
playing an important role in order to solve or at least attenuate the global energy problem.
In terms of electricity generation, they are already making an important contribution.
According to the Spanish Institute for Diversi�cation and Saving of Energy (IDAE) on its
Plan de Energías Renovables 2011-2020, in 2010 the contribution of renewable energies
to the total electricity generated in Spain was 33.3% [4].

Nevertheless, there are other sectors, which represent an important primary energy con-
sumption, which can be upgraded by using renewable energies and by applying measures
of energy e�ciency. This is the case of heating and cooling in buildings. According to the
International Energy Agency, buildings account for almost a third of the �nal global en-
ergy consumption, and they are an equally important source of CO2 emissions [5]. In the
European Union, buildings account for 40% of total energy consumption [6]. The sector
is expanding, which is bound to increase its energy consumption. Therefore, reduction of
energy consumption and the use of energy from renewable sources in the buildings sector
constitute important measures needed to reduce the greenhouse gas emissions.

In particular, heating, ventilating and air-conditioning systems (HVAC) are estimated by
the International Energy Agency to account for roughly half of global energy consump-
tion in buildings [5]. When it comes to space heating and cooling, shallow geothermal
energy, as a renewable energy source, provides an interesting technology: ground source
heat pump (GSHP) systems. GSHP systems use the ground as a heat source or heat
sink, depending on the season, in order to provide buildings with heating and cooling
more e�ciently from the point of view of electricity consumption. These systems are
widely considered as being among the most e�cient and comfortable heating and cooling
renewable technologies currently available.

In recent years, many GSHP systems have been built in di�erent countries around the
world. Traditionally, GSHP systems have been used in systems where only heating
was required, such as those presented in [7], [8], [9], [10] and [11]. In these systems,
an alternative heat source, such as solar thermal energy, is required in order to heat
up the ground during summer so that it is thermally balanced [12]. Some years ago,
GSHP systems started being used in places with a considerable cooling demand. In
this case, the ground thermal balance should be guaranteed by a correct design of the
system. Some examples of GSHP systems in cooling dominated areas are presented
in [13], [14] and [15]. Another example is the installation studied in the present PhD work,
which was built in Valencia (Spain) in the framework of GEOCOOL project [16], whose
main objective was the development of a commercial size, economic, energy e�cient and
environmentally friendly, fully integrated turnkey GSHP system for cooling and heating,
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targeted speci�cally at coastal applications in the Southern European region.

A GSHP system consists mainly of the ground heat exchanger, the heat pump and the
terminal units. In addition, some auxiliary equipment is needed, such as circulation
pumps. In brief, a GSHP system is an HVAC system in which the heat pump exchanges
heat with a heat exchanger built below ground. Therefore, most of the research on HVAC
systems can be considered for GSHP systems.

GSHP systems have proved to be more e�cient than conventional air-to-water heat
pumps, as demonstrated in [17], [18] and [19]. As presented by Urchueguía et al. [19],
GSHP systems can lead to a 40% savings in annual electricity consumption, in comparison
to air to water conventional heat pumps. Nevertheless, one of the main disadvantages of
ground source heat pumps is their high economic cost. Therefore, a reduction in both
construction and operation costs is required for these systems to be successful, above
all in Spain where the market of GSHP systems has not taken o� yet. Optimizing the
energy consumption in these systems becomes thus of paramount importance.

A possible approach to saving energy in GSHP installations is to combine it with another
thermal source, in the case of heating dominated areas, such as solar thermal energy as
reported in [20], [21] and [22]. In the case of heating and cooling systems, a common
practice is to combine ground source heat pumps with thermal energy storage, mainly
by means of phase change materials, as in the examples described in [23], [24] and [25].
In fact, both a hybrid system and a thermal storage device can be combined as described
in [26]. However, this is not always possible and it contributes to increase the economic
cost of the system.

Another possible strategy, which provides considerable energy savings is energy man-
agement through scheduling techniques. Hani� et al. [27] presented a review of di�erent
scheduling techniques that can be used in HVAC systems in buildings in order to improve
its energy e�ciency. Escrivá-Escrivá et al. [28] reported reductions in energy consump-
tion of about 15-20% by applying an integral management system at the Polytechnic
University of Valencia. In [29], Huang et al. evaluated a control strategy including �ve
energy management control (EMC) functions on a simulation platform, reporting energy
savings of 17%.

This research work focuses however on maximizing the energy performance in GSHP sys-
tems by di�erent means. On the one hand, an optimal design of the system components
and the con�guration of the system is targeted. On the other hand, and more impor-
tantly, an optimal operation of the system working as a whole, which makes it adaptive
to the real working conditions, such as the thermal demand or the weather conditions,
is also targeted.

In order to achieve an optimal system energy performance, the �rst step is to have a good
design based on the optimal selection of components. Once the installation is designed,
the second step consists of building it correctly. Finally, the third step is to run the
system in order to obtain a good operation. When it comes to system operation in
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GSHP systems, commercial installations are normally designed to cover peak thermal
loads. However, they usually work at lower loads over the course of a heating or cooling
season, which can degrade the energy performance of the system as highlighted by Henze
and Floss in [30]. In order to save energy, some systems are designed to cover base loads
and use a backup system for the peaks.

Alternatively, one of the best ways to achieve an optimal operation is allowing to adapt
the performance of the system to the thermal demand of the building, as pointed out
in [31] and [32]. In order to achieve that, di�erent control and optimization strategies
can be developed in such a way that the system would operate at its optimal point hence
improving its energy performance.

Over the last years, research has focused on capacity control, mainly by means of variable
speed compressors. For instance, in [33] and [34], Fahlén and Karlsson compared control
for ON/OFF compressor with variable speed control for a brine-to-water heat pump.
In [35], Zhao et al. performed both a theoretical and an experimental analysis in order to
match the capacity of a geothermal heat pump system, which used as a low temperature
heat source the geothermal discharge water, with the actual load requirement by adjusting
the compressor rotation speed by means of a transducer. Lee [36] reported a reduction
of 27% at least in the compressor energy input when adopting a variable-speed part-load
control to the GSHP in both the cooling and heating mode operations. Madani et al. [37]
carried out a comparative analysis between ON/OFF controlled and variable capacity
GSHP systems. In [38], the same author carried out a comparative analysis of three
common control strategies for an ON/OFF controlled ground source heat pump system.

Several studies by Bernier and Bourret [39], Brodrick and Westphalen [40] and Bahn�eth
and Peyer [41] highlighted the important amount of energy consumed by the auxiliaries
(such as water circulation pumps) in air conditioning systems and the necessity of reduc-
ing this energy consumption, above all in GSHP systems in which two circulation pumps
are required. In the Ph.D. work by Karlsson [42], a theoretical study showed that there
is a potential for applying an optimization method for keeping the compressor and pump
speeds at the optimal combination. The key point to �nd this optimal combination is
to consider the pump circulation rates optimizing the total power consumption of the
system and not only the heat pump power consumption. In [43], Granryd presented
analytical expressions for possible optimum �ow rates on the secondary loop.

In the search for an optimal energy performance of GSHP systems by means of control
and energy optimization strategies which target the system working as a whole, instead
of targeting each individual component, many studies have approached the issue through
simulation models and platforms. In [31], Fraisse et al. presented a new controller based
on fuzzy logic which took into account both the thermal state of buildings and the outdoor
ambient temperature. Fong et al. [44] described a strategy to control the chilled water
temperature and the supply air temperature by means of evolutionary programming,
reporting an energy savings potential of about 7% as compared to the existing operational
settings. Corberán et al. [45] carried out several analyses in order to examine GSHP

5



State of the art

system capacity and performance sensitivity to di�erent control strategies, including
control of room air temperature and water supply temperature to a fan coils distribution
circuit in an o�ce building. In [46], Pardo et al. tested in a GSHP system a control
strategy which included the management of air�ow in the fan coil, the water mass �ow
in the internal and external hydraulic systems, and the setpoint temperature in the heat
pump and estimated energy savings around 30% were obtained. Edwards and Finn [47]
evaluated a control strategy to obtain optimal water �ow rates under part load operation
in single speed and tandem speed GSHP simulation models in both heating and cooling
mode. An increase of between 20% and 40% in the seasonal system performance was
reported when using the optimal strategy. In [48] and [49], Del Col et al. developed an
integrated control strategy, including the variation of compressor speed, water pumps
speed, fan coils speed and heat pump temperature setpoint, which was partly based on
experimental measurements. However, this control strategy developed was evaluated by
means of a dynamic model of the GSHP system and not experimentally in a real GSHP
installation. So, speci�c real values of energy savings or system energy performance
improvement were not reported.

The use of simulation models may be very useful in optimization studies, above all during
the �rst steps of the study. It allows carrying out di�erent kinds of analysis without
a�ecting the real installation and therefore avoiding possible damages. However, even
with a very detailed model, it is not possible to take into account the wide group and
variety of parameters which in practice a�ect the performance of a GSHP installation, as
for instance, the users' daily activity, the real ambient temperature variations along the
day or the actual heat transfer to the ground. For that reason, an energy optimization
study carried out directly on the experimental installation will be able to take into
consideration the real characteristics and the real operating conditions of the system,
which will turn into a more accurate way of analyzing the impact of energy optimization
strategies in the performance of the system, as well as in determining the energy savings
obtained.

Fewer studies have approached the issue of energy optimization of GSHP systems experi-
mentally. It is in this context that GROUND-MED project [50] was conceived, aiming at
demonstrating the next generation of GSHP systems for heating and cooling in 8 demon-
stration sites of South Europe. One of those demonstration sites in GROUND-MED
project was the installation built in Valencia during GEOCOOL project [16].

The main target of GROUND-MED project was to achieve a measured seasonal perfor-
mance (SPF) higher than 5. As established in the de�nition of the project, the SPF is
determined not only by the heat pump unit, but by its operating conditions imposed by
both the ground heat exchanger and the heating/cooling system of the building. There-
fore, GROUND-MED project aimed at develop, design, construct, install, monitor and
evaluate integrated GSHP systems incorporating the following technological solutions:

1. prototype water source heat pumps of improved seasonal e�ciency; key technologies
include the next generation of compressors, heat exchangers and automation;
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2. borehole heat exchangers and heating/cooling systems operating with minimum
temperature di�erence between them, which also follows the heating/cooling de-
mand from the building; design aspects, thermal storage and system controls are
important;

3. minimum power consumption to auxiliary system components; key parts are the
fan-coil and air-handling units.

This dissertation is framed in the framework of GROUND-MED project [51].

In this context of energy optimization of GSHP systems, both an optimal design of com-
ponents and an optimal operation of the system as a whole become crucial so that the
market gets o� the ground in places where it is still lifeless, contributing to attain the
targets established by the EU regulations, and to attenuate the global energy problem.
Here it is that this PhD work comes into play, dealing with the control and energy opti-
mization of ground source heat pump systems for heating and cooling in an experimental
GSHP installation. In brief, this PhD work proposes, describes, develops, implements
and evaluates a new integrated optimization strategy in order to make the GSHP system
operate at its optimal point, which has been tested in situ in the experimental GSHP in-
stallation built during GEOCOOL project and upgraded during GROUND-MED project,
obtaining signi�cant energy savings when compared to the standard control operation,
up to 35% in the summer season and 53% in the winter season, while keeping the user
comfort.

1.3 Aim of the study

The main objective of this PhD dissertation is to perform the control and energy opti-
mization of a GSHP system installed at the Universitat Politècnica de València, making
the system adaptive to the thermal demand of the building and to the climate condi-
tions. For that purpose, di�erent control strategies need to be developed, implemented
and tested in the system. In order to attain that main objective, di�erent steps need to
be followed.

First, understanding the performance of the system in detail. The optimization of any
system requires a comprehensive study of its behaviour, by means of a thorough analysis
of all the variables and parameters implied on its performance. Therefore, the �rst
objective is to analyse the short-term performance of the system, but also the long-term
performance based on the experimental data collected at the installation.

Second and prior to developing any optimization strategies, analysing the optimal con-
�guration of the system according to the objectives targeted. The selection of e�cient
components and a proper connection of them is indeed the �rst step towards an optimal
system, always restricted by the funding constraints of a real environment. This objec-
tive includes the study of the best location for the temperature control sensor and the
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bu�er tank, as well as an adequate size for this bu�er tank.

Finally, optimizing the operation of the experimental GSHP system. Once the behaviour
of the system has been fully understood, the components of the system are the most
e�cient according to the possibilities of the research work and they have been connected
adequately, the �nal objective is to develop control and optimization strategies. These
strategies target the control of the heat pump compressor, but also and more importantly,
the energy optimization of the complete system. The focus is not in optimizing the
performance of each individual component, but in optimizing the energy performance of
the system working as a whole.

In summary, this PhD work provides a comprehensive in situ study for the energy opti-
mization of a GSHP system for both cooling and heating operation. Experimental results
for a one-year operation period demonstrate important energy savings, up to 35% in the
summer season and 53% in the winter season, while keeping the user comfort.

1.4 Structure of the thesis

This research work is structured in 4 chapters.

The introductory Chapter 1 presents the motivation of the study, analyses the state of
the art on the topic, states the aim of the study and �nally presents the structure of the
dissertation.

Chapter 2 is divided in two parts. The �rst one focuses on the description and character-
ization of the geothermal plant. All the components of the GSHP system are described
in detail in this chapter, including the data acquisition system. In the second part, the
main variables and parameters of the system are introduced and the basic functioning
of the heat pump control is described. Then, an analysis of both short-term and long-
term performance of the geothermal system is carried out and experimental results are
presented.

Chapter 3 stands for the main core of this PhD work. It includes all the control strategies
developed in order to obtain the energy optimization of the GSHP system studied. Di�er-
ent subsystems susceptible of being optimized are analysed in Chapter 3. Characteristics
like the bu�er tank sizing and the position of both the bu�er tank and the control sensor
are studied. Then, two alternatives to the common compressor ON/OFF control are
presented. Finally, an integrated optimization strategy combining outdoor temperature
reset and an in situ opimization methodology for the water circulation pumps frequency
is presented for both single-stage and multi-stage heat pump units. Additionally, the
implementation of these strategies in the control board of the system is included in this
chapter.

Finally, Chapter 4 presents the conclusions of this research work and suggests possible
lines for future research in the �eld.
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Chapter 2

Description of the system and

analysis of the system performance

This chapter is separated in two main parts: the description of the system and the
analysis of the system performance.

The �rst part describes the GSHP experimental installation studied in this PhD work,
providing the characteristics of each component in the system. First, the background
of the geothermal plant is summarized in Section 2.1.1. Then, the installation is brie�y
described in Section 2.1.2, before describing each component in detail, including the data
acquisition system (section 2.1.3). In addition to this description, the characterization
of the heat pump, the circulation pumps and the fan coils, is carried out in order to
obtain mathematical expressions that can be employed within the energy optimization
strategies developed in this dissertation at a later point.

The second part analyses the di�erent variables and parameters related to the energy
performance of the system. Firstly, the main variables of the system are presented in
Section 2.2.1. After that, the heat pump control is described in detail for both single-
stage and multi-stage cases (Section 2.2.2). Next, the evaluation of energy e�ciency
parameters such as the energy e�ciency (Section 2.2.3) and the partial load ratio (2.2.4)
is performed. Finally, the analysis of the experimental performance of the system from
typical monitored data is carried out. The historical performance of the geothermal plant
since it was �rstly built is brie�y described in Section 2.2.5, whereas the short-term and
long-term performances are studied in Sections 2.2.6 and 2.2.7 respectively.
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2.1 Description and characterization of the system

2.1.1 Geothermal experimental plant. Background

The geothermal plant studied in this work was built in year 2004 during a European Fifth
Framework project called GEOCOOL [16] at the Universitat Politècnica de València
(Valencia Polytechnic University), Valencia, Spain. The main target of GEOCOOL was
the development of a commercial size, economic, energy e�cient and environmentally
friendly, fully integrated turnkey ground source heat pump (GSHP) system for cooling
and heating, targeted speci�cally at coastal applications in the South European region.

The design of the installation was carried out in Maria Teresa Magraner's PhD work [52],
where the construction process of the installation and some preliminary performance
studies were presented.

After GEOCOOL project �nished, the research work in the geothermal plant contin-
ued under the European Seventh Framework Programme through another project called
GROUND-MED [50], during years 2009 to 2014.
GROUND-MED project aimed at verifying the sustainability of heat pump technology
for heating and cooling in buildings in a Mediterranean climate and to demonstrate the
next generation of geothermal heat pump (GSHP) systems for heating and cooling. The
main change in the geothermal experimental plant was the replacement of the former heat
pump (single-stage ON/OFF controlled) with a new one consisting of two compressors
of the same capacity working in tandem.

This dissertation is framed in the framework of GROUND-MED project.

2.1.2 Geothermal experimental plant. Description

The GSHP installation studied in this research work air-conditions a set of spaces in
the Department of Applied Thermodynamics at the Universitat Politècnica de València,
Valencia, Spain, with a total area of approximately 250 m2. The system provides both
cooling and heating depending on the season: cooling mode from May to October and
heating mode from November to April. All rooms are equipped with fan coil units (FCU)
supplied by the GSHP system. The geothermal system consists of a reversible water-to-
water heat pump, a vertical borehole heat exchanger and two hydraulic groups, as shown
in the diagram of the installation in Fig. 2.1.

As it can be observed in Fig. 2.1, the system can be divided into two main circuits: an
internal circuit (or building loop) which consists of a series of 12 parallel connected fan
coil units, an internal hydraulic loop and a water storage tank, and an external circuit
(or ground loop) which consists of the ground source heat exchanger (GSHX) which is
coupled to the heat pump by an external hydraulic loop. A timer controls the overall
system operation, which was programmed to operate from 7am to 10pm (6am to 9pm
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Figure 2.1: Ground Source Heat Pump (GSHP) system schematic.

in heating mode), 5 days per week (from Monday to Friday). The system is switched o�
during the weekends.

Both circuits, internal and external, are provided with circulation pumps which make
the water circulate towards the fan coil units (FCU) and the GSHX. While the internal
circulation pump (ICP) works continuously during the 15 hours per day of system op-
eration, the external circulation pump (ECP) is controlled by the heat pump controller,
which makes it work only when the compressor is running. Two frequency inverters, one
for each circulation pump, were installed in order to vary the water �ow rates in both
the internal and the external circuit.

The main components of the system are explained in detail in the following subsections.
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Building

The thermal demand that the GSHP system has to cover depends on the weather con-
ditions, the system users' daily activity and the features of the building. As previously
stated, the building where the GSHP installation studied in this work was built (Fig.
2.2) is located at the Universitat Politècnica de València.

Figure 2.2: Department of Applied Thermodynamics building.

The air-conditioned zone is on the �rst �oor of the building. It consists of nine o�ces
belonging to the Department of Applied Thermodynamics, all of them located on the east
façade of the building (R1-R9). A site plan of the zone is presented in Fig. 2.3. It also
includes a corridor, a computer room (CpR) and a common room with a photocopier and
some o�ce equipment (CmR), both interior. Each o�ce, along with the common room,
is equipped with one fan coil, except for the computer room which has two installed fan
coils. The corridor is not air conditioned.
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Figure 2.3: Department of Applied Thermodynamics site plan.
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Heat pump

As stated earlier, during GEOCOOL project the heat pump installed at the geothermal
plant was a single-stage ON/OFF unit. However, at the beginning of GROUND-MED
project, the former heat pump was replaced with a multi-stage ON/OFF unit with two
compressors of the same capacity working in tandem. Both heat pumps are reversible
water to water heat pumps. This means that they operate in cooling mode during summer
(cooling season from May to October) and in heating mode during winter (heating season
from November to April). Cooling mode presents the higher thermal load peaks, as
it tipically happens in southern European countries. That is why cooling mode was
considered for the design of the heat pump maximum capacity. For that reason, cooling
mode will be considered, in general, more important throughout this PhD dissertation,
and the explanations will be carried out �rstly and mainly for cooling mode. Fig. 2.4
depicts how a reversible water to water ground source heat pump works.

Figure 2.4: Reversible ground source heat pump. Source: [53]

As it can be observed in Figure 2.4, when the system is working in cooling mode, the
system expels heat from the inside of the building to the ground. In this case, the
useful heat is the cooling heat (cooling capacity of the heat pump). The evaporator is
connected to the building loop, extracting heat from the o�ces and injecting it into the
ground through the condenser, which is coupled to the ground loop.

On the other hand, when the system is working in heating mode, the system absorbs
heat from the ground and carries it to the inside. The useful heat is the heat exchanged
in the condenser (heating capacity of the heat pump). In this case, the evaporator is
connected to the ground loop whereas the condenser is coupled to building loop. This
means that heat is absorbed from the ground and delivered to the building in order to
heat up the o�ces.
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• GEOCOOL heat pump

The heat pump (HP) installed in the geothermal plant during GEOCOOL project
was a prototype developed by the Department of Applied Thermodynamics, based
in model AUREA IZE-80, manufactured by CIATESA, upgraded by using propane
as refrigerant. It was a reversible water to water heat pump with the following
characteristics:

- Nominal capacity: cooling: 14.7 kW (14◦C/25◦C return); heating: 17 kW
(35◦C/17◦C return)

- Hermetic scroll compressor, 97.7 cm3, 2900 rpm, manufactured by Copeland

- Two plate heat exchangers, model Swep V80x26

- Two-way thermal expansion valve model TRE10 manufactured by Danfoss

- Four-way reversing valve Ranco R©

- Refrigerant gas: R290 (propane); 418 g

- Electronic controller manufactured by Carel

The operation of the heat pump is controlled by the electronic controller, which
switches on and o� the compressor depending on the control temperature in order
to keep it inside the thermostat band. Further explanation on how the temperature
evolve is provided in section 2.2.2.

• GROUND-MED heat pump

In May 2011, in the framework of GROUND-MED project, the former GEOCOOL
heat pump was replaced with a new unit manufactured by HiRef, an Italian manu-
facturer partner in the GROUND-MED project consortium. After carefully study-
ing the optimal design of the heat pump for Valencia's installation, where the
system works at part load during most of the year, it was decided that the best op-
tion was a reversible water to water multi-stage unit consisting of two compressors
of the same capacity working in tandem [54].

The characteristics of the new heat pump are the following:

- Nominal capacity: cooling: 15.4 kW (14◦C/25◦C return); heating: 18 kW
(35◦C/17◦C return)

- Two hermetic scroll compressors, 27.6 cm3, 2900 rpm, manufactured by Copeland

- Two stainless steel plate heat exchangers, model AC70 (42 plates), manufac-
tured by Alfa Laval

- Thermal expansion valve

- Four-way reversing valve, also for the water side
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- Refrigerant: R410A; 3.8 kg

- Electronic controller manufactured by Carel

The control of the new GROUND-MED heat pump is similar to that of the former
GEOCOOL heat pump, also based on thermostat control. Further details on how
this control is performed are given in section 2.2.2.

Finally, it should be stressed that a mathematical model of the heat pump perfor-
mance is required for control issues and is employed at a later point in this research
work. This mathematical model was developed in the form of experimental poly-
nomial correlations. These experimental correlations are presented in Appendix
A.

Ground source heat exchanger

The GSHX is made up of six vertical boreholes, connected in a balanced parallel con�g-
uration. Each borehole has a depth of 50 m and contains a single polyethylene U-tube of
25.4 mm internal diameter (32 mm external diameter), with a 7 cm separation between
the upward and downward tubes. The overall diameter of the borehole is 15 cm.

The six boreholes are arranged in a 2x3 rectangular grid (18 m2),with a 3 m separation
between boreholes (see Fig. 2.5). All boreholes are �lled with sand and �nished with a
bentonite layer at the top to avoid intrusion of pollutants in the aquifers.

 15 cm 

7 cm

 5
0

 m
 

U-Tube

Figure 2.5: Ground Source Heat Exchanger (GSHX) diagram.

The values of the thermal properties of the ground (conductivity of 1.43 W/mK and vol-
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umetric heat capacity of 2.25 MJ/m3K) were obtained by means of a laboratory analysis
performed on soil samples, although a high uncertainty (around 20%) in the estimation of
the ground thermal conductivity was observed. Measurements of the undisturbed ground
temperature were undertaken at the GEOCOOL plant and the registered values (around
18.5◦C) were very close to the water temperature coming from the ground loop, which
is around 20◦C [55,56].

Circulation pumps

As previously introduced, there are two water circulation pumps in the system, the
internal circulation pump (ICP) in the building loop and the external circulation pump
(ECP) in the ground loop.

The internal circulation pump is a 3-phase powered model CH4-30 manufactured by
Grundfos. Its nominal mass �ow rate (at 50 Hz of frequency) in the installation is
around 3000 kg/h, which corresponds to a power consumption of 360 W.

The external circulation pump is a 3-phase powered model CH2-30 manufactured by
Grundfos. Its nominal mass �ow rate in the installation (at 50 Hz of frequency) is
around 2530 kg/h, which corresponds to a power consumption of 170 W.

The speed of both pumps can be varied by means of two frequency inverters, being the
operating range of frequencies from 20 to 55 Hz. Figure 2.6 shows, for both circulation
pumps, the experimental curves frequency - �ow rate and frequency - power consumption
which were measured in the installation under real operating conditions. The mathemat-
ical expressions for each curve are presented in Fig. 2.6 as well, with the aim of using
them later in the optimization strategies developed in this research work, by means of
which the speed of both pumps, and thus their �ow rate, is varied.
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Figure 2.6: Circulation pumps performance curves as a function of frequency: (a) ICP
�ow rate; (b) ECP �ow rate; (c) ICP power consumption; (d) ECP power consumption.
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Fan coil units

The GSHP system studied in this research work uses fan coils as terminal units. The
installation has a total of twelve fan coil units (FCU), one per room except for the
computer room (CpR), which includes two FCUs (see building site plan in Fig. 2.3).

• Original FCUs

The fan coil units originally installed in the geothermal plant correspond to the
model MAJOR-329 CH manufactured by CIAT. They have three possible operating
velocities in order to adjust the air �ow rate trough the coil. The performance
characteristics are presented in Table 2.1.

Velocity
Air �ow
rate(m3/h)

Heating capacity (kW) Cooling capacity (kW) Power cons-
umption (W)90/70◦C 45/50◦C Total Sensible

V1 290 4.63 2.30 2.03 1.44 41
V2 430 6.42 3.33 2.78 2.04 57
V3 590 7.69 4.36 3.47 2.64 85

Table 2.1: Original FCUs performance characteristics.

Each FCU is regulated individually by a thermostat. The fan velocity and setpoint
temperature are selected manually by the user, by means of the remote control
shown in �gure 2.7. The thermostat controls a three-way valve that bypasses the
water in the coil depending on the zone air temperature. The hydraulic schematic
of the fan coil is shown in Fig. 2.8.

Figure 2.7: Original FCUs remote control.
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Figure 2.8: FCUs hydraulic schematic.

Velocity
Air �ow
rate(m3/h)

Heating capacity (kW) Cooling capacity (kW) Power cons-
umption (W)90/70◦C Total Sensible

V1 240 4.63 2.30 1.85 27
V2 355 6.86 3.33 2.6 36
V3 495 9.29 4.36 3.36 58

Table 2.2: New FCUs performance characteristics.

• New FCUs

In the framework of GROUND-MED project, in October 2012, three of those orig-
inal FCUs were replaced with brand-new fan coils provided by CIAT. The o�ces
chosen for the replacement were R3, R6 and R7 (see Fig. 2.3).

The new FCUs are model MAJOR LINE 202D manufactured by CIAT. These new
fan coil units have motors with brushless technology and are very e�cient. The
performance characteristics are presented in Table 2.2.

The temperature setpoint is manually controlled by the user. Regarding fan speed
control, the user can either set it manually to any of the possible velocities, or set the
automatic control which varies the velocity according to their internal algorithms.
As in the original FCUs, the thermostat controls a valve that bypasses the water
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in the coil depending on the zone air temperature (see Fig. 2.8).

The aim of this FCUs replacement was to make the GSHP system more energy
e�cient as well as improving the user comfort regarding both thermal sensation
and noise produced by the device. The new FCUs are much more e�cient, as it is
observed in table 2.2, being the power consumption a 34% lower, and thus enabling
to reduce the global electrical consumption of the system.

Nevertheless, the only action taken with a view to improve the energy e�ciency
of the FCUs was the replacement of these three fan coils. The control of all the
fan coils (velocity and setpoint temperature) depends on the criterion of the user
and has not been included in the global energy optimization strategies developed
in this dissertation.

The manufacturer of the fan coils provides a piece of software called Elite R© which
includes a model of the fan coils based on experimental data taken at their labora-
tories. Elite R© was used in order to characterize the performance of the FCUs. The
details on the characterization of the FCUs performance are provided in Appendix
B. The data from this FCUs performance characterization will be used in Chapter
3 as part of the energy optimization strategies proposed in this work.

The plan is to replace the whole set of old fan coils with brand-new ones as soon
as the budget allows doing so. That is the reason why they were chosen in order to
develop the optimization strategies in this work. On the other hand, the capacity
of model MAJOR LINE 202D (new FCUs) is slightly higher than that of model
MAJOR-329 CH (old FCUs). This means that, until the replacement is completely
carried out in the future, the fact that the optimization strategies are developed
considering the new FCUs would not penalize the user comfort.

Water storage tank

The internal hydraulic circuit includes a water storage tank. The dimensions of the tank
are 80 cm in height, 50 cm in diameter and 189 litres in volume. Prior to the beginning
of this research work and the beginning of GROUND-MED project, there was another
tank with a volume of 160 litres. In addition, formerly there was also a 371 litres tank in
the external circuit, but it was removed from the system since it was not necessary for
the purposes of GROUND-MED project.

The water storage tank is also known as bu�er tank as its main purpose is to provide
thermal inertia to the system in order to avoid sharp temperature variations. This
allows a softer variation of the control temperature that decides the start and stop of the
compressor, thus avoiding an excessive ON/OFF cycling of the compressors.

The bu�er tank was originally located at the end of the return line, that is to say, at the
inlet of the heat pump. Then, the controlled temperature was the return temperature,
that is to say, the temperature at the inlet of the heat pump. Nevertheless, in May 2009,
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in the framework of GROUND-MED project, the bu�er tank was moved to the supply
line, just at the outlet of the heat pump (see Fig. 2.1). The aim of this change was to
use the temperature at the outlet of the tank as the new control temperature, in order
to control the temperature of the water supplied to the fan coils with a view to improve
the comfort of the user.

The position and sizing of the bu�er tank is further studied in Sections 3.2 and 3.3.

Piping system

The piping system in the building loop distributes the water from the heat pump to the
fan coils and return. The pipes are 40 mm in nominal diameter, 70 m in length and are
covered by an insulation layer of Arma�ex R© 1.65 cm thick. In the o�ces �oor, the water
is distributed in pipes of 26 mm of nominal diameter, with a total length of 77 m, also
covered in Arma�ex R©.

On the other hand, the hydraulic circuit in the ground loop consists of polyethylene pipes
PE100, 65 mm of outside diameter and 2 inches of internal diameter. The total length
of the pipes in the external distribution system from the heat pump to the GSHX is 125
m and they are buried 0.5 m deep.

2.1.3 Data acquisition system

A comprehensive measuring of all the main variables is required so that an optimal
control of the system is achieved. For that reason, a network of sensors was set up so
that the installation is completely monitored: water temperature, mass �ow rate and
power consumption.

The temperature of the water at the inlet and outlet of the heat pump on both sides
(evaporator and condenser), as well as the temperature at the outlet of the tank, are
measured by means of four-wire PT100 with accuracy of ±0.1◦C. There are �ve sensors,
one for each temperature measurement. In addition, and in order to characterize the
performance of each borehole during GEOCOOL project, several of these probes were
installed in the boreholes. There is one at the inlet and outlet of each borehole, and also
at di�erent depths in three of the boreholes. However, these temperature probes in the
boreholes have not been used during GROUND-MED project.

The water mass �ow rates are measured via two Coriolis �ow meters by Danfoss, model
mass�o MASS 6000, with accuracy <0.1%. There is one �ow meter for each one of the
two hydraulic circuits.

The power consumption is measured by two multifunctional power meters by Gossen Me-
trawatt, model A2000, with accuracy ±0.5% of the nominal value. One of them registers
the power consumption of the internal circulation pump and the fan coils. The other
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one collects the consumption of the external circulation pump and the heat pump. The
power consumption of each of the circulation pumps is recorded by their own frequency
inverters, which include a feature to measure the power consumption. This way, sub-
tracting from the data acquired by the power meters, all four power consumptions (HP,
ECP, ICP and FCU) can be registered separately.

The location of temperature sensors and �ow meters on the hydraulic circuits, as well as
the power meters, can be observed in Fig. 2.9.
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Figure 2.9: Ground Source Heat Pump (GSHP) system diagram.

In addition, the temperature and relative humidity in the o�ces is measured as well.

The data from this sensor network is collected by a data acquisition unit Agilent HP34970A
with plug-in modules HP34901A. In order to automatically register and store the exper-
imental data, a speci�c acquisition software was developed in Agilent VEE Pro R© by the
personnel involved in GEOCOOL project [19]. This software is capable of displaying the
real-time evolution of the system performance parameters and record these values for
further analysis. The data are collected every 20 seconds and are stored in an Excel �le
for each day of operation of the system.

This data acquisition system was �rstly developed in the framework of GEOCOOL
project, and later modi�ed in order to adapt it to the requirements of GROUND-MED
project. It has resulted in a huge database with information of the main variables of the
geothermal plant, covering a period of operation of 11 years up to the moment. This data
have brought about a couple of publications, one by Ruiz-Calvo and Montagud covering
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the �rst �ve years of operation [57] and another one by Ruiz-Calvo et al. covering the
whole period of 11 years [58], in which the performance of the geothermal system has
been analysed.

In addition to this data acquisition system (DAQ), a control system was included in
the installation in the framework of GROUND-MED project. This includes a NI Com-
pactRIO programmable automation controller by National Instruments and the software
LabVIEW R© [59]. Further details on the control system are provided in Section 3.8.

2.2 Analysis of the system performance

2.2.1 System variables

In order to analyse the system performance, with the aim of optimizing its operation, the
main variables of the system are measured and collected by the DAQ system presented
in section 2.1.3. The main variables are the water �ow rate circulating through each
hydraulic loop, the water temperature at di�erent points in the hydraulic circuits and
the power consumption of the di�erent components of the system. In addition, a range
of parameters, like the partial load ratio and some energy e�ciency parameters are
calculated to analyse the performance of the system.

On the one hand, some of the variables are direct readings from the network of sensors:
water �ow rate, temperature and power consumption of the circulation pumps. On
the other hand, some other variables are obtained indirectly from the readings: power
consumption of the heat pump and the fan coils. Finally, the system parameters are
calculated indirectly from the readings and from other indirectly calculated variables:
heat pump capacity, energy e�ciency parameters and partial load ratio.

Water �ow rate

The water �ow rate is a direct reading from the �ow meter. As introduced in section
2.1.3, there are two �ow meters installed in the system. Their location can be seen in
Fig. 2.9. There is one for the internal circuit and one for the external circuit.

As introduced in section 2.1.2, both the internal �ow rate (ṁic) and the external �ow rate
(ṁec) are varied by means of two frequency inverters. Figures 2.6a and 2.6b present the
values of the mass �ow rate of both circulation pumps measured at di�erent frequencies
(20-55 Hz) at the geothermal plant, being those for 50 Hz the nominal ones.

As it is depicted in Figs. 2.6a and 2.6b, the higher the inverter frequency, the greater
the circulating water �ow rate. The variation of the water circulation pumps �ow rate
is one of the main optimization strategies proposed in this research work. It is further
studied in Chapter 3.
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Finally, it should be noticed that the internal �ow meter measures the total �ow rate
circulating through the circuit. As there are 12 FCUs in the system, it is assumed that
the water �ow rate circulating through each FCU will be one twelfth of the total internal
circulation pump �ow rate.

Water temperature

In order to characterize the performance of the heat pump, it is very important to
know the values of the temperature at its inlet and outlet on both sides, condenser and
evaporator. The variables are named from the point of view of the system, instead of the
heat pump: the temperature probes provide the values of the temperature at the inlet
(Ti,ic) and outlet (To,ic) of the internal circuit, and at the inlet (Ti,ec) and outlet (To,ec)
of the external circuit.

In addition, the temperature at the outlet of the bu�er tank (Ttank) is also important
since, with the current con�guration, this is the temperature of the water supplied to the
building. Therefore, it plays an important role in the comfort of the user.

The values of all �ve temperatures are directly measured by means of the sensors depicted
in section 2.1.3. The location of the temperature probes can be observed in Fig. 2.9.

Power consumption

Energy e�ciency studies are based on measurements of the power consumption of the
di�erent components of a given system. The main consumptions of the GSHP system
analysed in this research work come from: the heat pump (ẆHP ), the external (ẆECP )
and internal (ẆICP ) circulation pumps and the fan coil units (ẆFCU ).

The power consumption of the heat pump can be divided into two di�erent power con-
sumptions: the consumption of the compressor or compressors that are running (Ẇcomp),
and the consumption of the electronic devices of the heat pump, such as the control board,
when no compressors are running, referred to as parasitic losses (Ẇpar), as shown in Eq.
2.1.

ẆHP = Ẇcomp + Ẇpar (2.1)

The parasitic losses have a value around 60 W and are present during all the operational
time of the unit. They may become an important source of energy losses, given that the
system is working 15 hours per day, as mentioned by Corberán et al. [60].

The values of the power consumption of the water circulation pumps are directly obtained
from the frequency inverters, which include a feature to measure power consumption. The
internal pump is running continuously during the 15 hours per day of system operation,
whereas the external pump works only when at least one of the compressors is running.
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The two power meters described in section 2.1.3 provide compound measurements of
power consumptions:

- One of them registers the power consumption of the internal pump and the fan
coils. In order to obtain the power consumption of the fan coil units, the power
consumption of the internal pump has to be subtracted from the reading of the
power meter.

- The other one collects the consumption of the external circulation pump and the
heat pump. In order to obtain the power consumption of the heat pump, the power
consumption of the external pump has to be subtracted from the data collected by
the power meter.

Heat pump capacity

The two plate heat exchangers in the heat pump can act either as evaporator or as
condenser depending on the mode of operation. In cooling mode, the heat exchanger
connected to the building loop functions as evaporator, absorbing the heat coming from
the o�ces, whereas the one connected to the ground loop serves as condenser, delivering
the heat to the ground. In heating mode the behaviour is the opposite: the heat exchanger
connected to the internal circuit serves as condenser while the one connected to the
external circuit functions as evaporator. For that reason, the term internal/external
circuit heat will be used instead of evaporator/condenser heat in order to refer to the
heat exchanged in the system independently from the mode of operation.

The heat delivered or absorbed by the heat pump can be calculated as a function of the
temperature di�erence and the water �ow rate circulating trough the corresponding heat
exchanger according to the general expression provided by equation 2.2.

Q̇ = ṁ · cp,w ·∆T (2.2)

Where:

ṁ is the �ow rate of water circulating through the corresponding heat exchanger,

cp,w is the speci�c heat at constant pressure for the water, which is assumed as
constant in all the range of operating temperatures and frequencies,

and ∆T is the temperature di�erence between the inlet and outlet of the corre-
sponding heat exchanger.

Applying equation 2.2 to both sides of the heat pump, equations 2.3 and 2.4 provide the
heat transferred in the internal and the external circuit respectively.

Q̇ic = ṁic · cp,w · (To,ic − Ti,ic) (2.3)

Q̇ec = ṁec · cp,w · (Ti,ec − To,ec) (2.4)
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Where:

ṁic/ṁec is the �ow rate of water circulating through the internal and the external
circuit respectively,

and Ti,ic, To,ic, Ti,ec and To,ec are the temperatures at the inlet and outlet of the
heat pump on both sides of it, internal and external.

Equations 2.3 and 2.4 provide positive values of heat for cooling mode operation. In
general, positive values of heat will be used throughout this dissertation, adding or sub-
tracting values of heat when necessary according to its sign. In order to obtain positive
values for the heat, the position of the temperatures in the subtraction operation should
be exchanged when calculating heat transferred in heating mode.

On the other hand, it is possible to estimate the uncertainty associated to the calculation
of the heat transferred, considering the accuracy of the di�erent sensors described in
section 2.1.3. The software Engineering Equation Solver R© has been used for that purpose
and the uncertainty obtained is ±3%, which is acceptable for the system performance
analysis carried out in this work.

Finally, it should be said that Eqs. 2.3 and 2.4 provide instantaneous values, that is
to say thermal power. In order to obtain the thermal energy transferred in the system,
these equations can be integrated in time, as presented in Eqs. 2.5 and 2.6.

Qic =

∫ t

0
ṁic · cp,w · (To,ic − Ti,ic) · dt (2.5)

Qec =

∫ t

0
ṁec · cp,w · (Ti,ec − To,ec) · dt (2.6)

Due to the discrete nature of data acquisition, the integrals in Eqs. 2.5 and 2.6 turn into
summations. This fact applies to all the integrals presented throughout this research
work.

2.2.2 Heat pump control

The system operation is based on switching on and o� the heat pump depending on the
control temperature. In order to perform the basic ON/OFF control of the heat pump,
two parameters are required: the temperature setpoint and the temperature deadband.

The probe for the control temperature can be situated at di�erent locations in the system.
This issue is further discussed in Section 3.3.

As mentioned earlier in this work, there are two di�erent heat pumps to be analysed: the
GEOCOOL heat pump and the GROUND-MED heat pump. The GEOCOOL heat pump
represents the single-stage compressor case, as it only has one compressor that switches
on and o� depending on the control temperature. The GROUND-MED heat pump
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represents the multi-stage compressor case, for the particular case of two compressors of
the same capacity working in tandem.

On the other hand, the type of heat pump analysed (and this applies for both heat
pumps) is a reversible unit, meaning that it can provide both cooling and heating to the
building.

In the following, the control of the heat pump is described in detail, by means of the
evolution with time of the control temperature (wherever it is measured), for both types
of heat pump unit, and for both modes, cooling and heating.

Single-stage compressor case

Fig. 2.10 shows the evolution with time of the temperatures at the inlet and outlet of
the heat pump in the building loop (Ti,ic and To,ic respectively) for a typical cooling
day. The cycles performed by the heat pump can be clearly observed. The control
temperature (in this case the temperature at the inlet of the heat pump in the internal
circuit, Ti,ic) depicts how the water is cooled down when the heat pump is running, and
how its temperature increases when it is switched o�. In summer the water is heated up
during the night, when the heat pump is o�. As it is observed in Fig. 2.10a for cooling
mode, the heat pump cools down the water at the beginning of the morning, until it
reaches the lower limit of the band, moment at which the heat pump is switched o�.
When the heat pump is o�, both temperatures (Ti,ic and To,ic) become equal, and the
temperature of the water increases due to the thermal demand of the building. When
the control temperature (Tcontrol) reaches the upper limit of the thermostat band, the
heat pump starts, beginning to cool down the water again, and a new cycle starts. The
operation is opposite in heating mode.
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Figure 2.10: Internal circuit temperatures variations in a typical cooling day.

It is important to notice that the duration of the cycles in Fig. 2.10 is not the same
throughout the day, what points out that the thermal load of the building in�uences the
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duration of the cycles. The cooling cycles (ON cycles) are longer in the middle of the day
as a bigger load causes the heat pump to require a longer time to cool down the water.

The explanation to this behaviour can be found in a basic energy balance, as the one
presented in Eq. 2.7. The sign criterion adopted is the following: the thermal load (q̇)
is positive when it is heat delivered to the internal circuit (cooling mode) and negative
when the heat is absorbed from the circuit (heating mode); on the other hand, the heat
pump capacity (Q̇HP ) is positive when the heat pump absorbs heat from the internal
circuit (cooling mode), and negative when the heat is delivered to the circuit (heating
mode). Fig. 2.11 shows a simpli�ed schematic of the building loop where the heat �ux
is marked (both q̇ and Q̇HP are positive in cooling mode and negative in heating mode).

Mw · cp,w ·
dTcontrol

dt
= q̇ − Q̇HP (2.7)

Where:

Mw is the total mass of water in the internal circuit,

cp,w is the speci�c heat of water at constant pressure,

dTcontrol/dt is the variation of the control temperature with time,

q̇ is the thermal load of the building

and Q̇HP is the capacity of the heat pump.

Heat

Pump

Fan

Coils

Buffer tank

Ttank

To,ic

Ti,ic

Figure 2.11: Simpli�ed building loop schematic.

Fig. 2.12 depicts the in�uence of the thermal load in the control temperature for di�erent
values of the thermal load (low, medium and high load), and for both operation modes,
cooling and heating. This in�uence is described in the following. The variation of the
control temperature is analysed according to the energy balance presented in Eq. 2.7
for two di�erent periods: when the heat pump is running (ON time) and when the heat
pump is switched o� (OFF time).

During the ON time, the heat capacity is not zero (Q̇HP 6= 0). Therefore, the energy
balance remains unchanged and the variation of the control temperature is given by Eq.

29



Analysis of the system performance

HP OFFHP ON
HP 

ON

45 ºC

41 ºC

HP OFFHP ON
HP 

ON

HP OFFHP ON HP ON HP OFFHP ON HP ON

HP 

OFF
HP ON HP ON

HP 

OFFHP ON HP ON

12 ºC

(a)

8 ºC

Tcontrol

t

(c)

(e)

(b)

(d)

(f)

12 ºC

8 ºC

12 ºC

8 ºC

Tcontrol

Tcontrol

t

t

45 ºC

41 ºC

45 ºC

41 ºC

Tcontrol

t

Tcontrol

Tcontrol

t

t

Figure 2.12: In�uence of the thermal load in the control temperature: (a) Low load
cooling; (b) Low load heating; (c) Medium load cooling; (d) Medium load heating; (e)
High load cooling; (f) High load heating.
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2.8. This variation of temperature provides the slope of the evolution with time of the
control temperature (dTcontrol

dt ), and thus the length of the cycle.

dTcontrol
dt

=
q̇ − Q̇HP
Mw · cp,w

(2.8)

During the OFF time, the heat pump capacity is zero (Q̇HP = 0), hence the energy
balance remains as expressed in Eq. 2.9.

dTcontrol
dt

=
q̇

Mw · cp,w
(2.9)

• Low thermal load

When the thermal load (q̇) is low, the heat pump capacity is much greater than
the thermal load (Q̇HP >>> q̇).

According to Eq. 2.9, a low value of q̇ produces a gentle slope during the OFF
time. Following the sign criterion adopted, this gentle slope would be positive in
cooling mode (q̇ > 0) and negative in heating mode (q̇ < 0). This e�ect is observed
in the periods where the heat pump is switched o� in Fig. 2.12a for cooling mode
and in Fig. 2.12b for heating mode. As an example, the control temperature varies
between 8◦C and 12◦C in cooling mode and between 41◦C and 45◦C in heating
mode.

During the ON time, Eq. 2.8 is applied. In cooling mode, the heat pump capacity
was de�ned as positive (Q̇HP > 0). Therefore, as Q̇HP >>> q̇, the slope would
be steeper than that of the OFF period, as observed in Fig. 2.12a. In heating
mode, the behaviour is opposite. The heat pump capacity is much greater than the
thermal load, but it is negative. Hence, the slope would be positive and sharper
than that of the OFF time.

In other words, a low load causes that the heat pump requires shorter time to cool
down the water in cooling mode (or to heat it up in heating mode). When the heat
pump is switched o�, it will take longer for a lower load to heat up the water (or
to cool it down in heating mode).

• Medium thermal load

There might be the case that the value of the thermal load is just half the value of
the heat pump capacity (q̇ = Q̇HP /2).

As stated earlier, in cooling mode the control temperature increases during the OFF
time and decreases during the ON time. In heating mode it is just the opposite.

However, in this case, the duration of both the ON time and the OFF time would
be exactly the same. The explanation to this e�ect is provided in the following for
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cooling mode, where both the thermal load and the heat pump capacity are greater
than zero (q̇ > 0 and Q̇HP > 0).

During the OFF time, Eq. 2.9 is applied, hence the slope would be positive and
equal to q̇/(Mw · cp,w). During the ON time, Eq. 2.8 is applied. Using the relation
Q̇HP = 2 · q̇ (medium load), the slope would remain −q̇/(Mw · cp,w), which is the
same value as in the OFF time. Therefore, the duration of both periods (ON time
and OFF time) will be same.

The evolution with time of the control temperature for medium load can be ob-
served in Fig. 2.12c for cooling mode and in Fig. 2.12d for heating mode.

• High thermal load

Finally, when the thermal load is high, the heat pump capacity is approximately
equal to the thermal load (Q̇HP ≈ q̇).

During the OFF time, a high value of the thermal load would produce a steep slope
according to Eq. 2.9. This slope would be positive in cooling mode.

On the other hand, during the ON time the slope would be negative because Q̇HP >
q̇, according to Eq. 2.8. However, this slope would be gentle because Q̇HP ≈ q̇.

In other words, a big load causes the heat pump to require longer time to cool
down the water in cooling mode (or to heat it up in heating mode). When the heat
pump is switched o�, it will take shorter for a bigger load to heat up the water (or
to cool it down in heating mode).

The evolution with time of the control temperature for medium load can be ob-
served in Fig. 2.12c for cooling mode. For heating mode the behaviour is opposite
(see Fig. 2.12f).

Multi-stage compressor case

As stated earlier, the new GROUND-MED heat pump is a multi-stage unit with two
compressors of the same capacity working in tandem. Its control is similar to that of the
former GEOCOOL heat pump. However, it uses two di�erent thermostat bands instead
of one, one for each compressor (see Fig. 2.13).

In the cooling season (Fig. 2.13a), the temperature of the water increases during the
night. When the value of the control temperature is above the upper limit (e.g. at
the beginning of the morning), both compressors start, cooling down the water until it
reaches the medium limit, moment at which the second compressor (C2) stops. At this
moment, if the instantaneous thermal demand is big enough, C2 will continue to cycle
on and o� and the �rst compressor (C1) will run continuously. On the other hand, if the
thermal load is small, C1 will continue to cool down the water until it reaches the lower
limit, thus stopping. Then, the temperature of the water will start to increase until it
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Figure 2.13: GROUND-MED heat pump control: (a) Cooling mode; (b) Heating mode.

reaches the medium limit of the band and the heat pump starts again beginning a new
cycle.

Eq. 2.10 shows the variation of the control temperature depending on the number of
compressors which are running at each moment (n), where N is the total number of
compressors, equal to 2 for the multi-stage heat pump analysed.

dTcontrol
dt

=
q̇ − Q̇HP · nN
Mw · cp,w

(2.10)

When both compressors are running (n = 2), the capacity of the heat pump is the total
capacity. When only one compressor is running (n = 1), the capacity of the heat pump

is considered to be approximately half the total capacity ( Q̇HP
2 ). In fact it is not exactly

"half" the total capacity, but it is assumed in order to simplify the problem. Finally,
when both compressors are switched o� (n = 0), the capacity of the heat pump is zero.

The control of the GROUND-MED heat pump in heating mode is similar to cooling mode,
but reversing the temperature limits in such a way that C2 starts when the temperature
decreases below the lower limit.
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Fig. 2.14 brie�y depicts the comparison of the control of both heat pumps. It can be
observed that, whereas the compressor of the GEOCOOL heat pump uses the whole
deadband for controlling, the GROUND-MED heat pump divides the band into two
smaller bands which are used to control the two di�erent compressors.

COOLING

HEATING

COMPRESSOR 1

COMPRESSOR 2

COMPRESSOR 2

COMPRESSOR 1

COOLING

HEATING
COMPRESSORGEOCOOL

GROUND-MED

TsettingLower limit Upper limit

Figure 2.14: Heat pumps control comparison.

Finally, the way the GROUND-MED heat pump controller controls the temperature
should be analysed, that is to say, the way the heat pump controller interprets the
parameters that are sent to it. It di�ers from Fig. 2.14, where it was presented so that
it could be better compared to GEOCOOL heat pump.

As mentioned earlier, these parameters that the heat pump controller receives are the
temperature setpoint (Tset) and the temperature deadband (∆Tdb). Then, the tempera-
ture deadband is divided into equal parts according to the total number of compressors
of the unit (N), in such a way that ∆Tdb,n = ∆Tdb/N . In the case of the GROUD-MED
heat pump, the total number of compressors is N = 2. Fig.2.15 shows qualitatively
the relation between the temperature at the inlet (To, ic) and outlet (Ti, ic) of the heat
pump and how the return temperature (To, ic) is used as the control temperature for the
example case of cooling mode.

Looking at Fig. 2.15, the average value of the control temperature can be de�ned as
a function of the temperature setpoint (Tset), the temperature deadband (∆Tdb) and
the operation state of the heat pump (n) as presented in Eq. 2.11. This means that the
control temperature will vary around a di�erent temperature depending on the operation
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Figure 2.15: GROUND-MED heat pump control: temperature setpoint and temperature
deadband.
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state of the heat pump.

Tcontrol,avg = Tset + ∆Tdb ·
(
n− 1

2

)
(2.11)

2.2.3 Energy e�ciency

Energy e�ciency is characterized by the energy performance factor, de�ned as the ratio
between the thermal load and the electrical energy consumption during a time interval.
Energy e�ciency parameters are therefore calculated taking into account the heat trans-
ferred from the heat pump to the internal circuit, and the power consumption readings.

When instantaneous values are considered, the performance of the heat pump is charac-
terized by the coe�cient of performance (COP), which is the ratio between the thermal
capacity and the power consumption, expressed in equation 2.12.

COPHP =
Q̇ic

ẆHP

(2.12)

Nevertheless, as the heat pump starts and stops several times throughout the day, the
instantaneous value of the COP may vary since the moment the heat pump is switched
on until it reaches a quasi-steady state. For that reason, the COP can be integrated
during the ON time operation (tON ) in a single cycle of the heat pump. This provides
the COP of the heat pump in quasi-steady state conditions (COPHP,stdy) as presented
in equation 2.13.

COPHP,stdy =

∫ tON

0
Q̇ic(t) · dt

∫ tON

0
ẆHP (t) · dt

(2.13)

On the other hand, the COP may as well be di�erent in di�erent cycles along the day,
and in di�erent days along the season, depending on the load and on the heat pump
settings. In order to analyse the performance of the heat pump during longer time
intervals, another performance parameter is employed: the energy performance factor
(PF), which is calculated integrating the COP for any period of time t, as presented in
Eq. 2.14.

PF =

∫ t

0
Q̇ic(t) · dt

∫ t

0
ẆHP (t) · dt

(2.14)

Depending on the duration of the time interval considered for the calculation, the energy
performance factor can be daily, monthly, seasonal, etc. The energy e�ciency parameters
considered in this research work are the daily performance factor (DPF) and the seasonal
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performance factor (SPF), depending on whether the time period considered is a single
day or a whole season respectively.

When calculating the performance factor for a single ON/OFF cycle, if only the ON
time period is considered, the performance factor integrated for one cycle will be the
same as the COP at quasi-steady state conditions (PFHP = COPHP,stdy). In fact, it
was proved in [60] that water to water heat pump units have negligible start up losses,
so that partialization losses only depend on the parasitic losses due to the electronics (or
maybe the crankcase heater consumption in those cases where it is installed). During
the ON period, the unit works as in quasi-steady state conditions with condensing and
evaporating temperatures gliding with the respective inlet water temperatures variation.

The previous expressions provide the energy performance factor of the heat pump, that
is to say, only the power consumption of the heat pump is considered in the denominator,
as in Eq. (2.15). The performance factor of the heat pump is also called performance
factor 1 (PF1 = PFHP ).

PF1 =

∫ t

0
Q̇ic(t) · dt

∫ t

0
ẆHP (t) · dt

(2.15)

However, a GSHP system includes not only the heat pump, but also the auxiliaries
(water circulation pumps) and the terminal units (fan coil units). The aim of the energy
optimization strategies is to optimize the global energy performance of the system, and
not only that of the heat pump. Therefore, di�erent parameters need to be de�ned
depending on the di�erent components consuming power or transferring heat that are
considered. This way, it is possible to study the in�uence of each component on the
performance of the system.

Performance factor 2 (PF2) includes the external circulation pump. Therefore, its power
consumption is included in the denominator as presented in equation 2.16.

PF2 =

∫ t

0
Q̇ic(t) · dt

∫ t

0

(
ẆHP (t) + ẆECP (t)

)
· dt

(2.16)

The value of PF2 stands for the performance of the ground loop together with the heat
pump, typical components of GSHP systems. Therefore, this de�nition of performance
factor can be very useful in order to compare di�erent GSHP installations.

Performance factor 3 (PF3) adds the internal circulation pump to the calculation of
the energy performance factor. Therefore, its power consumption is included in the
denominator as presented in equation 2.17. In addition, the heat transferred to the
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internal circuit by the internal circulation pump is included in the numerator.

PF3 =

∫ t

0

(
Q̇ic(t)± Q̇ICP (t)

)
· dt

∫ t

0

(
ẆHP (t) + ẆECP (t) + ẆICP (t)

)
· dt

(2.17)

As a matter of fact, the internal circulation pump losses contribute to heat up the water
circulating through the internal hydraulic circuit. For that reason, this heat needs to be
added to the heat pump capacity during heating mode while it needs to be subtracted
during cooling mode (that is the reason why the sign ± appears in the equation). How-
ever, not all the electrical power consumed by the circulation pump is transferred to
the �uid, since part of these losses go to the surroundings, mainly the electrical losses
generated at the motor which are transferred to the air through the motor envelope and
the fan [61]. The heat delivered by the internal pump can be calculated by applying the
thermal and electrical e�ciency of the water circulation pump, ηth and ηel respectively,
as presented ni Eq. 2.18.

Q̇ICP (t) = ηth · ηel · ẆICP (2.18)

The pipes in the circuit are well insulated, hence the thermal losses are negligible. There-
fore, nearly all the pump power is employed in heating up the water and the thermal
e�ciency is assumed to be 1 (ηth = 1). On the other hand, the electrical e�ciency is very
high and its in�uence on the results is almost negligible comparing order of magnitudes
of the compressor and pumps consumption. Still, a value of ηel = 0.9 has been considered
for the study carried out in this dissertation.

Finally, a 4th performance factor can be de�ned. This performance factor 4 (PF4) would
include the fan coil units. Therefore, its power consumption is included in the denomi-
nator as presented in equation 2.19.

PF4 =

∫ t

0

(
Q̇ic(t)± Q̇ICP (t)

)
· dt

∫ t

0

(
ẆHP (t) + ẆECP (t) + ẆICP (t) + ẆFCU (t)

)
· dt

(2.19)

However, as previously mentioned, the control of the FCUs is completely carried out
by the users: fan speed and temperature setpoint. The control system only supplies
the required �ow rate of water at the required temperature. Therefore, this last energy
e�ciency parameter (PF4) is not considered in this research work, as the FCUs are not
included in the energy optimization strategies developed.

All the results regarding energy performance will be obtained for performance factor 3.
Therefore, performance factor 3 is considered as the performance factor of the system
(PFsys = PF3). This is the most important energy e�ciency parameter, since the
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objective is to optimize the global energy performance of the system and PFsys covers
the performance of the complete system working as a whole.

In Eqs. (2.15), (2.16), (2.17) and (2.19), t stands for any integration period required. If
the integration period considered is a single day, the PFs will turn into DPFs, and if the
whole season is considered, they will turn into SPFs.

Fig. 2.16 shows daily performance factors 1, 2 and 3 for a typical cooling day. As it
can be observed, the heat pump DPF (DPF1) is 5.6, while the system DPF (DPF3)
is deteriorated down to 3.1, when all the auxiliary equipment (circulation pumps) is
considered in the calculation, representing a drop of 45% in the performance factor of
the system. This demonstrates the importance of optimizing the energy performance of
the system.
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Figure 2.16: Deterioration of the DPF in a typical cooling day.

2.2.4 Partial load ratio

In order to optimize the energy performance of the system, a good strategy is trying
to adapt its operation to the thermal demand (or thermal load) of the building in real
time. This is actually the basis of most of the energy optimization strategies developed
in Chapter 3. The thermal load of the building can be either calculated directly from
the readings of temperature and �ow rate, or indirectly by means of parameters like the
partial load ratio (or part load ratio), which provides an accurate estimation of it.

This section presents the estimation of the partial load ratio from experimental data by
means of three di�erent approaches for the single-stage case. Then, the estimation is
performed for the heat pump with two compressors working in tandem.
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Single-stage compressor case.

Both the in�uence of the thermal load of the building in the system operation and the
aim of using it as part of the energy optimization strategies justify the importance of a
thorough calculation of the partial load ratio. In order to determine the thermal load of
the building directly from the experimental readings, it is necessary to establish a control
volume. An energy balance applied to this control volume would provide the thermal
load. The three control volumes presented in Fig. 2.17 are proposed in order to estimate
the thermal load of the building.

Heat

Pump

Fan

Coils

Buffer tank

Ttank

To,ic

Ti,ic

TR,FCU

TS,FCU

C B A

Figure 2.17: Control volumes proposed to determine the thermal load of the building.

Three di�erent estimations of the thermal load are obtained from the three control vol-
umes shown in Fig. 2.17.

1. The �rst control volume (A) only considers the water circulating through the FCUs,
exchanging heat with the air in the o�ces. Applying the energy balance to control
volume A, Eq. 2.20 is obtained for the thermal demand.

q̇A = ṁic · cp,w · (TR,FCU − TS,FCU ) ≈ ṁic · cp,w · (To,ic − Ttank) (2.20)

Since the values of the water temperatures just at the inlet (TS,FCU ) and outlet
(TR,FCU ) of the FCUs are not available, these values are approximated to the
temperatures at the outlet of the tank (Ttank) and the inlet of the heat pump
(To,ic). The heat losses in the pipes and the variation in the water temperature
when going through the circulation pump are neglected for the calculation.

However, the length of the piping system cannot be neglected: there will be a
certain delay in the temperature readings at a given moment. Fig. 2.18 depicts the
evolution of the water temperature with time (t) and with the length of the pipes
(x), for the example of cooling mode.

In order to take into account this delay, the values of temperature considered in
Eq. 2.20 should be taken at di�erent moments or time steps. The time that the
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Figure 2.18: Water temperature along the length of the building loop (cooling mode).

water needs to cross the building loop and return to the heat pump depends on its
speed (v) and the length of the pipes (L). Therefore, the estimation of the thermal
load for control volume A is calculated as provided by Eq. 2.21, where the total
length considered is 2 · L (return line plus supply line).

q̇A ≈ ṁic · cp,w ·
(
To,ic(t)− Ttank

(
t− 2 · L

v

))
(2.21)

2. The second control volume (B) adds the mass of water in the piping system
(Mw,pipes) to the previous control volume. Therefore, the inertia introduced by
this mass of water is taken into account for the new energy balance proposed in
Eq. 2.22.

Mw,pipes · cp,w ·
dTo,ic
dt

= q̇B − ṁic · cp,w · (To,ic − Ttank) (2.22)

In this case, the variation of the temperature of the water in the pipes can be
determined from the temperature at the outlet of the piping system, that is to say
at the inlet of the heat pump (To,ic). This way, all the required variables are direct
readings from the DAQ system. Finally, the estimation of the thermal load for
control volume B is calculated as provided by Eq. 2.23.

q̇B = Mw,pipes · cp,w ·
dTo,ic
dt

+ ṁic · cp,w · (To,ic − Ttank) (2.23)
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3. Finally, the last option considered (control volume C) includes the mass of wa-
ter inside the bu�er tank as well (Mw,tank). The energy balance for this case is
presented in Eq. 2.24.

Mw,tank ·cp,w ·
dTtank
dt

+Mw,pipes ·cp,w ·
dTo,ic
dt

= q̇C−ṁic ·cp,w ·(To,ic−Ttank) (2.24)

In this case, the variation of the temperature of the water inside the tank has been
estimated by means of the temperature at its outlet (Ttank). Finally, solving Eq.
2.24 for q̇C , Eq. 2.25 is obtained in order to determine the thermal load of the
building for control volume C.

q̇C = Mw,tank ·cp,w ·
dTtank
dt

+Mw,pipes ·cp,w ·
dTo,ic
dt

+ṁICP ·cp,w ·(To,ic−Ttank) (2.25)

In order to carry out the study of the di�erent estimations proposed for the direct calcu-
lation of the thermal load of the building from the experimental readings, experimental
data from a typical cooling day in the geothermal plant were used. Fig. 2.19 presents
the estimated value of the thermal load for the three proposals, control volumes A, B
and C, determined by means of Eqs. 2.21, 2.23 and 2.25 respectively.

It can be observed in Fig. 2.19 that the three estimations show similar values. In
addition, the results present a high variability in all cases, mostly due to the noise in
the readings of temperatures and �ow rates. In the case of q̇B and q̇C , the presence of
derivatives ampli�es the e�ect of the measurement noise, distorting the obtained results.
This is observed comparing Figs. 2.19a, 2.19b and 2.19c, where the results for q̇A are
more stable than for q̇B and q̇C .

On the other hand, the �nal objective of calculating the thermal load is the implementa-
tion of optimization algorithms which adapt the operation of the system to the thermal
demand at each moment. For that purpose, the simpler the better. The fact of having
derivatives would complicate the implementation of these algorithms and would make
them more unstable. For that reason, the estimation of the thermal demand �nally
chosen is the �rst one, q̇A, which does not have derivative terms.

Still, the resulting data for q̇A present excessive noise. That is the reason why, in order to
reduce the noise introduced by the measuring system, the results are �ltered by applying
a moving mean with a period of 14 readings. A number of 14 readings was manually
chosen because it provided a good value of the noise-signal ratio in the resulting thermal
load. For greater values, the accuracy of the results decreased sharply, as the resulting
graph was very di�erent from the original graph. The results after applying this �lter
are shown in Fig. 2.20.

After �ltering the data, the variability in the results is considerably reduced. However, the
implementation of Eq. 2.21 still means introducing a high uncertainty in the calculations,
due to both the possible uncertainties in the experimental data measurements and the
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Figure 2.19: Di�erent approximations to determine the thermal load of the building: (a)
qA; (b) qB; (c) qC .

43



Analysis of the system performance

08:24 09:36 10:48 12:00 13:12 14:24 15:36 16:48 18:00 19:12
0

5

10

15

20

25

Time (hh:mm)

q A
,a

vg
14

 (
kW

)

Figure 2.20: Thermal load of the building (qA) �ltered with a moving mean of period 14.

approximations considered. Moreover, the delay considered in Eq. 2.21 might not be
an exact multiple of the data acquisition time step, what would increase the uncertainty
in the estimation even more. Therefore, the direct estimation of the thermal load is
discarded and an indirect method is considered instead.

In the search for a parameter that could reduce the uncertainly caused by the experi-
mental readings when estimating the thermal demand of the building, the control signal
of the heat pump is quite reliable. As it is a digital signal, it is not so sensitive to the
presence of measurement noise, so it highly reduces the uncertainty. By using this signal,
it is possible to measure the time that the heat pump remains running (ON time) or
stopped (OFF time). As described earlier (see Figs. 2.10 and 2.12), the duration of the
cycles, and more precisely, the amount of time that the heat pump remains on and o�,
is directly related to the thermal load of the building. The parameter that quanti�es the
relation between the ON and OFF times and the thermal load is the partial load ratio
(α).

The partial load ratio characterizes the instantaneous thermal load that the system has
to cope with (q̇) as a percentage of the maximum heat pump capacity (Q̇HP ). The
de�nition of the partial load ratio is presented in Eq. 2.26.

α =
q̇

Q̇HP
(2.26)

Assuming that system was designed in such a way that its maximum capacity coincides
with the maximum possible thermal load of the building, the partial load ratio would
equal 1 for the maximum thermal load and 0 when there is no thermal load at all. A value
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of α = 1 would be physically possible but very unlikely to happen. However, a value of
α = 0 would not make physical sense. Even in the case that all the FCUs are switched
o�, there would be a small load due to the thermal losses in the hydraulic circuit. The
value of α would be very low in this case, lower than 0.1, but not zero.

Although the partial load ratio is an instantaneous value by de�nition, for practical
reasons it will be calculated for each cycle of the heat pump, taking into account the
total duration of the cycle (tTOTAL).

α =

∫

tTOTAL

q̇ · dt
∫

tTOTAL

Q̇HP · dt
(2.27)

Looking at any of the graphs in Fig. 2.12, it can be observed that each cycle can be
divided into two sections, the ON time (tON ), when the heat pump is running (HP ON),
and the OFF time (tOFF ), when the heat pump is switched o� (HP OFF). The addition
of both periods of time is the total duration of the cycle (tTOTAL = tON + tOFF ). The
partial load ratio can be obtained by applying an energy balance to each section of the
cycle. The energy balance for the ON and OFF time periods is presented in Eqs. 2.28
and 2.29 respectively, where it is assumed that both the thermal load and the heat pump
capacity are constant throughout the cycle.

Mw · cp,w ·
dTcontrol

dt

∣∣∣∣
tON

= q̇ − Q̇HP (2.28)

Mw · cp,w ·
dTcontrol

dt

∣∣∣∣
tOFF

= q̇ (2.29)

In a given cycle, the variation of temperature with time corresponds to the temperature
deadband set for the heat pump, but with opposite signs for the di�erent sections of the
cycle (∆T |tON

= −∆T |tOFF
), as it is observed in Fig. 2.12. Taking into account this

fact and integrating Eqs. 2.28 and 2.29, Eq. 2.30 is obtained.
∫

tON

q̇ − Q̇HP
Mw · cp,w

=

∫

tOFF

−q̇
Mw · cp,w

(2.30)

Finally, the relation between the thermal demand of the building and the maximum heat
pump capacity can be obtained by means of solving Eq. 2.30. After solving Eq. 2.30,
Eq. 2.31 provides the expression to calculate the partial load ratio of the system as a
function of the operating periods, tON and tOFF . In the case of the single-stage heat
pump (GEOCOOL heat pump), the partial load ratio is called αsingle. It should be
noticed that it is assumed that both the thermal load and the heat pump capacity are
considered constant throughout the cycle.

αsingle =
q̇

Q̇HP
=

tON
tON + tOFF

(2.31)
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This study for the determination of the partial load ratio was presented in [62].

Multi-stage compressor case

The expression provided in Eq. 2.31 to calculate the partial load ratio is only true for
single-stage ON/OFF controlled units. However, as depicted in Fig. 2.13, a multi-stage
heat pump has a slightly di�erent performance.

When analysing a multi-stage heat pump unit, which consists of a speci�c number of
compressors (N) working in tandem, the thermal demand of the building will determine
the number of stages in operation and thus the compressor consumption. In this case it is
necessary to de�ne a parameter that characterizes the operation state of the heat pump,
referred to in the following as n. For a given state n, there will be n − 1 compressors
running continuously and the nth compressor cycling ON/OFF.

In the particular case considered in this PhD work (two compressors working in tandem),
there will be two di�erent operation states: the periods when there is one compressor
cycling ON/OFF, as if it was a single stage unit (state n = 1), and the time when there
is one compressor continuously running and the other one switching on and o� (state
n = 2). Fig. 2.21 shows an example of the evolution of the two di�erent states via the
control signal of the compressors.

state

t

n = 2
α    ]0.5,1 ] 

n = 1
α   [0,0.5 ] 

Figure 2.21: Heat pump operation state for the GROUD-MED heat pump.

As it can be observed in Fig. 2.21, the heat pump remains in state n = 1 for partial load
ratios lower than or equal to 50% (α <= 0.5). On the other hand, the heat pump enters
state n = 2 for values of the partial load ratio of the system greater than 0.5 (α > 0.5).
Therefore, Eq. 2.31 would only be valid for calculating the partial load ratio of each one
of the stages, which will be referred to in the following as α1.
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In brief, when determining the partial load ratio of a multi-stage heat pump unit, two
di�erent parameters should be distinguished: the partial load ratio of the system (α) and
the partial load ratio of each one of the operation states (α1). The partial load ratio of
each state is calculated by means of Eq. 2.32, considering the corresponding operating
times (tON and tOFF ).

α1 =
tON

tON + tOFF
(2.32)

In the particular case of the GROUND-MED heat pump (two compressors working in
tandem), the operating times to consider are the following:

- For state n = 1, tOFF is the time during which the heat pump is switched o� and
tON is the time during which only one stage is running.

- For state n = 2, tOFF is the time during which the second stage is switched o�
and the �rst stage is continuously running; and tON is the time during which both
compressors are running.

On the other hand, the partial load ratio of the system (α) needs to be calculated, since
it is the parameter that actually represents the thermal load of the system. In order to
calculate α, an expression that relates the partial load ratio of each state with that of
the entire system is required.

In order to characterize the thermal demand of the building in this kind of multi-stage
heat pump systems, an energy balance can be applied to the system as presented in Eq.
2.33. The left hand side term in Eq. 2.33 stands for the thermal energy provided by the
heat pump, whereas the right hand side term stands for the thermal energy demanded by
the building for a given ON/OFF cycle, assuming that the energy losses to the ambient
are negligible.

tON ·
Q̇HP

Mw · cp,w
· n
N

+ tOFF ·
Q̇HP

Mw · cp,w
· n− 1

N
= (tON + tOFF ) · α · q̇

Mw · cp,w
(2.33)

In Eq. 2.33, Q̇HP is the total capacity of the heat pump (with two stages running), and
N stands for the total number of compressors of the multi-stage heat pump unit assuming
all of them of the same capacity as a hypothesis for the calculation, as it allows to simplify
the problem. This will facilitate the programming of the optimization algorithms in the
control board of the system, making it more reliable.

Considering Eq. 2.33 and the de�nition of the partial load ratio of each state (α1) given
by Eq. 2.32, Eq. 2.34 is obtained, which provides the relation between the partial load
ratio of each state (α1) and that of the entire system (α) in a multi-stage heat pump
unit with two compressors working in tandem.

α = (1− α1) · n− 1

N
+ α1 ·

n

N
(2.34)
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The relation between α and α1 given by Eq. 2.34 is graphically depicted in Fig. 2.22. It
can be observed that values of α1 from 0 to 1 result in values of α from 0 to 0.5

It can also be observed that there is a discontinuity in Eq. 2.34: a value of α = 0.5 can
be obtained either for a value of α1 = 1 when the operation state is n = 1, or for a value
of α1 = 0 when the operation state is n = 2. This discontinuity is solved as shown in
the intervals written in Fig. 2.21: the value of α = 0.5 is considered for state n = 1 (the
state is n = 1 when α <= 0.5). For state n = 2, the value of α = 0.5 that would result
for α1 = 0 is disregarded (the state is n = 2 when α > 0.5). In fact, this decision does
make sense. A value of α1 = 1 would be physically possible according to its de�nition if
the �rst compressor is continuously running during a whole day (there is no OFF time in
Eq. 2.32 because the thermal load of the building keeps a constant value exactly equal
to half of the HP capacity). However, a value of α1 = 0 would not make physical sense,
since that would mean that there is no ON time and this could only happen if the heat
pump is out of order. In fact, even in the case that all the FCUs are switched o�, there
would be a small load due to the thermal losses in the hydraulic circuit. The value of α1

would be very low in this case, lower than 0.1, but not zero.

0

0.2

0.4

0.6

0.8

1
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State: n = 2

 

 

α
1

α

Figure 2.22: Relation between α1 and α as a function of the operation state (n).

In conclusion, by means of the operation times (tON and tOFF ) and knowing the operation
state at which the heat pump is working (n), it is possible to obtain the partial load ratio
of the system by applying Eqs. 2.32 and 2.34. The value obtained is a reliable value
that can be implemented in the control board of the system in order to apply energy
optimization strategies that make the system adaptive to the thermal demand of the
building.

2.2.5 Historical performance

The geothermal plant studied in this PhD work has been completely monitored since it
began its regular operation in February 2005. Therefore, a great bunch of data sets have
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been collected, allowing the analysis and determination of the most relevant parameters
of the system performance and the study of their evolution along the years.

In [57], a computer tool based on spreadsheets is presented by F. Ruiz-Calvo in order to
analyze the data. The data presented in that paper correspond to the period 2005-2011.
In the following, a summary of the main eventualities that have occurred at the plant
during this period is presented. Moreover, a brief description of the main eventualities
happened during the period 2012-2015, during which this research work has been carried
out, is also presented.

2005 → A comparison study was performed during the �rst year of operation of the
system, switching between an air to water heat pump and the GSHP, thus, there
were some days when the GSHP was not working. Conclusions of this study were
presented in [19].

2006-2007 → After the �rst year and up until June 2007, there are very few days of
normal operation registered, since the installation was subjected to several main-
tenance and tuning operations.

2007-2009 → The system has been working more or less continuously since June 2007.
Still there are days not representative of the typical daily performance of the instal-
lation, mainly due to maintenance operations being carried out, to DAQ system
failures, or to some frecuency optimization tests performed (see more details in [61]).

2009-2010 → Some optimization strategies where carried out during 2009 and 2010,
modifying the temperature settings, in the framework of the GROUND-MED
project [50]. Moreover, the internal tank was changed in May 2009, and it was
moved to the supply line, right after the heat pump, in order to allow a more
accurate control of the water temperature supply to the building.

2011 → The original heat pump was replaced with a new one, with two compressors, in
May 2011, also in the framework of the GROUND-MED project. During the �rst
month of operation of the new heat pump, the external circulation pump was not
cycling o� with the heat pump, which leads to data sets considerably di�erent than
the standard ones. After this was corrected, and during the remaining months of
the cooling season, the system operation was mostly the typical one, as described
in Section 2.2.6.

2012 → Starting from year 2012, a series of optimization studies continued in the in-
stallation also in the framework of GROUND-MED project. During the summer,
some optimization strategies were applied to the system, modifying both the tem-
perature settings and the �ow rates through both the internal and the external
circuit. Is should also be pointed out that there are no valid days for the month of
August, as the installation was turned o� during holidays. This e�ciency measure
of switching o� the installation during the vacation month of August has been kept
up to currently.
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2013 → The optimization studies carried out during year 2012 led to the use of the
optimized algorithm on a regular basis during most of year 2013. In order to
compare the performance of the optimized system to a standard operation, the
system is programmed in such a way that a standard algorithm was applied on
odd days and the optimized algorithm was used on even days. This is a good
method for randomly choosing when to apply each strategy and obtaining, in the
long term, 50% of the days working with each one, getting a rather fair comparison.
The standard control was con�gured according to the requirements of GROUND-
MED project as far as the temperature setpoint was concerned: maximum setpoint
of 40◦C in heating mode, and minimum setpoint of 10◦C in cooling mode. This
restrictions also applied to the limits con�gured in the algorithm of the optimised
control.

At the beginning of the year, the daily timetable of the system operation was
modi�ed. The system used to operate 15 hours per day: from 7am to 10pm in
cooling mode, and from 6am to 9pm in heating mode. However, the use of the
heating and cooling system was revised and it was decided to reduce the time of
operation down to 13 hours per day, in order to save energy adapting the timetable
to the users daily activity.

In April 2013, the heat pump controller, manufactured by Carel, was reprogrammed,
including the possibility to use the control strategy presented in Section 3.4.2, but
also keeping the possibility of using the former control. Moreover, this new con-
troller allowed the user choosing whether to use as the control sensor the temper-
ature probe located on the return line or the one located on the supply line, (the
study of the location of the control temperature sensor is presented in Section 3.3).

During the month of August, some maintenance operations had to be carried out.
Finally, during the months of November and December, the optimized algorithm
was applied everyday following the guidelines of GROUND-MED project. This
strategy was followed during the �rst months of year 2014.

2014 → During the �rst months of year 2014 (from January to April), the optimized
algorithm continued to be applied on a daily basis in order to complete the tests
campaign for heating mode. On June 2014, the test campaign was stopped in order
to develop and include some upgrades in the optimized algorithm. The reason to
do this was that it was found that there was a lack of comfort conditions in some of
the o�ces, above all in extreme weather conditions during summer. Therefore, the
standard algorithm was applied for the rest of the year, except for some isolated
days employed to tune up the upgraded optimized algorithm. GROUND-MED
project �nished on December 2014.

2015 → The upgraded optimized algorithm to ensure the user comfort was �nally de-
veloped and implemented in the system control board in year 2015. It started its
regular application (that is to say, on alternating days: standard algorithm on odd
days and optimized algorithm on even days)on May 2015 and it continues currently.
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With the end of GROUND-MED project on December 2014, the standard control
introduced earlier was rede�ned. It was decided that the limits established by
GROUND-MED where out of the scope of common operation. Therefore, following
a more general criterion, and after consulting the FCUs manufacturer, CIAT, the
following new limits for the building supply temperatures were de�ned: maximum
setpoint of 45◦C in heating mode, and minimum setpoint of 7◦C in cooling mode.

2.2.6 Short-term performance. Analysis of typical days

In order to optimize the energy performance of the GSHP installation studied in this
research work, a previous step is to know exactly how the system works. In order to do
this, a thorough analysis of the evolution with time of the main variables is carried out.
The main system temperatures, that is to say, the temperatures at the inlet and outlet
of both the internal and the external circuit (Ti,ic, To,ic, Ti,ec and To,ec), are analysed.
The water �ow rates and the heat pump capacity are also studied. Moreover, the partial
load ratio is presented for the studied days.

This analysis is carried out for both operation modes, cooling and heating, and only
for the GROUND-MED heat pump, as it was the one installed at the geothermal plant
when this research work started. Several typical days, with di�erent thermal loads, are
analysed for both modes.

As for the GEOCOOL heat pump, Felix Ruiz-Calvo presented in his PhD thesis [63]
the analysis of its performance. From the results, it was concluded that the system
was working with partial load ratios lower than 0.5 during most of the time. That was
the reason why, in the framework of GROUND-MED project, the former heat pump
(GEOCOOL heat pump) was replaced by the current heat pump with two compressors
working in tandem (GROUND-MED heat pump), which was expected to �t better to
the instantaneous thermal demand.

Cooling mode performance

Fig. 2.23 depicts the evolution with time of the main system temperatures: temperature
at the inlet of the internal circuit (Ti,ic), at the outlet of the internal circuit (To,ic), at
the inlet of the external circuit (Ti,ec), and at the outlet of the external circuit (To,ec),
for two typical days in cooling mode: one with low thermal load (Fig. 2.23a), and one
with medium thermal load (Fig. 2.23b).

As it can be observed in Fig. 2.23, the system starts at 7 am and stops at 10 pm. During
the night, the four temperatures tend to the same value, as the system is turned o�
during the night. Focusing on the evolution of the temperatures in the internal circuit
in Fig. 2.23a, it can be observed that, when the installation starts in the early morning,
the system has to cool down all the water that was heated up during the night, as the
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Figure 2.23: System water temperatures in cooling mode: (a) Low load (2012/10/18);
(b) Medium load (2013/06/13).

52



Analysis of the system performance

installation was switched o�. The system cools down the water until it reaches the value
of the temperature setpoint. In this case, the temperature setpoint is 10oC, as required by
the speci�cations of GROUND-MED project. In that moment, the heat pump switches
o�, the values of the temperatures Ti,ic and To,ic become equal and they start to increase,
heated up by the e�ect of the thermal demand of the building. This cycling of the heat
pump continues during the whole day. See section 2.2.2 to remember how the heat pump
control works.

In Fig. 2.23a, the ON time periods are rather short compared to the OFF time periods.
In Fig. 2.23b however, which represent a medium load, presents longer ON time periods
and shorter OFF periods. This increase in the length of the ON periods is due to a higher
thermal load, which makes the heat pump need more time to cool down the water.

Regarding the temperatures in the external circuit, they re�ect the behaviour of the
ground heat exchanger and the external circuit. It can be observed in both Fig. 2.23a
and Fig. 2.23b that the temperatures Ti,ec and To,ec do not become equal, as it might be
expected. This is because the external circulation pump is switched o� at the same time
that the heat pump is switched o�. This means that the water stops circulating through
the pipes in the external circuit. Therefore, the temperature of the water at the outlet
of the external circuit varies very slowly and it does not get the value of the temperature
at the inlet.

The cycling of the external circulation pump can be observed in Fig. 2.24, which shows
the water �ow rates in both the internal (ṁic) and the external (ṁec) circuit.

The same typical days presented earlier are presented in Fig. 2.24: low thermal load (Fig.
2.24a) and medium thermal load (Fig. 2.24b). It can be observed that, while the external
pump switches on and o� with the heat pump, the internal pump is running during the
15 hours of system operation. This means an important source of power consumption
that needs to be reduced, as it will be seen later.

Fig. 2.25 shows the capacity of the heat pump, calculated as presented in 2.3 in section
2.2.1. Both the heat exchanged with the internal circuit (Q̇ic) and the external circuit
(Q̇ec) are depicted.

It can be observed in Fig. 2.25 that the �rst cycle performed by the heat pump in the
early morning is a special one, as the second compressor is switched on. This happens
because the temperature of the water in the piping increases during the night, as the
heat pump is switched o�. In the morning, when the system starts, the temperature
of the water is far from the setpoint, and above its upper limit, what means that both
compressors start in order to cool down the water at a quicker pace (see Fig. 2.23). When
the temperature of the water reaches the medium limit (see 2.2.2), the second compressor
stops. Finally, when the temperature of the water reaches the lower limit, the remaining
compressor stops too. In fact, this happens soon after the second compressor has stopped,
what means that this behaviour is not representative of the real thermal load, but a side
e�ect of switching o� the heat pump during the night. For that reason, this �rst cycle
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Figure 2.24: Water �ow rates in cooling mode: (a) Low load (2012/10/18); (b) Medium
load (2012/06/13).
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Figure 2.25: Cooling capacity: (a) Low load (2012/10/18); (b) Medium load
(2012/06/13).
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will not be considered when calculating the average thermal load of the day.

Fig. 2.26 shows the main power consumptions of the system: the heat pump (ẆHP ), the
external circulation pump (Ẇecp), the internal circulation pump (Ẇicp) and the fan coil
units (ẆFC). This four consumptions are the ones providing the de�nition of the four
performance factors introduced in Section 2.2.3. The same typical days are depicted in
this �gure.
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Figure 2.26: Power consumption in cooling mode: (a) Low load (2012/10/18); (b)
Medium load (2012/06/13).

As it can be observed in Fig. 2.26, the highest consumption comes, as expected, from
the heat pump (ẆHP ). The consumption of the heat pump in cooling mode is around
1.5 kW for one compressor, and around 3 kW when the two compressors are running. As
for the circulation pumps, a simple calculation is enough to realise that they represent
an important energy consumption. Together, they consume 0.8 kW of power, what
represents 35% of the total power consumption (without considering the fan coil units).
This points out what was already mentioned during the analysis of the state of the art in
section 1.2: the consumption of the auxiliary equipment is an important source of energy
consumption that needs to be reduced. There is a huge potential for improvement in this
part of the system, which will be exploited in Chapter 3 of this dissertation.
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Regarding the FCUs, their power consumption is also important. Nevertheless, as men-
tioned in section 2.1.2, the only action taken with a view to improve the energy e�ciency
of the FCUs was the replacement of three fan coils with three more e�cient ones. The
control of all the fan coils (velocity and setpoint temperature) is changed manually by
the user and has not been included in the global energy optimization strategies developed
in this dissertation.

In Fig. 2.27, another typical cooling day is presented, this time with a higher load, typical
of the month of July. Fig. 2.27a shows the system water temperatures (Ti,ic, To,ic, Ti,ec
and To,ec), while Fig. 2.27b depicts the main power consumptions of the system (ẆHP ,
Ẇecp), Ẇicp) and ẆFC).
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Figure 2.27: High load day in cooling mode (2012/07/10): (a) System temperatures; (b)
Power consumption.

It can be observed in Fig. 2.27a that, when both compressors are running in the middle
part of the day, the temperature of the water at the outlet of the internal circuit is higher
than when there is only one compressor running. This e�ect was commented earlier in
this section and described in Section 2.2.2. In fact, it would be preferable to keep the
same band of temperatures independently of the number of compressors running. The
improvement of this behaviour is part of the optimization strategies described in Chapter
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3.

In addition, it can also be observed in Fig. 2.27 that, during this period in which the heat
pump alternates between one and two compressors, the temperature di�erence between
the water at the inlet and outlet of the internal circuit (temperature di�erence in both
sides of the evaporator in cooling mode) is higher with two compressors than with one
compressor running. Moreover, the temperatures Ti,ic and To,ic never get equal values in
this period, as there is always at least one compressor running.

As for the power consumptions, the consumption of the heat pump when two compres-
sors are running is around 3 kW. This would mean an impact of the circulation pumps
in the total power consumption of 21%. Nevertheless, it should be said that the instal-
lation works normally with one compressor, and it is only during July that the second
compressor operates on a regular basis, as the thermal demand is as big as to do so. Very
few days, except for this month, the need of switching on the second compressor arises.

Finally, Fig. 2.28 shows the evolution of the thermal load along the three typical days
analysed earlier, by using the partial load ratio calculated as presented in Section 2.2.4.
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Figure 2.28: Di�erent load ratios in cooling mode: (a) Low load (2012/10/18); (b)
Medium load (2012/06/13); (c) High load (2012/07/10).

It can be observed in Fig. 2.28 that the thermal demand is higher during central hours
of the days and part of the early afternoon, as the partial load ratio in these periods is
higher. It can also be observed that the �rst cycle in the morning presents a value of the
partial load ratio which does not seem to be representative, as it di�ers from the rest of
cycles in the day. As mentioned earlier in this section, this cycle will not be considered
for average load calculations.
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Heating mode performance

In heating mode, a similar analysis of the system performance can be carried out. Fig.
2.29 depicts the evolution with time of the main system temperatures (Ti,ic, To,ic, Ti,ec
and To,ec). Two typical days in heating mode are presented: one with low thermal load
(Fig. 2.29a), and one with medium thermal load (Fig. 2.29b). In this case, the ON
cycles correspond to the heat pump heating up the water in the system.
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Figure 2.29: System water temperatures in heating mode: (a) Low load (2012/10/31);
(b) Medium load (2012/12/20).

As it can be observed in Fig. 2.29, the system starts at 6 am and stops at 9 pm. This is
the default timetable for heating mode.

When comparing Fig. 2.29 to its analogous in cooling mode (Fig. 2.23), it can be
observed that, in the case of heating mode, the temperatures of the external circuit are
lower than the temperatures of the internal circuit (it was opposite in cooling mode).
In the case of heating mode, the temperature setpoint is 40oC (see To,ic in the �gures),
following the speci�cations of GROUND-MED project.

The increase in the duration of the cycles from Fig. 2.29a to Fig. 2.29b comes from the
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increase from a low thermal load in the �rst case (shorter cycles) to a medium thermal
load in the second case (longer cycles).

The cycling of the external circulation pump with the heat pump is also considered in
heating mode, as it can be observed in Fig. 2.30. Both water circulation pumps �ow
rates (ṁic and ṁec) are depicted in Fig. 2.30 for both typical heating days.
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Figure 2.30: Water �ow rates in heating mode: (a) Low load (2012/10/31); (b) Medium
load (2012/12/20).

It can also be observed in Fig. 2.30 that, as it happened in cooling mode, while the
external pump switches on and o� with the heat pump, the internal pump is running
during the 15 hours of system operation (from 6 am to 9 pm in the case of heating mode).
This means, again, an important source of power consumption that needs to be reduced.

Fig. 2.31 shows the capacity of the heat pump for both circuits (Q̇ic and Q̇ec), calculated
as presented in 2.3 in section 2.2.1. The cycles of the heat pump can be clearly observed
here, including the �rst cycle in the morning where the two compressors switch on in
order to heat up the water that has cooled down during the night. In heating mode, this
�rst cycle will not be considered either for the calculation of average thermal loads, as it
is not representative of the thermal demand.
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Figure 2.31: Heating capacity: (a) Low load (2012/10/31); (b) Medium load
(2012/12/20).

61



Analysis of the system performance

Fig. 2.32 shows the main power consumptions of the system (ẆHP , Ẇecp, Ẇicp) and
(ẆFC) for the two typical heating days analysed.
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Figure 2.32: Power consumption in heating mode: (a) Low load (2012/10/31); (b)
Medium load (2012/12/20).

As it can be observed in Fig. 2.32, the highest consumption comes from the heat pump.
The consumption of the heat pump is higher in heating mode (around 2 kW with one
compressor or 4 kW with two compressors) than in cooling mode (1.5 kW with one
compressor and 3 kW with two compressors). This makes that the importance of the
auxiliaries (water circulation pumps) is not as important as in cooling mode, as they
represent 28% of the total power consumption when only one compressor works. Never-
theless, there is still room for improvement, as the second compressor rarely switches on
during the heating season (except for the �rst cycle of the day), due to the lower demand
because of the mild weather existing in Valencia during the heating season. That is the
reason why no typical heating day is presented for high load, because it is not a typical
performance.

Finally, Fig. 2.33 shows the evolution of the thermal load along the two typical days
analysed, by using the partial load ratio calculated as presented in Section 2.2.4. Com-
pared to cooling mode, it can be observed that the thermal load is higher during the
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early morning and in the evening, as these are the coldest periods of the day, colder than
the central hours.

It can also be observed that the �rst cycle in the morning presents a value of the partial
load ratio which does not seem to be representative, as it di�ers from the rest of cycles
in the day. As done for cooling mode, this cycle will not be considered for average load
calculations in heating mode either.
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Figure 2.33: Di�erent load ratios in heating mode: (a) Low load (2012/10/31); (b)
Medium load (2012/12/20).
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2.2.7 Long-term performance. Analysis of yearly evolution

The GSHP installation studied in this research work has been in operation since the
beginning of year 2005. During this time, di�erent changes have been carried out in the
system, as it was presented in Section 2.2.5. Apart from the short-term performance
analysis presented in the previous section, a long-term performance analysis of the main
system variables and parameters seems to be very useful in order to have a better un-
derstanding of the performance of the system, identifying the main characteristics of the
typical operation of the system, so that they can be taken into account for the develop-
ment of energy optimization strategies.

Felix Ruiz-Calvo presented in his PhD thesis [63] the long-term performance analysis of
the installation for the period during which the old GEOCOOL heat pump was installed.
The analysis carried out in this section covers the period since the GROUND-MED heat
pump was installed in year 2011 until June 2015, period during which the installation
has been working continuously, without being switched o� for excessively long periods of
time.

For the study of the characteristic variables and performance parameters of the installa-
tion, the monthly values of those parameters are obtained by averaging the corresponding
daily values for each month. However, when averaging the daily values, not all the work-
ing days of the system should be considered. Before obtaining the monthly average values,
it is necessary to separate the representative days from those that are not representative
of the system typical performance (those where maintenance operations, frequency opti-
mization tests or other experiments have been performed). Only the representative days
will be taken into account on the analysis of the long-term performance of the system
characteristic parameters.

Fig. 2.34 depicts the evolution with time of the main system temperatures over the
studied period: temperature at the inlet of the internal circuit (Ti,ic), at the outlet of
the internal circuit (To,ic), at the inlet of the external circuit (Ti,ec), and at the outlet
of the external circuit (To,ec). Fig. 2.34a shows the temperatures in the external circuit,
whereas Fig. 2.34b presents the internal circuit temperatures.

The water temperature exiting the external circuit directly depends on the ground tem-
perature, hence its evolution along the years re�ects the evolution of the ground temper-
ature itself. As it can be observed in Fig. 2.34a, the average ground temperature remains
constant over the years, thus verifying the correct design and sizing of the ground source
heat exchanger.

On the other hand, the internal circuit water temperatures depend on the values of
the temperature setpoint established by the control algorithm. Fig. 2.34b shows the
evolution of these variables along the years of operation of the system. Due to the
implementation of di�erent control and optimization strategies, the values of the water
temperature during the last year 2015 present a higher variability than those of the �rst
years.
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Figure 2.34: System water temperatures from 2011 to 2015: (a) External circuit; (b)
Internal circuit.
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Fig. 2.35a presents the thermal load corresponding to both the internal and external
circuits, measured at both sides of the heat pump. The thermal load of the internal
circuit directly depends on the thermal energy demand of the building. Therefore, it can
be used as an indicator of the thermal load of the building, which mainly depends on the
weather conditions and the users' behaviour.
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Figure 2.35: System thermal loads from 2011 to 2015: (a) Thermal load in MJ; (b)
Partial load ratio (α).

As it can be observed in Fig. 2.35a, the evolution of the thermal load is very similar
over the years, while there is still some variability associated to changes of the ambient
temperatures and the users' daily activity. These changes, combined with the increase
of the system's e�ciency, account for the progressive reduction of the thermal load over
the years observed in Fig. 2.35a.
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The thermal load of the building can also be studied through the partial load ratio (Fig.
2.35b). The partial load ratio is also directly related to the thermal energy demand of the
building and, thus, it presents the same evolution. As it can be observed in Fig. 2.35b,
the partial load ratio is lower than 0.5 during most of the time. As mentioned in the
previous section, it is only during the hottest month of the year, July, that the partial
load ratio takes values higher than 0.5. Still, this does not happen everyday during this
month. Hence, when calculating the monthly averages, there is only one case, in July
2014, in which the partial load ratio takes a value higher than 0.5.

Fig. 2.36 shows the heat pump capacity both at the internal and external circuits. Since
the heat exchanger coupled to each hydraulic circuit changes depending on the operation
mode, the heating capacity corresponds to that of the internal circuit in heating mode
and to that of the external circuit in cooling mode. Analogously, the cooling capacity
corresponds to that of the external circuit in heating mode and to that of the internal
circuit in cooling mode.

Apr 2011 Oct 2011 May 2012 Nov 2012 Jun 2013 Jan 2014 Jul 2014 Feb 2015 Aug 2015
6

7

8

9

10

11

12

H
ea

t p
um

p 
ca

pa
ci

ty
 (

kW
)

 

 
Q

ic

Q
ec

Figure 2.36: Heat pump capacity from 2011 to 2015.

As it can be observed in Fig. 2.36, the heat pump capacity takes values around 10 kW
in heating mode and 8 kW in cooling mode, as an average. The high variability observed
is due to two reasons. The �rst one is that di�erent operating conditions (in terms of
water temperatures and mass �ow rates) produce variations on the heat pump capacity.
The second reason is that the heat pump has two compressors working in tandem. The
fact that the heat pump may work at full load (two compressors running at the same
time) on some days may a�ect the monthly average value.

Finally, the DPFs calculated for the studied period are shown in Fig. 2.37. The four
de�ned parameters are studied: DPF1 (only the heat pump is considered), DPF2 (the
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external circulation pump is also considered), DPF3 (the internal circulation pump is
added to the calculation) and DPF4 (the FCUs are also included).
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Figure 2.37: Daily performance factors (DPF1 to DPF4) from 2011 to 2015.

As it can be observed in Fig. 2.37, DPF1 and DPF2 show lower values in heating mode
than in cooling mode (around 15% lower), due to the higher temperature lift that the
compressor has to overcome during winter. When adding the internal circulation pump
to the calculation, the heat introduced by this component counteracts this e�ect and, so,
the values of DPF3 and DPF4 do not show this seasonal variation.

Comparing the DPFs, it is possible to analyse the e�ect that each component has on the
global e�ciency of the system: adding the external circulation pump produces a decrease
of 9% between DPF1 and DPF2 as an average. The inclusion of the internal circulation
pump reduces an extra 14% when comparing DPF2 and DPF3. Finally, including the
fancoils results in a decrease of 8% from DPF3 and DPF4. This analysis points out,
again, the necessity of implementing energy optimization strategies in order to optimize
the performance of the system and save energy.
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Chapter 3

Energy optimization and control

algorithms

Chapter 3 stands for the main core of this PhD dissertation. It is devoted to the energy
optimization and control algorithms.

After introducing the topic of the chapter in Section 3.1, system design and con�guration
issues, such as the sizing of the bu�er tank (Section 3.2) or the position of the control
sensor and the bu�er tank (Section 3.3), are analysed. In addition, two alternatives are
proposed and studied in order to control the temperature of the water supplied to the
building, instead of the return temperature.

Then, two control strategies are described separately: a temperature compensation strat-
egy (Section 3.5) and an in situ optimization methodology for the water circulation pumps
frequency (Section 3.6). The combination of these two strategies, identi�ed as �rst ap-
proach, is presented in Section 3.7.1. In order to enhance this �rst approach, improving
user comfort while keeping substantial energy savings, the integrated control and opti-
mization strategy is upgraded in Section 3.7.2. The results for each study are presented
in its corresponding section.

Finally, the main steps and the main di�culties faced in the implementation of the
algorithms developed in the control and optimization strategies are presented in Section
3.8.
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3.1 Introduction to energy optimization and control algo-

rithms

It goes without saying that global warming is a current reality. As mentioned in Chap-
ter 1, governments are thus creating binding regulations in the �eld of energy. In this
framework, an e�cient use of energy, combined with the use of renewable energy sources,
becomes of paramount importance. Ground source heat pump systems employ a re-
newable energy source to improve the e�ciency of HVAC systems. However, without
a proper control of the system, the energy savings might be spoilt, above all in GSHP
systems in which two circulation pumps are required.

As presented in the section devoted to state of the art (Section 1.2), a possible approach
to make an e�cient use of the energy in HVAC systems in general, and in GSHP systems
in particular, is energy management [27�29]. Nevertheless, this research work focuses
however on maximizing the energy performance in GSHP systems mainly targeting an
optimal operation of the system working as a whole. An optimal design of the system
components and the con�guration of the system is also targeted, such as the sizing of
the bu�er tank and the position of the control sensor and the bu�er tank in the internal
circuit.

In order to achieve an optimal operation, one of the best ways is allowing to adapt
the performance of the system to the thermal demand of the building, as pointed out
in [31, 32]. An interesting way to do this is controlling the heat pump capacity, which
is mainly achieved by means of variable speed compressors [33�38]. However, as the
auxiliary equipment accounts for an important amount of the energy consumed in GSHP
systems [39�41], they should also be considered in the integrated control and optimization
strategies. An integrated control including the variation of the temperature setpoint of
the heat pump and the circulation pumps frequency for single-stage and multi-stage heat
pumps is presented at the end of this chapter.

3.2 Bu�er tank sizing

When it comes to the bu�er tank and the piping circuit in A/C systems in general, and
in heat pump systems in particular, there are di�erent connection principles as shown
in Fig. 3.1: tank on the return line (Fig. 3.1a), tank on the supply line (Fig. 3.1b)
and decoupling tank (Fig. 3.1c). In the �gure, and in the following, cooling mode has
been considered for the analysis. Therefore, the thermal load of the building (q̇) is heat
added to the hydraulic loop, which is removed by the heat pump which has a cooling
capacity Q̇HP . All three con�gurations shown in Fig. 3.1 are usual in small buildings
and, although the analysis focuses on the most common approach, which is locating the
tank on the return line (Fig. 3.1a), the conclusions drawn are perfectly applicable to the
rest of con�gurations.
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Figure 3.1: Di�erent connection principles: (a) Tank return; (b) Tank supply; (c) De-
coupling tank.
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As presented in Chapter 2, the GSHP system studied in this research work stops during
the night. That is the reason why it is not recommended to oversize too much the tank
volume because, otherwise, more time and energy would be required to heat up / cool
down a greater amount of water (if the tank is larger) when the installation starts in the
morning due to the heat won during the night. On the other hand, the tank should be
large enough as to provide the system with the necessary thermal inertia to couple the
building thermal load with the heat pump capacity. Therefore, an accurate determination
of the necessary volume for the bu�er tank is required in order to adjust its size as much
as possible.

It should be clari�ed that, in a system as the one presented in Fig. 3.1, the total volume
of the system must be expressed as the volume of the bu�er tank (Vtank) plus the volume
of the piping circuit (Vpipes): V = Vtank + Vpipes. The piping circuit volume will depend
on each installation (distance from the machinery room to the terminal units, pipes
diameter, etc.). The equations and calculations considered in the following refer to the
total volume of the system. However, in order to simplify the problem, it is assumed
that all the volume of the system is concentrated in the bu�er tank and that the piping
volume is negligible. As a consequence, in order to obtain the volume of the actual bu�er
tank from the formulae developed, the volume of the piping circuit must be subtracted
from the calculated system volume.

From the literature review carried out by the authors, it was found out that the main
parameters to take into consideration when undertaking the design of the bu�er tank are
the minimum operating time of the compressor (∆tmin,ON ), the minimum OFF cycle time
(∆tmin,OFF ) and the maximum number of starts per hour of the compressor (sphmax).
Therefore, the in�uence of these three parameters in the sizing of the bu�er tank is
analysed in the following subsections following two di�erent approaches: a theoretical
one based on a simpli�ed energy balance analysis and a second one regarding practical
considerations. This analysis was published in [64].

3.2.1 Theoretical approach

In a system as the one presented in Fig. 3.1, an energy balance can be separately
performed for the ON cycle time (time during which the compressor is working) and for
the OFF cycle time (time during which the compressor is switched o�). Considering
n which stands for the operation state of the heat pump as presented in Section 2.2.4,
during the OFF time there will be only n−1 compressor stages running. The heat pump

capacity can be estimated as (n− 1) · Q̇HP
N , assuming each stage with the same unitary

capacity (Q̇1 = Q̇HP
N ), where N is the total number of stages of the compressor rack.

Therefore, the energy conservation equation, assuming that all the water is concentrated
in the bu�er tank, can be expressed for the OFF time as presented in Eq. 3.1.

ρw · V · cp,w ·
dT

dt
= q̇ − (n− 1) · Q̇HP

N
(3.1)

72



Bu�er tank sizing

Where:

ρw · V is the mass of water (Mw) in the system,

cp,w is the speci�c heat of water at constant pressure,

dT/dt is the tank (system) water temperature variation with time,

q̇ is the thermal load of the building

and Q̇HP is the capacity of the heat pump.

The instantaneous thermal load of the building can be expressed as a fraction of the
heat pump capacity, q̇ = α · Q̇HP , where α stands for the partial load of the system
as presented in Section 2.2.4. Taking into account Eq. 2.34 in order to distinguish the
partial load ratio of the system from that of each individual stage (α1), Eq. 3.1 can be
easily solved for the OFF cycle time leading to Eq. 3.2, where ∆Tdb is the temperature
increase experienced by the water in the system during the OFF time, which is equal
to the temperature deadband set in the control board of the heat pump, and Q̇1 is the
capacity of one single stage.

∆tOFF =
ρw · V · cp,w ·∆Tdb
q̇ − (n− 1) · Q̇HP

N

=
ρw · V · cp,w ·∆Tdb

α1 · Q̇1

(3.2)

Solving Eq. 3.2 for the volume, the minimum volume required for the system to provide
a minimum OFF time can be estimated by means of Eq. 3.3.

Vmin =
α1 · Q̇1

ρw · cp,w ·∆Tdb
·∆tmin,OFF (3.3)

The same analysis can be performed for the ON cycle time, where the heat pump capacity
enters the energy balance as a negative value and Eq. 3.4 is obtained.

ρw · V · cp,w ·
dT

dt
= q̇ − n ·Q1 (3.4)

Proceeding as previously presented for the OFF time and taking into account that the
temperature variation will be negative, the ON cycle time is provided by Eq. 3.5.

∆tON =
ρw · V · cp,w ·∆Tdb

(1− α1) · Q̇1

(3.5)

Therefore, the minimum volume of the system required to provide a minimum ON time
is given by Eq. 3.6.

Vmin =
(1− α1) · Q̇1

ρw · cp,w ·∆Tdb
·∆tmin,ON (3.6)
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Finally, the minimum volume required for the system in order to avoid a maximum
number of starts per hour of the compressor (sph) can be obtained by using the total
duration of a complete cycle (∆t = ∆tON + ∆tOFF ). By de�nition, the number of starts
per hour is the number of complete cycles in an hour (3600 seconds) as presented in Eq.
3.7.

sph =
3600

∆tON + ∆tOFF
(3.7)

Combining Eqs. 3.2, 3.5 and 3.7, Eq. 3.8 can be obtained, which provides the number
of starts per hour as a function of the partial load ratio of the system.

sph =
3600

ρw·V ·cp,w·∆Tdb
Q̇1

·
(

1
α1

+ 1
1−α1

) =
3600 · Q̇1 · α1 · (1− α1)

ρw · V · cp,w ·∆Tdb
(3.8)

Then the minimum volume of the system required to avoid a maximum number of starts
per hour of the compressor can be estimated by means of Eq. 3.9.

Vmin =
3600

ρw · cp,w ·∆Tdb
· α1 · (1− α1) · Q̇1

sphmax
(3.9)

From the energy balance analysis proposed above, three di�erent expressions to calculate
the minimum volume of the system have been obtained according to three di�erent cri-
teria: ∆tmin,OFF , ∆tmin,ON and sphmax, according to Eqs. 3.3, 3.6 and 3.9 respectively.
As it can be observed, the minimum system volume is in all cases proportional to the
capacity of one stage (Q̇1) and the inverse of the temperature deadband. Additionally,
it also depends on the thermal load, represented by the partial load ratio of the corre-
sponding compressor state, α1. As an example, Fig. 3.2 depicts, for all three criteria,
the minimum volume that the system would require as a function of the partial load
ratio, for the example case of a heat pump with a single compressor working in cooling
mode and the following typical values for the other parameters: Q̇HP = Q̇1 = 20kW ,
∆Tdb = 3K, ∆tmin,OFF = 3 min, ∆tmin,ON = 2 min and sphmax = 10.

As it can be observed in Fig. 3.2, when considering the minimum ON time for the design
(Eq. 3.6), the minimum volume of the system is directly proportional to 1 − α1, what
means that the lower the partial load ratio, the higher the minimum volume. Conversely,
with the criterion of the minimum OFF time, the minimum system volume would be
directly proportional to the partial load ratio (Eq. 3.3). Therefore, the higher the load
ratio, the higher the minimum volume required. Finally, when it comes to the number of
starts per hour of the compressor, the volume is quadratically dependant on the partial
load ratio (3.9), hence presenting a maximum which comes for α1 = 0.5 independently
of the values of the other parameters. Hence, the closer the load ratio to the value of 0.5,
the higher the minimum volume required for the system.

As it can be observed in this example, the most restrictive criterion would correspond to
the minimum OFF cycle time, being the minimum total volume required equal to 0.287
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Figure 3.2: Example of required system volume as a function of the partial load ratio for
a 20 kW heat pump.

m3. Given that the partial load ratio of the state (α1) varies from 0 to 1, the following
expressions can be obtained for the minimum value of the volume corresponding to the
three considered criteria, independently of the partial load ratio.

Vmin =
α1 · Q̇1

ρw · cp,w ·∆Tdb
·∆tmin,OFF =

Q̇1

ρw · cp,w
·

∆tmin,OFF
∆Tdb

(3.10)

Vmin =
(1− α1) · Q̇1

ρw · cp,w ·∆Tdb
·∆tmin,ON =

Q̇1

ρw · cp,w
·

∆tmin,ON
∆Tdb

(3.11)

Vmin =
3600

ρw · cp,w ·∆Tdb
· α1 · (1− α1) · Q̇1

sphmax
=

Q̇1

ρw · cp,w
·

900
sphmax

∆Tdb
(3.12)

3.2.2 Manufacturers' guidelines review

HVAC equipment manufacturers often publish guidelines on how to operate systems
and how to size di�erent components in order to achieve a better performance of their
units. Likewise, installers usually give recommendations based on their broad practical
experience. Some of these guidelines and recommendations when addressing the sizing
of the bu�er tank have been gathered for this work and are presented and discussed in
the following.

Popular design criterion

According to some HVAC engineering companies and installers consulted, the most
general indication when facing bu�er tank sizing is that the tank must supply the
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chilled water during the necessary o�-time of the compressor. This is analytically
represented by Eq. 3.13, where ∆Tdb is the deadband of the thermostat control,
which is typically around 2K. Notice that it is the unitary capacity of the heat pump
(Q̇1) that is considered, and not that of the complete compressor rack (Q̇HP ).

ρw · V · cp,w ·∆Tdb = Q̇1 ·∆tmin,OFF (3.13)

Therefore, there is a minimum volume of the tank which allows the system to meet
the demand when the corresponding stage of the heat pump is switched o� (OFF
time). This minimum volume is provided by Eq. 3.14. In order to make a later
comparison, this approach will be referred to as POPULAR.

Vmin =
∆tmin,OFF

ρw · cp,w ·∆Tdb
· Q̇1 (3.14)

ASHRAE recommendations

One of the most reliable sources of this kind of recommendations is the American
Society of Heating, Refrigerating and Air-conditioning Engineers (ASHRAE). The
following recommendation appears in [65]: Manufacturers of water chillers state
that system water volume should be a minimum of 3 to 10 gal per installed ton
of cooling (0.054 to 0.179 L/s per kWR [kW of Refrigeration]). In a system less
than this and under light cooling load conditions, thermal inertia coupled with the
reaction time of chiller controls may cause the units to short cycle or shut down on
low-temperature safety control. In other words, Vmin = [3 ÷ 10]gal/toncool. After
converting to International System units, Eq. 3.15 is obtained.

Vmin = [3.24÷ 10.8] · Q̇1 (3.15)

CARRIER/INTERCLISA recommendations

An interesting explanation for the matter was found in reference [66]. In this
reference, it is argued that the minimum liquid volume for chiller plant installations
should be that which just gives time to the temperature sensors to track temperature
variations, recommending that the temperature variation should be lower than 1.5
◦C per minute, i.e. |dT/dt| <= 1.5◦C/min = 1.5/60K/s = 0.025K/s. Applying
the energy balance equation to the system, Eq. 3.16 is obtained when n stages are
switched on.

ρw · V · cp,w ·
dT

dt
= q̇ − n · Q̇1 (3.16)

Considering Eq. 3.16, the maximum variation would take place when the thermal
load tends to be (n− 1) · Q̇1 and the compressor of the stage n is running (notice
that the use of lower-case n here by the author of reference [66] refers to the actual
number of stages running and not to the operation state of the heat pump as de�ned
earlier). Therefore, the minimum volume of the system would be given by Eq. 3.17

Vmin =
Q̇1

ρw · cp,w · dTdt
∣∣
max

(3.17)
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For a later comparison this approach will be called CARRIER(1).

An alternative approach considered in the same reference (from now on referred to
as CARRIER(2)) takes into account theminimum o�-cycle time for one compressor
partialization step. This is analytically expressed by Eq. 3.18.

ρw · V · cp,w ·
∆Tdb

∆tmin,OFF
= q̇ − n

N
· Q̇HP = q̇ − n · Q̇1 (3.18)

This expression is very interesting and clearly recognises that temperature varia-
tions are induced by load steps of the compressors rack. As in the previous ap-
proach, the maximum variation would take place when the building load tends to
be (n − 1) · Q̇1 and the stage n is running. Accordingly, Eq. 3.18 transforms into
Eq. 3.19, which coincides with the POPULAR criterion.

Vmin =
Q̇1

ρw · cp,w · ∆Tdb
∆tmin,OFF

(3.19)

In the same reference, the author recommends a value of 5 minutes for the minimum
OFF time (∆tmin,OFF ).

TRANE recommendations

The authors have found recommendations on this regard by TRANE in the tech-
nical manuals of some of their chillers. They distinguish somewhat between high
capacity (e.g. Model CGAF [15-60 ton] (53-211 kW)) and small capacity (e.g.
Model CGA [10-15 ton] (35-53 kW)) units [67]. They state the following: The
volume of water in the loop is critical to the stability of system operation. The
minimum required water volume is dependant on the chiller controller and system
GPM. Water volumes less than the minimum required for the system can cause nui-
sance problems including low pressure trips and freezestat trips. The cause of these
trips is "Short Water Loops". The minimum required water volume (as a function
of loop time and GPM) is as follows:

- CGAF: Minimum Loop Volume = GPM x 3 Minute Loop Time

- CGA: Minimum Loop Volume = GPM x 5 Minute Loop Time

For larger units, up to 120 ton (422 kW), they recommend that a two-minute water
loop circulation time is su�cient to prevent short water loop issues [68].

In summary, TRANE recommends di�erent loop times depending on the size of
the unit:

- 10 to 15 ton (35-53 kW): Minimum Loop Volume = GPM x 5 Minute Loop
Time (TRANE(1))

- 15 to 60 ton (53-211 kW): Minimum Loop Volume = GPM x 3 Minute Loop
Time (TRANE(2))
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- Up to 120 ton (422 kW): Minimum Loop Volume = GPM x 2 Minute Loop
Time (TRANE(3))

Where GPM is the �ow rate of water in gallons per minute.

Taking into consideration the above recommendations, it is clear that the minimum
volume would depend on the �ow rate and the total loop time. In other words,
Vmin = V̇ · ∆THP . In contrast to previous recommendations, it is interesting to
�nd that this time the recommendation of minimum volume is referred to the water
�ow rate. However, if one takes into account that the �ow rate (V̇ ) is related to the
capacity (Q̇HP ) through the following relation, V̇ = Q̇HP /(ρw ·cp,w ·∆THP ), where
∆THP is the water temperature di�erence across the heat pump, the formula for
the minimum volume can also be expressed in the form of previous equations, as
shown in Eq. 3.20.

Vmin =
Q̇HP

ρw · cp,w ·∆THP
·∆t (3.20)

Where the time period (∆t) would depend on the size of the system, ranging from
2 to 5 minutes. The larger the size, the shorter the period. It is important to
notice that, in the case of this reference, the capacity considered in the expression
to calculate the minimum system volume corresponds to the total capacity of the
compressors rack (Q̇HP ) and not to the unitary capacity (Q̇1).

Danfoss Commercial Compressors recommendations

DCC state the following guidelines for their scroll compressors [69]:

- The system must be designed in a way that guarantees a minimum compressor
running time of 2 minutes so as to provide for su�cient motor cooling after
start-up along with proper oil return.

- There must be no more than 12 starts per hour; a number higher than 12
reduces the service life of the motor-compressor unit.

- A minimum three-minute (180 seconds) time out is recommended.

Summarizing, with the nomenclature employed in this work, the recommendations
are as follows:

- ∆tmin,ON ≥ 2 min (or oil return time)

- ∆tmin,OFF ≥ 3 min

- sph ≥ 12

EMERSON recommendations

Emerson Climate Technologies states the following guidelines for their Copeland
scroll compressors [70]:

- There must be a maximum of 10 starts per hour.

78



Bu�er tank sizing

- There is no minimum o� time because Scroll compressors start unloaded even
if the system has unbalanced pressures.

- The most critical consideration is the minimum run time required to return
oil to the compressor after start-up.

Summarizing, with the nomenclature employed in this work, the recommendations
are as follows:

- ∆tmin,ON ≥ Oil return time

- ∆tmin,OFF − No limit for scroll compressors

- sph ≥ 10

Table 3.1 shows a summary of the compiled guidelines and recommendations.

The following conclusions can be drawn from the analysis of Table 3.1:

- On the one hand, HVAC system manufacturers provide design guidelines to deter-
mine the minimum volume of the system. On the other hand, compressor man-
ufacturers just give recommended values for minimum ON and OFF cycle times
as well as maximum number of starts per hour of the compressor, as the refrig-
eration circuit is unknown for them. That is the reason why they only provide
recommendations for the compressor operation.

- All the expressions for the minimum volume of the system (bu�er tank plus piping
circuit) can be expressed as a function of the chiller unitary capacity (Q̇1), which
obviously is the main parameter for its sizing, with the exception of TRANE guide-
lines. In the case of TRANE recommendations, it is the total capacity Q̇HP that
is considered instead of the unitary capacity. Moreover, since this analysis focuses
on small installations, as the GSHP system studied in this PhD work, only the
recommendation for small capacity units (TRANE(1)) will be considered.

- As discussed when carrying out the theoretical approach, the time periods are a
function of the system volume and capacity, but also of the setting of the tempera-
ture control deadband. The criteria POPULAR and CARRIER(2) also include this
parameter. The typical value of the temperature deadband employed by manufac-
turers is 2K. However, most of the time the temperature probe of the thermostat
is clamped to the pipe wall, what in practice means that the actual temperature
variation of the water �ow at the point of control is larger. The authors have ac-
curately measured this di�erence in some installations and a typical setting of 2K
as the control deadband transforms into a 3K to 4K temperature variation in the
actual water �ow.

Taking into account that energy minimization requires to minimize the temperature
di�erence between the chilled/hot water and the ambient air, this would require a
more precise control of the supply temperature and therefore small values of the
control deadband. Obviously this would require larger bu�er tanks. A typical value
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Label Expression ∆tmin,ON ∆tmin,OFF sphmax Other

POPULAR Vmin =
∆tmin,OFF

ρw·cp,w·∆T · Q̇1 n/a n/a n/a
∆Tdb

∆tmin,OFF

ASHRAE Vmin = [3.24...10.8] · Q̇1 n/a n/a n/a n/a

CARRIER
(1)

Vmin = 1
ρw·cp,w· dTdt |max

· Q̇1 n/a n/a n/a dT
dt

∣∣
max

= 1.5 K
min

CARRIER
(2)

Vmin = 1
ρw·cp,w· ∆T

∆tmin,OFF

· Q̇1 n/a 5 min n/a ∆T = 3K

TRANE(1)
(small)

Vmin = ∆t
ρw·cp,w·∆T · Q̇1 n/a n/a n/a

∆THP
∆t = 5min

TRANE(2)
(medium)

Vmin = ∆t
ρw·cp,w·∆T · Q̇1 n/a n/a n/a

∆THP
∆t = 3min

TRANE(3)
(large)

Vmin = ∆t
ρw·cp,w·∆T · Q̇1 n/a n/a n/a

∆THP
∆t = 2min

DCC n/a 2 min 3 min 12 n/a

EMERSON n/a
Oil

return
time

No
limit
for
scroll
comp.

10 n/a

Table 3.1: Summary of guidelines from manufacturers and installers.
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of 3K for the actual variation of the water temperature in the control point has
been assumed as a good reference value for the rest of the following comparisons.
In any case, this parameter will be retained as a second input to the formula since
it is a control parameter and can be set at the installation.

- In regard to the other parameters, some of the manufacturers provide recommended
values for them. However, in the following cases they need to be assumed:

- The temperature di�erence to be considered in TRANE formulae is the one
between the heat pump inlet and outlet. The typical value employed by
designers for the nominal �ow rate is ∆THP = 5K.

- POPULAR criterion requires an estimation of the minimum OFF time. The
value employed in this work will be the one recommended by DCC, that is to
say ∆tmin,OFF = 3 min.

3.2.3 Results for bu�er tank sizing

Table 3.2 summarizes the results for the expressions obtained from both the theoretical
approach in Section 3.2.1 and the di�erent criteria extracted from the Literature review in
Section 3.2.2, after considering the values corresponding to the density and speci�c heat
of the water as well as the recommended values for the operation parameters (∆tmin,OFF ,
∆tmin,ON , sphmax and ∆Tdb).

For the theoretical approach criteria, the following values have been used: ∆tmin,OFF =
3 min, ∆tmin,ON = 2 min, sphmax = 10 and ∆Tdb = 3K.

For the manufacturers' guidelines criteria, the values from Table 3.1 have been considered.
The last column in Table 3.2 shows the resulting minimum volume, in litres, for the
example use of a 20 kW heat pump with a single compressor working in cooling mode
(Q̇HP = Q̇1 = 20 kW ).

After comparing the results obtained in Table 3.2, it can be observed that the most
restrictive criterion regarding the maximum system volume is CARRIER(2). This is be-
cause an OFF time of 5 minutes has been considered, which might be excessive according
to the authors since it almost doubles the resulting minimum volume recommended by
the rest of the reviewed guidelines. Apart from this, the rest of criteria range from
3.24 to 14.35 times the value of the unitary capacity expressed in kW. There are several
sources with coincident results and, on the whole, all of them present relatively similar
values. Therefore, a possible solution for the tank sizing might be considering, as a rule
of thumb, Eq. 3.21, which would be conservative enough and would cover most of the
reviewed guidelines for small and medium installations.

Vmin(litres) = [7÷ 14] · Q̇1(kW ) (3.21)

However, it is worth following discussing the obtained formula and trying to develop a
more accurate �nal design guideline. As it can be seen in Table 3.2, the three analytical

81



Bu�er tank sizing

Approach Criterion Expression
Vmin[L] =

f(Q̇1[kW ])

For
Q̇1 = 20kW

Theretical
approach

∆tmin,OFF Vmin =
∆tmin,OFF

ρw·cp,w·∆Tdb · Q̇1 Vmin = 14.35 · Q̇1 287.1 L

∆tmin,ON Vmin =
∆tmin,ON

ρw·cp,w·∆Tdb · Q̇1 Vmin = 9.57 · Q̇1 191.4 L

sphmax Vmin =
900

sphmax
ρw·cp,w·∆Tdb · Q̇1 Vmin = 7.18 · Q̇1 143.5 L

Manu-
facturers'
guidelines

POPULAR Vmin =
∆tmin,OFF

ρw·cp,w·∆Tdb · Q̇1 Vmin = 14.35 · Q̇1 287.1 L

ASHRAE Vmin = [3.24...10.8] · Q̇1
Vmin =

[3.24...10.8] · Q̇1

[64.8...216]
L

CARRIER
(1)

Vmin = 1
ρw·cp,w· dTdt |max

· Q̇1 Vmin = 9.57 · Q̇1 191.4 L

CARRIER
(2)

Vmin = 1

ρw·cp,w·
∆Tdb

∆tmin,OFF

· Q̇1 Vmin = 23.9 · Q̇1 478.5 L

TRANE(1) Vmin = ∆t
ρw·cp,w·∆THP

· Q̇1 Vmin = 14.35 · Q̇1 287.1 L

Table 3.2: Minimum system volume in terms of the heat pump capacity (example use of
a 20 kW heat pump with a single compressor).
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expressions developed in Section 3.2.1 take into account the most important requirements
for the sizing of the bu�er tank volume: (∆tmin,OFF , ∆tmin,ON and sphmax). Considering
these expressions, the most restrictive approach appears to be the minimum OFF time
criterion. Nevertheless, this does not seem to be so important for scroll compressors.
In contrast, what is clearly important to accomplish, as it is stated by all compressors
manufacturers, is a minimum ON cycle time in order to guarantee that the oil returns
to the compressor.

In any case, studying carefully these analytical expressions (Eqs. 3.10, 3.11 and 3.12), it is
clearly observed that all of them present the same form. Moreover, the minimum volume
will be provided in the end by the worst-case compressor time (∆tcomp) considered in
the numerator, whether this is the minimum OFF time, the minimum ON time or the
time given by the maximum number of starts per hour of the compressor. Therefore,
considering the values of the water density and the speci�c heat, and expressing the
result of the volume in liters, the time in minutes and the capacity in kilowatts, Eq. 3.22
provides the �nal design guideline recommended by the authors in order to calculate the
minimum system volume required.

Vmin(litres) = 14.35 · ∆tcomp(min)

∆Tdb(◦C)
· Q̇1(kW ) (3.22)

Where the compressor time, in minutes, is given by Eq. 3.23.

∆tcomp(min) = max

(
15

sphmax
,∆tmin,OFF ,∆tmin,ON

)
(3.23)

Recommended deadband values between 3◦C and 5◦C (∆Tdb = 3◦C ÷ 5◦C), and com-
pressor time values between 3 and 5 minutes (∆tcomp = 3 min ÷ 5 min), were considered
in [64] by Cervera-Vázquez et al. Even though 3 minutes is time enough to guarantee
a proper compressor oil return for most compressors, a longer time (5 minutes) would
produce longer cycles thus avoiding possible short water loops issues as well as reduc-
ing the losses due to low partial load. It should be noticed that in installations with
chiller modules provided with variable speed compressors, the unitary capacity (Q̇1) to
be considered is the one obtained for the minimum speed.

The analysis presented in this section was carried out in the framework of GROUND-
MED project. Eq. 3.22 was applied for the geothermal plant studied in this research
work, considering the following values for the di�erent parameters: ∆tcomp = 5 min,
∆Tdb = 3.5◦C and Q̇1 = 8 kW . The result was a minimum volume of 164 litres.
Finally, a commercial size tank of 189 litres was installed in the geothermal installation,
as presented in Section 2.1.2.
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3.3 Control sensor and bu�er tank position

There are several possibilities when facing the positioning of both the bu�er tank and the
control sensor. The schematic in Fig. 2.11 depicted the tank on the supply line, whereas
Fig. 3.1 shows that di�erent connection principles are possible for the bu�er tank. In
this section, the options of tank located on the return line (Fig. 3.1a) and tank located
on the supply line (Fig. 3.1b) are analysed, but not the decoupling tank option (Fig.
3.1c), as it is out of the scope of this work. Additionally, the position of the temperature
control sensor is analysed as well. This provides four di�erent con�gurations which are
shown in Table 3.3.

Bu�er
tank

Control sensor
Supply Return

Supply 1 2
Return 3 4

Table 3.3: Possibilities for bu�er tank and control sensor position.

For a start, option 3, which is controlling on the supply while the bu�er tank is located
on the return line, must be discarded because the temperature at this point may vary in-
stantaneously during the heat pump start and stop. This instability on the temperature
control probe would result in undesired e�ects, such as excessive cycling of the compres-
sor. The three remaining options are all viable since all of them present an adequate
thermal inertia, whether it is provided by the bu�er tank, the hydraulic circuit volume
or both of them, which absorb quick variations in the controlled temperature.

Heat pump manufacturers are mostly concerned about the lifespan of their machines.
Variations on the building thermal load make the temperature of the water returning
to the heat pump present some quick �uctuations which may in�uence the compressor
operation conditions and may result in lifespan shortening. That is the reason why they
often include the bu�er tank in the own heat pump case, locate the temperature control
probe at the outlet of the tank and program the control board in such a way that only
controlling on the return line is possible (as mentioned above, it would not be possible
to control on the supply line if the tank is on the return line). In this way, the possible
�uctuations on the return temperature due to building thermal load variations (caused,
for instance, by fan coils manipulation by users) will be absorbed by the bu�er tank and
only stable values of temperature will appear on the return line to the heat pump.

Nonetheless, this is not always the best approach as far as the user comfort is concerned,
as it will be shown in the following. Moreover, variations in the thermal load are not going
to be really high during the same day and, in any case, the volume of water contained
in the piping system should be enough to absorb such small �uctuations.

In the following sections, con�gurations 1, 2 and 4 in Table 3.3 are analysed and com-
pared, trying to highlight advantages and disadvantages for each one of them. This
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simulation analysis is carried out by means of a simpli�ed simulation model of the sys-
tem described in [45]. It should be noticed that, even though the whole analysis is
performed for a single-stage heat pump and for cooling mode, the conclusions are also
applicable to the GROUND-MED multi-stage heat pump and for heating mode too.

3.3.1 Bu�er tank position when the control sensor is on the return line

In this section options 2 and 4 in Table 3.3 are compared. As Fig. 3.3 depicts, the control
sensor is located on the return line following the guidelines of heat pump manufacturers,
while an analysis is undertaken in order to decide where to locate the bu�er tank.

Heat

Pump

Fan

Coils

Buffer tank 

(supply)
Ttank

To,ic

Ti,ic

Buffer tank 

(return)

Figure 3.3: Control sensor located on the return line.

Several simulations were carried out in order to compare the energy performance of the
system when the bu�er tank is on the supply line (option 2) and when it is located on
the return line (option 4). In both simulations all equations and parameters (including
the temperature setpoint) in the simulation model were the same, except for the location
of the bu�er tank, which was tested to be on the return or on the supply line. Results
con�rmed that the energy performance of the system is exactly the same no matter
where the bu�er tank is located, since the daily performance factors coincide for both
con�gurations.

Therefore it must be concluded that, since in both cases the energy performance of the
system is very similar, it would be better to locate the tank on the supply line because it
allows locating the control sensor in either the supply or the return line. If the option of
locating the tank on the return was chosen, it would only be possible to control on the
return line, as previously explained.
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3.3.2 Control sensor position when the bu�er tank is on the supply

line

In this section options 1 and 2 from Table 3.3 are compared. As Fig. 3.4 depicts, the
bu�er tank is located on the supply line and an analysis is carried out in order to decide
where to locate the control sensor.

Heat

Pump

Fan

Coils

Buffer tank 

(supply)
Ttank

To,ic

Ti,ic

Figure 3.4: Tank located on the supply line.

First of all, it should be pointed out that both, the water �ow rate and the thermal load of
the building have an in�uence on the performance of the system. That is the reason why
sensitivity analysis are undertaken and the evolution of the internal circuit temperatures
with time is analysed by means of the same simulation model presented in [45]. These
sensitivity analysis consist of varying one parameter (the one whose in�uence is analysed)
while the rest are kept constant. Regarding the �ow rate, since the installation studied
allows variable frequencies for the circulation pumps, the e�ect of varying the �ow rate
is studied. With respect to the thermal load, it is taken into account by means of the
partial load ratio (α). Results for cooling mode are presented in the following.

Fig. 3.5 depicts the results of several simulations for di�erent values of the load ratio
(α = 0.2, α = 0.5 and α = 0.8) keeping a constant internal circulation pump frequency of
50 Hz (see relation between frequency and �ow rate in Fig. 2.6). The temperature setting
considered in all three cases is the same, 10◦C, with temperature dead band of ±2◦C.
The �gure shows the time evolution of the temperature at the outlet of the heat pump
(Ti, ic), at the outlet of the bu�er tank, that is the temperature of the water supplied
to the building (Ttank), and the temperature at the inlet of the heat pump, that is the
temperature of the water returning from the building (To,ic). In addition, the ON/OFF
signal of the compressor (Comp. ON/OFF) is also plotted in order to be able to follow
the heat pump operation (1 = ON ;0 = OFF ).

The same time scale is considered in all three graphs in Fig. 3.5. Focusing on the
Comp. ON/OFF signal, the in�uence of the partial load ratio can be observed, since
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Figure 3.5: Internal circuit temperatures for di�erent values of α with control sensor on
supply line: (a) α = 0.2; (b) α = 0.5; (c) α = 0.8.
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the higher the value of α, the longer the time during which the compressor is running
(it takes longer to the heat pump to cool down the water when the thermal demand
is higher). The compressor cycles can also be detected through the temperature at the
outlet of the heat pump (Ti,ic), since it coincides with the return temperature (To,ic)
when the compressor is o�, but takes values around 5◦C lower when the compressor is
running.

It can also be observed that the average value of the temperature of the water supplied to
the building (Ttank) remains constant and equal to 10◦C no matter the value of the partial
load ratio. Results are similar in the case of setting a smaller frequency, for instance 20
Hz. It is important to realize that this is really bene�cial because the water at the inlet
of the fan coils only presents the variation corresponding to the dead band of the heat
pump controller (±2◦C in the example of Fig. 3.5), being the average temperature the
same during all the operation period. Therefore, the thermal capacity of the fan coils
will not be a�ected by a variation in the inlet temperature and will be more stable which
is better in terms of user comfort.

On the contrary, when the control sensor is located on the return line (keeping the same
temperature setpoint and dead band of 10±2◦C, which is the case of the simulation
results shown in Fig. 3.6, it can be observed that the higher the load ratio, the lower the
average value of the temperature supplied to the building. This means that the higher
the thermal load, the lower the temperature of the water supplied to the building. This
in�uence is given by Eq. 3.24.

Ttank,avg = To,ic,avg − α ·
Q̇HP

ṁic · cp,w
(3.24)

Regarding the in�uence of the internal frequency (and hence the internal �ow rate), as
presented earlier, there are two frequency inverters in order to vary the �ow rate in the
hydraulic circuits. For that reason, the in�uence of the �ow rate variation should be
studied as well.

For small thermal loads, low frequencies will be set. Lower frequencies mean lower �ow
rates and, according to Eq. 3.24, lower frequencies will result in lower temperatures of
the water supplied to the building (Ttank). Therefore, the performance would be worse
for small thermal loads. Taking for instance a value of 0.2 for the partial load ratio, Fig.
3.7 shows the evolution with time of the system temperatures for 50 Hz (Fig. 3.7a) and
20 Hz (Fig. 3.7b).

As it can be observed in Fig. 3.7, when di�erent frequencies are used, keeping the same
temperature setpoint and deadband as previously (10±2◦C), the average temperature of
the water supplied to the building (Ttank) is not the same. Therefore, if the frequency
is varied during the day as part of the energy optimization strategies, the user comfort
could be a�ected if the control sensor is located on the return line.
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Figure 3.6: Internal circuit temperatures for di�erent values of α with control sensor on
return line: (a) α = 0.2; (b) α = 0.5; (c) α = 0.8.
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90



Control sensor and bu�er tank position

In addition, Fig. 3.7b shows up the possibility of having freezing problems when the
internal frequency is decreased. For higher values of α this performance would be even
worse. Therefore, the heat pump should include an anti-freezing alarm. Besides, the
temperature setpoint should be readjusted when small frequencies are applied in order
to avoid these freezing problems. Although results for a frequency of 20 Hz with the
control sensor on the supply line are not shown, the same behaviour was observed in that
case.

Summarising, when the control sensor is located on the return line, the temperature of
the water supplied to the building may su�er strong variations, as the temperature vari-
ation includes the temperature di�erence introduced by the heat pump, which increases
when the frequency, and hence the �ow rate decreases. This behaviour may result in a
degradation of the user comfort. Therefore, from the point of view of the user comfort
it is better to locate the control sensor on the supply line.

However, only the user comfort has been analysed up to now in order to decide which is
the best location for the control sensor, whether the supply or the return line. When it
comes to the energy performance of the system, results are not so clear.

Fig. 3.8 compares the energy performance for options 1 and 2 in Table 3.3 for a typical
cooling day. The values of the daily performance factors DPF1, DPF2 and DPF3,
calculated by means of Eqs. 2.15, 2.16 and 2.17, and considering a whole day as the
integration period are depicted. Results are favourable for option 1 (sensor supply)
whose performance factor is better. However, this is just because, since the temperature
setpoint considered is the same in both cases, due to the position of the sensor the water
must be cooled down to a lower temperature when the control sensor is on the return
line.
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Figure 3.8: Sensor supply vs. sensor return.

Looking for instance at Fig. 3.5b (sensor supply, α = 0.5), it can be observed that
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the water is cooled down to an average value of 10◦C. However, when the sensor is on
the return (Fig. 3.6b), it is the return temperature that is kept at 10◦C (To,ic), while
the supply water is cooled down to an average value of Ttank,avg = 7.41◦C resulting in
an extra energy consumption of the compressor which deteriorates the heat pump daily
performance factor (DPF1).

Therefore, the energy performance cannot be considered as a decision factor because, if
a temperature setpoint readjustment was applied which achieves that the supply tem-
perature remains constant, the energy performance of both options (sensor supply and
sensor return) would be very similar. This setpoint readjustment is studied in Section
3.4.

As for this section, it is concluded that when the bu�er tank is located on the supply
line, the best con�guration from the point of view of the user comfort is to locate the
control sensor on the supply line, at the outlet of the tank. In this way, the temperature
of the water supplied to the building will always have the same average temperature,
which means improving comfort for the user.

3.3.3 Results for control sensor and bu�er tank position

From the analysis carried out in the previous subsections, it is concluded that, from the
point of view of the user comfort, the best position for both the bu�er tank and the
control sensor is the supply line. In the framework of GROUND-MED project, according
to the results of this study, the bu�er tank was located on the supply line and it works
perfectly.

However, the heat pump in the installation was programmed in such a way that only
controlling on the return line was possible. As introduced earlier, that is what most
manufacturers do. Therefore, it appeared that the control sensor had to remain on the
return line.

As explained in the previous section, this may cause some problems. Fig. 3.9 shows how,
depending on the thermal load of the building (represented by the partial load ratio) and
the �ow rate of water (represented by the frequency), the building supply temperature
varies (according to Eq. 3.24). As it can be seen, whereas the average return temperature
(To,ic,avg) remains constant because it is the controlled temperature (notice the setpoint
would be 10◦C), the higher the partial load ratio, the lower the average temperature of
the water supplied to the building (Ttank,avg). On the other hand, the lower the frequency
(that is to say the lower the �ow rate), the lower the average temperature of the water
supplied to the building.

Nonetheless, the aim is to control the temperature of the water supplied to the building.
For that purpose, in the following section (Section 3.4), two alternatives are proposed in
order to keep the building supply temperature at the desired temperature.
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Figure 3.9: Variation of the supply building temperature with α and the internal fre-
quency.

3.4 Compressor control

The control strategy followed by the heat pump controller in order to switch on and
o� the compressor (or compressors in the case of the GROUND-MED heat pump) was
described in Section 2.2.2. It corresponds to an ON/OFF thermostat control. This
control can be observed in Fig. 2.12 for GEOCOOL heat pump (single-stage) and Fig.
2.13 for GROUND-MED heat pump (tandem). However, several problems may spoil the
optimal performance of the system if the default heat pump control is used.

The �rst problem has to do with the temperature used to control the start and stop of the
heat pump. As shown in Figs. 3.6 and 3.9, using the return temperature as the control
temperature may result in a steep decrease of the supply temperature for high loads
and consequently deteriorate the user comfort. Moreover, the fact that the frequency of
the water circulation pumps can be varied, may aggravate this e�ect by causing freezing
problems in the heat pump for small frequencies (as shown in Figs. 3.8 and 3.9).

The decrease in the supply temperature described in Fig. 3.6 is presented in Fig. 3.10
by means of experimental data. The data correspond to 2012/10/18 (Fig. 3.10a) and
2012/09/18 (Fig. 3.10b). As it can be observed, a higher load in September makes
the building supply temperature (see Ttank,avg in Fig. 3.10b) decrease for the same
temperature setpoint.

The second problem appears only for the GROUND-MED heat pump and it is found
if Fig. 3.11 is observed thoroughly. Taking for instance the example of cooling mode
(Fig. 3.11a), it can be assumed as an example a temperature setting of 10◦C and a
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Figure 3.10: Experimental values of the internal circuit temperatures for di�erent days
with di�erent thermal loads: (a) Low thermal load (2012/10/18); (b) High thermal load
(2012/09/18).
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temperature deadband of 4◦C. As observed in Fig. 3.11a, the heat pump controller
divides the temperature deadband into two smaller bands and makes each compressor
work inside each one of them. Therefore, this would result in a lower limit of 8◦C, an
upper limit of 12◦C and a medium limit of 10◦C.
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Figure 3.11: Numeric example of the GROUND-MED heat pump control: (a) Cooling
mode; (b) Heating mode.

When one compressor is cycling on and o�, the control temperature would vary between
8◦C and 10◦C. On the other hand, when the thermal load increases and the second
compressor starts cycling on and o� while the �rst one is running continuously, the
control temperature would vary between 10◦C and 12◦C. Therefore, when there is a
higher thermal demand, the water is supplied to the building at a higher temperature in
cooling mode, what does not make much sense. The same behaviour occurs in heating
mode, supplying the water at a lower temperature when the thermal demand is higher
(see Fig. 3.11b). Moreover, this would happen as well if the control sensor was located
on the supply line.

A possible solution could just be changing the temperature probe that the heat pump
controller is using as control sensor to the supply line, at the outlet of the tank. This
was tried at the geothermal plant only to realize that the internal programming of the
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heat pump was not prepared for that.

Nevertheless, a correction could be introduced in the temperature setpoint of the heat
pump (measured on the return) which takes into account the variations in the thermal
load and the �ow rate, in order to maintain constant the building supply temperature,
no matter the thermal load, the �ow rate or whether there is one or there are two
compressors running. This possible solution is described in Section 3.4.1.

On the other hand, another possible solution for these two problems would be asking
the manufacturer to modify the internal programming of the heat pump controller. For
that purpose, a new control strategy was developed. This control strategy is described
in Section 3.4.2.

3.4.1 Supply temperature control with sensor on the return line

The �rst approach that one might think of in order to control the building supply tem-
perature while the control sensor remains on the return line is setting each day a di�erent
temperature setpoint in the heat pump so that the supply temperature remains constant.
However, this is not possible because the thermal load is di�cult to predict at the be-
ginning of the day and, what is more, it varies along the day, in�uencing the supply
temperature according to Eq. 3.24. Additionally, the thermostat band is di�erent when
two compressors are running hence varying also the supply temperature (see section
2.2.2).

Therefore, the option of using a �xed setpoint, di�erent for each day, must be discarded
as a strategy to control the supply temperature when the control sensor is on the return
line. Instead, an algorithm that calculates on-line the temperature setpoint to set in
the heat pump so that the supply temperature remains at the desired value at any time
should be found.

As shown in Fig. 2.15 in section 2.2.2, the heat pump controller uses the return tem-
perature (To,ic) to control the start and stop of the heat pump (To,ic,avg = Tcontrol,avg).
This means that the heat pump controller is only concerned about keeping constant the
temperature of the water at the inlet of the heat pump, that is to say the water returning
from the building.

However, the aim is to control the supply temperature. For that purpose, Eq. 3.24
provided the relation between the average values of supply and return temperatures.
Combining Eq. 3.24 and Eq. 2.11 in section 2.2.2, and solving for the temperature
setpoint, Eq. 3.25 provides the value of the temperature setpoint that should be set in
the heat pump controller so that the supply temperature is controlled even though the
control sensor and the control logics at the heat pump control board are prepared to
control on the return line.

Tset = Ttank,avg −∆Tdb ·
(
n− 1

2

)
+

α · Q̇HP
ṁic · cp,w

(3.25)
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Eq. 3.25 was programmed in the control board of the system and tested in the geothermal
plant. Results are shown in Fig. 3.12.

10:04 10:33 11:02 11:31 12:00 12:28 12:57 13:26 13:55
6

8

10

12

14

16

18

20
(a)

Time (hh:mm)

T
 (

ºC
)

 

 

T
tank,avg

 = 12ºC

T
o,ic,avg

 = 14.3ºC

T
o,ic

T
i,ic

T
tank

T
tank,avg

10:04 10:33 11:02 11:31 12:00 12:28 12:57 13:26 13:55
6

8

10

12

14

16

18

20
(b)

Time (hh:mm)

T
 (

ºC
)

 

 
T

tank,avg
 = 12ºC

T
o,ic,avg

 = 15.1ºC

T
o,ic

T
i,ic

T
tank

T
tank,avg

Figure 3.12: Experimental values of the internal circuit temperatures for di�erent days
with di�erent thermal loads applying corrected temperature setpoint: (a) 2012/10/23;
(b) 2012/07/02.
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Fig. 3.12 shows the resulting temperatures of the internal circuit for two di�erent days
with di�erent thermal loads after using the corrected temperature setpoint calculated by
Eq. 3.25. The experimental data correspond to 2012/10/23 (Fig. 3.12a) and 2012/07/02
(Fig. 3.12b). As shown in Fig. 3.12, the average value of the supply temperature
(Ttank,avg) remains the same in both cases. It can be observed that, in order to achieve
that, the temperature setpoint is varied as it is observed in the average value of the return
temperature (To,ic,avg). This change in the temperature setpoint needs to be higher when
the thermal load is higher, as depicted in Fig. 3.12b for the case of July 2012.

Eq. 3.25 is valid for cooling mode. For heating mode the expression is the same by
changing the signs of the last two addends, as expressed in Eq. 3.26.

Tset = Ttank,avg + ∆Tdb ·
(
n− 1

2

)
− α · Q̇HP
ṁic · cp,w

(3.26)

3.4.2 Control board upgrade to control the supply temperature

The second solution proposed is asking the manufacturer of the heat pump (HiRef R©)
to modify the internal programming of the heat pump in such a way that is possible to
use the supply temperature as the control temperature. With this change, it would be
possible to control the temperature of the water supplied to the building hence avoiding
the in�uence of the thermal load and the �ow rate variation in the water supplied to the
fan coils.

However, the second problem presented earlier in the introduction to this section would
remain: the GROUND-MED heat pump would still divide the temperature deadband
into two smaller bands and supply the water at a higher temperature in cooling mode
and at a lower temperature in heating mode when the second compressor starts because
the thermal load is higher. In order to solve this problem, a new control strategy was
developed so that the building supply temperature remained exactly the same indepen-
dently of the number of compressors running. This control strategy, which is explained
in detail in the following, was proposed to the manufacturer who �nally implemented it
in the internal programming of the heat pump controller.

The idea behind this strategy is that the average supply temperature remains at the
same point when the second compressor starts. Therefore, the system should be able to
detect when there is an increase in the thermal demand, hence switching on the second
compressor. For that purpose, instead of dividing the temperature deadband into two
smaller bands and making the heat pump work in one or the other according to the
number of compressors running, a second band (∆Tband2) is included in the new control
strategy in order to detect variations in the thermal load. Fig. 3.13 depicts how this
new control strategy works for cooling (Fig. 3.13a) and heating (Fig. 3.13b) modes. The
description is carried out for cooling mode, but it is analogous for heating mode.

In the cooling season (Fig. 3.13a), the temperature of the water increases during the
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Figure 3.13: GROUND-MED heat pump control after upgrading the heat pump con-
troller: (a) Cooling mode; (b) Heating mode.

night. When the value of the control temperature is above all the temperature limits
(e.g. at the beginning of the morning), both compressors start, cooling down the water
until it reaches point A, moment at which the second compressor (C2) stops. At this
moment, if the instantaneous thermal demand was big enough, the system would continue
to work in state n = 2, that is to say, one compressor continuously running (C1) and the
other one cycling on and o�(C2). However, if the thermal load is small, as it is the case
depicted in Fig. 3.13a, C1 is able to cool down the water until point B is reached and
C1 is switched o�. This is achieved thanks to the second deadband ∆Tband 2.

From point B on, the heat pump will work in state n = 1, with C1 cycling on and o� as
long as the thermal load remains low. This happens between points B and C. At point
C, C1 starts but it is not able to cool down the water because the thermal load is higher
now. Hence the water temperature starts to increase until ∆Tband 2 detects this increase
in the load when point D is reached. At this point, C2 is switched on and starts to cool
down the water.

From point D on, the heat pump will work in state n = 2, with C1 continuously running
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and C2 cycling on and o� as long as the thermal load remains high. This happens
between points D and E. At point E, C2 stops and C1 is able to cool down the water
until it is switched o� when the limit given by ∆Tband 2 is reached (point F).

This algorithm was implemented by the manufacturer in the internal programming of the
heat pump controller and tested in the geothermal plant. By means of this new control
strategy, a stable value of the building supply temperature is achieved independently of
the number of compressors running, as long as temperature at the outlet of the tank is
used as the control temperature. With the return temperature as the control tempera-
ture, the in�uence of the thermal load and the �ow rate variation would not be avoided.
Fig. 3.14 shows the experimental results obtained for cooling mode by means of this
new control algorithm, using the supply temperature as the control temperature. The
same points depicted in Fig. 3.13, from A to F, can be found in the experimental results
presented in Fig. 3.14.
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Figure 3.14: GROUND-MED heat pump control after upgrading the heat pump con-
troller: experimental results for cooling mode (2013/07/09).

This new control strategy is used from now on in the energy optimization strategies
developed in the following. Since the building supply temperature will be used from
now on as the control temperature, it will be referred to in the following as temperature
setpoint as well.
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3.5 Temperature compensation

In Section 3.4 two possible solutions were proposed in order to be able to control the
temperature of the water supplied to the building. However, the value of the building
supply temperature, that is to say the value of the temperature setpoint should not
necessarily be �x to the same value during the whole day. Some variation of it could
be done in order to improve the energy performance of the heat pump and thus of the
system.

For instance, in cooling mode, the water could be supplied at a higher temperature when
the ambient is not too hot and at a lower temperature when it is hotter, and vice versa
for heating mode. The variation of the temperature setpoint as a function of the outdoor
temperature in HVAC systems is commonly known as temperature compensation, out-
door temperature reset or just temperature reset. In this research work, the nomenclature
temperature compensation will be used.

The objective of the temperature compensation is to take into consideration the weather
conditions in order to save energy whenever it is possible. Therefore, the temperature at
which the water is supplied to the building is set as low as possible during heating and
as high as possible during cooling mode, as a function of the ambient temperature. The
curves developed in order to apply temperature compensation in the geothermal plant
studied in this research work are described in the following.

In order to obtain the temperature compensation curves, the air-conditioned zone is
analysed. The thermal load of the whole air-conditioned zone can be expressed as the
sum of the thermal load of each room, as shown in Eq. 3.27.

q̇(t) =
11∑

i=1

γi · [UA0 · (Tamb(t)− Troom(t)) +G+ k · Is(t)]i (3.27)

Where:

γi is the user factor for each room i,

UA0 stands for the overall heat transfer conductance of the room,

G stands for the internal gains due to people, computers and other devices,

k stands for a factor that takes into account the part of the solar irradiation to
consider,

and Is(t) corresponds to the the solar irradiation in the corresponding room

In order to simplify the problem, the internal gains and solar irradiation can be included
in an e�ective UA0 factor whose value would be higher than when only conduction and
convection losses are considered. Then, the thermal load for each room would be as
shown in Eq. 3.28. The example of cooling mode is chosen for the explanation. The
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resulting expressions for heating mode will also be included when required.

Q̇room = UA0 · (Tamb − Troom) (3.28)

On the other hand, the fan coil capacity can be expressed in terms of the air �ow
circulating through the coil (ṁa), the speci�c heat of air at constant pressure (cp,a),
the e�ectiveness of the fan coil (εFC), which depends on the nominal heat capacity of
air (Ca,nom = ṁa,nom · cp,a) and the heat capacity of water (Cw = ṁw · cp,w), and the
temperature di�erence between the water and the air entering the coil (Troom−TSB), as
presented in equation 3.29.

Q̇FC = ṁa · cp,a · εFC(Ca,nom, Cw) · (Troom − TSB) (3.29)

It should be noticed that TSB here would be the targeted building supply tempera-
ture, which would coincide with the average value of the building supply temperature
(Ttank,avg). This is the temperature resulting from the use of the temperature compen-
sation curves and other strategies to be developed later in this work. TSB should be
distinguished from the actual building supply temperature (Ttank).

In order to achieve user comfort, the fan coil capacity should cover the room thermal
load, as expressed in Eq. 3.30.

ṁa · cp,a · εFC(Ca,nom, Cw) · (Troom − TSB) ≥ UA0 · (Tamb − Troom) (3.30)

This results in a building supply temperature that, in order to provide user comfort,
should be lower than a certain value which will be given by Eq. 3.31.

TSB ≤ Troom −
UA0 · (Tamb − Troom)

ṁa,nom · cp,a · εFC(Ca,nom, Cw)
(3.31)

Eq. 3.31 provides the limit condition. Considering the design conditions of the fan coil
(maximum ambient temperature Tamb,max, e.g. 38◦C in Valencia, minimum targeted
building supply temperature TSB,min, e.g. 7◦C, and the maximum internal circulation
pump �ow rate), for which the fan coil has to provide comfort to the users in the worst
case scenario (hottest day of the year), the inequation turns into Eq.3.32. Under these
conditions, the e�ectiveness of the fan coil will be maximum (εFC,max).

TSB,min = Troom −
UA0 · (Tamb,max − Troom)

ṁa,nom · cp,a · εFC,max(Ca,nom, Cw,max)
(3.32)

Then, Eq. 3.33 is deduced from Eq. 3.32.

UA0

ṁa,nom · cp,a · εFC,max(Ca,nom, Cw,max)
=

Troom − TSB,min
Tamb,max − Troom

(3.33)

Assuming that the relation between the overall heat transfer conductance of the room
(UA0) and the fan coil e�ectiveness (εFC,max) is approximately constant and equal to
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the value given by the design conditions, Eqs. 3.31 and 3.33 can be combined. This
results in Eq. 3.34, which provides the targeted building supply temperature pursued
with the temperature compensation strategy. It should be noticed that considering this
assumption means assuming that the fan coil e�ectiveness remains constant and equal
to its maximum value (εFC,max(Ca,nom, Cw,max)).

TSB ≤ (1 + β) · Troom − β · Tamb (3.34)

Eq. 3.34 corresponds to a linear equation where β is the relation given by Eq. 3.35.

β =
Troom − TSB,min
Tamb,max − Troom

(3.35)

Considering the values proposed earlier for the maximum ambient temperature and for
the minimum targeted building supply temperature, that is to say Tamb,max = 38◦C
and TSB,min = 7◦C respectively, and considering a targeted room comfort temperature
of Troom = 25◦C as provided by the Spanish regulations [71], Eq. 3.34 is graphically
represented in Fig. 3.15. It should be noticed that the supply building temperature is
limited to 10◦C due to the requirements established in the framework of GROUND-MED
project.
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Figure 3.15: Temperature compensation (outdoor temperature reset) curve for cooling
mode.

Fig. 3.15 depicts the temperature compensation curve for cooling mode. As it can
be observed, the targeted supply temperature TSB is varied between 10◦C and 15◦C
according to the ambient temperature. For values of the ambient temperature greater
than 36◦C, the water is supplied at 10◦C, the minimum operating temperature of the
heat pump at this time due to the requirements in GROUND-MED project.

On the other hand, the water should not be supplied at temperatures greater than 15◦C.
Otherwise, the dehumidi�cation of the air in the room would not be possible turning into
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user discomfort. That is the reason why, for values of the ambient temperature lower
than around 32◦C, the water is supplied at 15◦C and not at a higher value.

The previous explanation was carried out for cooling mode. The development is analogous
for heating mode. The temperatures in the expressions of the thermal load of the room
(Eq. 3.28) and the fan coil capacity (Eq. 3.29) would �nd its signs changed, so that Eq.
3.31 would turn into Eq. 3.36 for heating mode.

TSB ≥ Troom +
UA0 · (Troom − Tamb)

ṁa,nom · cp,a · εFC(Ca,nom, Cw)
(3.36)

In this case the limit condition is opposite: the temperature setpoint set should greater
or equal than the value calculated by Eq. 3.36.

The design conditions are also di�erent for heating mode. Now the minimum ambient
temperature and the maximum building supply temperature must be considered. The
values considered for this parameters are Tamb,min = 5◦C and TSB,max = 50◦C respec-
tively. This change in the design condition causes that Eqs. 3.34 and 3.35 has to be
rede�ned, turning into Eqs. 3.37 and 3.38

TSB ≥ (1 + β) · Troom − β · Tamb (3.37)

β =
TSB,max − Troom
Troom − Tamb,min

(3.38)

Finally, considering a targeted room comfort temperature of Troom = 21◦C as provided
in [71], the temperature compensation curve for heating mode is presented in Fig. 3.16.
It should be noticed that the supply building temperature is limited to 40◦C due to the
requirements in GROUND-MED project.
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Figure 3.16: Temperature compensation (outdoor temperature reset) curve for heating
mode.
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3.5.1 Results for temperature compensation

Fig. 3.17 shows the experimental results of the temperature compensation strategy
developed both for cooling (Fig. 3.17a) and heating (Fig. 3.17b) mode.
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Figure 3.17: Experimental results after applying temperature compensation (outdoor
temperature reset): (a) Cooling mode (2014/05/26); (b) Heating mode (2014/01/08).
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The system temperatures represented in Fig. 3.17 are the following:

- The targeted building supply temperature calculated by the temperature compen-
sation strategy (TSB)

- The actual building supply temperature, measured at the outlet of the bu�er tank
(Ttank)

- The ambient temperature (Tamb), which is used in the algorithm to determine the
temperature setpoint to use.

The power consumption of the heat pump is also depicted in Fig. 3.17 in order to follow
its operating cycles.

In the case of cooling mode, it can be observed that the ambient temperature at the be-
ginning of the day is around 26◦C, which saturates the algorithm at a supply temperature
of 15◦C (see Fig. 3.15). This helps the system save energy, as a less demanding temper-
ature setpoint is used. As the sun rises, the ambient temperature starts to increase, and
the temperature setpoint of the heat pump is varied accordingly: the higher the ambient
temperature, the lower the setpoint. This is done because a hotter ambient requires that
the water is supplied to the building at a lower temperature. In the afternoon, as the
ambient temperature starts to decrease, the setpoint is increased again, until the limit
value of 15◦C, hence saving energy. Along the whole day, it can be observed how the
actual supply temperature (Ttank) follows the targeted supply temperature (TSB).

In heating mode, the e�ect of applying the temperature compensation strategy is analo-
gous. The temperature setpoint decreased with the increase of the temperature, in order
to improve the energy performance of the system, and increased with the decrease of the
ambient temperature in order to meet the user comfort.

The temperature compensation strategy described in this section is combined with an-
other optimization strategy consisting of varying the frequency of the water circulation
pumps, and hence the �ow rate, as a function of the thermal load of the building.

3.6 In situ optimization methodology for the water circula-

tion pumps frequency

When optimizing the overall system performance of a GSHP installation, it is important
to understand how the increase of the circulating water �ow rate a�ects the performance
of the heat pump and that of the entire system. In a given system, the higher the inverter
frequency, the greater the circulating water �ow rate. A higher water �ow rate enhances
the heat transfer coe�cient through the heat exchanger of the heat pump and diminishes
the water temperature variation across it; the same happens at the GSHX.

On the heat pump side, the increase of the water �ow rate helps to reduce the temperature
di�erence between the water and the refrigerant and, as a result, the temperature lift that
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the compressor must overcome becomes lower and the heat pump COP increases [61].
This can be observed in Fig. 3.18, which shows experimental results of the e�ect of
varying the water �ow rates (proportional to the frequencies, which were set at the same
value when measuring the di�erent experimental points) in both the heat pump COP
(COPHP ) and the system COP (COPsys).
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Figure 3.18: In�uence of the water circulating �ow rate on the heat pump and system
COP.

It is clearly noted in Fig. 3.18 that the higher the �ow rate at both the external and
internal circuit, the better the performance of the heat pump (COPHP ). Nevertheless,
when the whole system is considered, operating at maximum �ow rates (maximum fre-
quencies) results in a great reduction of the system COP due to the big in�uence of the
circulation pumps consumption.

In a few words, increasing the water �ow rate on both sides of the heat pump (evaporator
and condenser) diminishes the compressor consumption but increases the circulation
pumps consumption. These two opposite trends on energy consumption result in an
optimum frequency for each one of the water loops, as the goal is to optimize the whole
system and not only the heat pump.

The directors of this PhD work, J.M. Corberán and C. Montagud, in conjunction with Á.
Montero, developed an in situ optimization methodology for the water circulation pumps
frequency of ground source heat pump systems which employ single-stage ON/OFF con-
trolled heat pump units [61]. In this section, this methodology is reviewed for single-stage
heat pumps and upgraded for GSHP systems with multi-stage heat pump units, partic-
ularising for the unit in the geothermal plant studied in this research work: a heat pump
with two compressors working in tandem (GROUND-MED heat pump).

The main advantage of this optimization methodology is that it is based on experimental
measurements, thus taking into consideration the real characteristics of the heat pump
and the installation when facing the determination of the optimal frequencies. There
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is no need to have a mathematical model of the di�erent components of the system
(manufacturers do not provide it). What is more, there is a full response of the system
working as a whole which is extremely di�cult to consider in a mathematical model
(actual operation of the real components). Even with a very detailed model, it is not
possible to take into account the wide group of parameters which in practice in�uences
the performance of a geothermal installation, as for instance, the users daily activity,
the ambient temperature variations along the day, the heat transfer to the ground or
the fan coils at di�erent air �ow rates varied by the users... The proposed methodology
is able to consider real operating conditions since it can be carried out in situ at any
speci�c facility. It consists of three steps which are described in the following both for
single-stage and multi-stage heat pump units.

3.6.1 Single-stage case

The in situ methodology for the water circulation pumps frequency was developed in [61]
when the GEOCOOL heat pump was installed at the geothermal plant. Hence it is
applicable to single-stage heat pumps with one compressor using ON/OFF regulation.
It consists of the three steps explained in the following.

Step 1: ON time operation characterization

The �rst step consists of several experimental tests of pseudo-random sequence
of frequency steps for both, internal and external circulation pumps, carried out
during one single day. Fig. 3.19 shows an example of a possible test for the variation
of the frequencies of the circulation pumps from 20 Hz to 60 Hz.
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Fig. 5. Frequency variation strategy in heating mode.

geothermal installation, as for instance, the user’s daily activity,
the ground thermal response, ambient temperature variations
along the day. . . Therefore, it was decided to try to develop a
methodology to get the optimum frequencies in situ under real
operating conditions. After several trials, a new methodology for
the in situ optimization of the frequency of each of the water
circulation pumps of a geothermal system with ON/OFF regulation
was developed and has been successfully tested along more than
one year of operation allowing an accurate definition of the optimal
frequencies for the circulation pumps of the system.

The proposed methodology consists of the following 3 steps:

Step 1: ON time operation characterization
The objective of this step is the characterization of the system

performance during the ON time of the compressor at differ-
ent frequencies for the internal and external circulation pumps.
It consists of monitoring the consumptions and performance of
the system along one day at different values of the frequency of
the circulation pumps. In order to account for the possible influ-
ence of the ground thermal response variation along the day,
a random sequence of frequency variation is proposed. Fig. 5
shows an example of the possible test sequence for a varia-
tion of the frequency of the circulation pumps from 20 Hz to
60 Hz.

When the compressor is ON, the control of the unit makes the
return water temperature of the internal circuit to the heat pump
stay always under the desired range, so that the thermal condi-
tions at the heat pump do not depend on the external ambient
temperature or user needs. The only exception to this is the first
heating/cooling cycle of the day which in fact is dedicated to bring
the water of the internal circuit to the desired temperature range.
Therefore, the proposed tests must be always carried out after this
first initializing cycle has been performed and the system is at nor-
mal  operating conditions. In any case, as some initialization also
takes place around the boreholes, it is recommended to start with
the tests after at least 1 h of normal operation.

As the obtained results may  be influenced by the average ground
temperature, and this changes along the year, as well as with the
compensation of the setting temperature for the water return tem-
perature, it is recommended to perform the tests during 4 days a
year: two during the heating season and two during the cooling
season, for example, one test at the middle of the season and one at
the end of the season. In the Geocool installation the optimum fre-
quencies obtained from different days along one season are quite
the same [33]. The reason to propose to repeat the test along one
season is exactly to assess the influence of the ground temperature,
and confirm if the optimum stays at the same point, as it happens

in Geocool installation, or if it requires some readjustment along
the season.

Fig. 5 shows an example of the strategy followed for a test
along one day corresponding to heating mode: the continuous
line stands for the water flow rate at the internal hydraulic loop,
whereas the discontinuous line stands for the water flow rate at
the external loop. As can be observed in Fig. 5, the cycles of the heat
pump are well defined by the evolution of the external circuit flow
rate, as the ON/OFF periods of the heat pump match the exterior
circulation pump operation. The circulation pump frequencies are
varied for each ON cycle. Once the test is finished, the coefficient
of performance of the system COPSYSTEM can be evaluated for each
ON cycle so that it will allow the construction of the performance
maps of the unit as a function of both the external and internal
circulation pumps frequency.

Based on the authors’ experience, in order to properly mea-
sure and estimate the performance along each ON cycle, the time
ON per cycle should be around 10 min  or higher. That means
that for the day when the test is planned to be carried out, the
thermal load of the building needs to be manipulated in order
to have cycles with at least 10 min  ON time duration. This is
easy to adjust in situ by changing the number of active and fan
speed of the fan coils and even opening or closing windows pro-
vided that the building is not in normal use. This is the reason
why it is desirable to carry out the tests during non-working
days.
Step 2: Estimation of the system COP maps

Step 2 consists of the analysis of the results obtained from step
1 and the estimation of the COPSYSTEM, as defined by Eq. (2) as
a function of the circulation pump frequencies. Fig. 6 shows the
COPSYSTEM maps obtained for one typical cooling and one typical
heating day in the Geocool installation.

Fig. 6a and b shows that the optimum COPSYSTEM corresponds
to low pump frequencies. The maximum COPSYSTEM value corre-
sponds to an internal frequency of around 40 Hz and an external
frequency of around 30 Hz for heating mode as shown in Fig. 6a.
In the case of cooling mode operation, the optimal pair of fre-
quencies results approximately in 28 Hz for the internal circulation
pump, and around 40 Hz for the external circulation pump. It can
be observed that the optimal frequency for the internal circulation
pump results in a higher value for heating mode operation. This
is because the internal circulation pump consumption contributes
to the heating adding a useful heat, and the other way  around in
cooling mode.

The optimal pair of frequencies obtained from Fig. 6 corresponds
to quasi-steady state working conditions. In practice, steady state
will only happen when the building thermal load equals the heat
pump capacity, what should never happen since the heat pump
is designed in order to be able to satisfy the maximum peak load

Figure 3.19: Frequency variation strategy in heating mode. Source: [61]

The objective of this step is the characterization of the performance of the system
during the ON time of the compressor at any possible combination of frequencies.
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Therefore, each pair of frequencies must be kept constant during a complete ON
cycle of the heat pump, which should last 10 minutes or longer in order to obtain
su�cient accuracy in the determination of the performance of the system [61].

As recommended in [61], the test should be performed during at least 4 days a
year, two during the heating season and two during the cooling season. The reason
to propose to repeat the test along one season is to assess the in�uence of the
ground temperature as well as the compensation of the setting for the water return
temperature, and con�rm whether the optimum remains at the same zone or it
requires some readjustment along the season. In the case of this geothermal plant,
the optimal zone for the frequencies remains the same for di�erent settings and
ground temperatures, as it is just the absolute values of the performance factor
that are di�erent.

Once the tests are �nished, the coe�cients of performance can be evaluated for
each ON cycle so that it will allow the construction of the performance maps of the
unit as a function of both the external and internal circulation pumps frequency.

Step 2: Estimation of the system COP maps

The second step consists of the analysis of the results obtained from step 1 and
the estimation of the COP of the system (COPsys). In order to evaluate the
performance of the system, Eq. 2.13, which provides the COP of the heat pump
in quasi-steady state conditions, can be extended to the system COP (COPsys or
COP3). The resulting expression is given by Eq. 3.39.

COPsys =

∫ tON

0

(
Q̇ic(t)± Q̇ICP (t)

)
· dt

∫ tON

0

(
Ẇcomp(t) + Ẇpar(t) + ẆECP (t) + ẆICP (t)

)
· dt

(3.39)

The system COP can be calculated for all the test points (pairs of frequencies)
obtained and represented in the form of contour maps as a function of the circula-
tion pumps frequency. Fig. 3.20 shows the COPsys maps obtained for one typical
cooling (Fig. 3.20a) and one typical heating (Fig. 3.20b) day in the geothermal
installation.

As it can be observed in Fig. 3.20, the optimum system COP corresponds to rather
low pump frequencies. The maximum system COP value corresponds to an internal
frequency of around 40 Hz and an external frequency of around 30 Hz for heating
mode as shown in Fig. 3.20a. In the case of cooling mode operation, the optimal
pair of frequencies results approximately in 28 Hz for the internal circulation pump,
and around 40 Hz for the external circulation pump (see Fig. 3.20b). It can be
observed that the optimal frequency for the internal circulation pump results in a
higher value for heating mode operation. This is because the internal circulation
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Fig. 6. COPSYSTEM quasi-steady state maps as a function of pump frequency: (a)
heating mode and (b) cooling mode.

for heating and cooling mode and the nominal capacity is always
greater than the building load.
Step 3: Estimation of the system performance maps for any ther-
mal  load

The quasi-steady performance maps of the unit were obtained
during the ON time duration of the compressor. However, as pre-
viously analyzed in the present work, during the OFF time period,
there is a power consumption that can significantly degrade the
daily performance factor of the system. In this 3rd step, it will
be possible to account for this influence and calculate, from the
quasi-steady performance maps obtained in the 2nd step of the
methodology, the optimal frequencies as a function of the partial
load ratio.

The ratio between the total thermal load that the system copes
with and the heat pump capacity is known as the load ratio

or ‘partial load ratio’ and can be evaluated by the following expres-
sion:

 ̨ = q̇ ±  �el · ẆICP

Q̇HP
(5)

where the heat generated by the internal circulation pump must
be considered continuously since it is always kept ON, and must
be added to the building thermal load during the cooling season
and subtracted during the winter season (heats are considered in
absolute value so they have the same sign for heating and cooling).

When ON/OFF regulation is employed, the ratio between the
total thermal load to the system and the capacity of the heat pump
results in the end in the cycling of the compressor, and the partial
load ratio can be evaluated as the relationship between the ON
time of the compressor and the total time duration for each cycle
as expressed as follows:

 ̨ = tON

tON + tOFF
(6)

where tON and tOFF are the ON and OFF operational time for one
cycle respectively.

Given a nominal heat pump capacity and a nominal internal
circulation pump consumption, the number of cycles of the day
strongly depends on the building thermal load. As already shown in
Fig. 4, the external circulation pump operates an extra time for each
cycle and the internal circulation pump must operate continuously
throughout the day, which actually makes the optimum strongly
dependent on the number of cycles and the relationship between
the ON and the OFF periods duration, i.e. the partial load ratio.

Fortunately, a simple analytical methodology can be employed
to obtain the system performance factor PFSYSTEM as a function of
the partial load ratio as it will be described in the following.

The role of the tank in the internal loop is to increase its thermal
inertia (which will depend on the tank volume as well as on the
internal volume of the piping work and terminal units) in order to
reach adequate durations for the ON/OFF periods. The dynamics of
the distribution system of a water to water GSHP can be basically
described by the energy conservation equation applied to the total
volume of water V contained in the distribution system. If Q̇HP is
the cooling/heating capacity of the heat pump, ẆICP is the inter-
nal circulation pump consumption and q̇ is the thermal load of the
building, taking into account that the ON/OFF cycle is controlled by
the thermostat differential (deadband), �Tdb, and assuming that,
along the analyzed period, both Q̇HP and q̇ remain constant as well
as the internal circulation pump consumption ẆICP, the time dura-
tion corresponding to the ON and OFF periods results:

tON = �Vcp�Tdb

Q̇HP − (q̇ ± �el · ẆICP)
, tOFF = �Vcp�Tdb

q̇ ± �el · ẆICP
(7)

Therefore, the ON time can be expressed in terms of the water vol-
ume  of the tank and the pipes of the internal hydraulic circuit, V,
the partial load factor, ˛, and the dead band temperature of the heat
pump controller, �Tdb, as represented as follows:

tON = � · V · cp · �Tdb

Q̇HP(1 − ˛)
(8)

Using the definition of the partial load ratio (6) and Eq. (8), it is
possible to obtain the system performance factor as a function of
the coefficient of performance of the system COPSYSTEM at quasi-
steady state conditions, at different partial load ratios  ̨ expressed
as follows:

PFSYSTEM = COPSYSTEM ± ((1 − ˛)/˛) · ((�el · ẆICP)/
∑

Ẇ)

1 + [COPSYSTEM ∓ ((�el · ẆICP)/
∑

Ẇ)] · (ẆECP · (1 − ˛)/(V · � · cp · �Tdb)) · tEXTRA + ((1 − ˛)/˛) · ((ẆICP + ẆPAR)/
∑

Ẇ)
(9)

where
∑

Ẇ stands for the total system consumption including
both the internal and external circulation pumps, the compressor
consumption and the heat pump electrical parasitic losses con-
sumption, and COPSYSTEM is obtained in step 2, as defined in (2).

The experimental information needed in Eq. (9) comes from the
first step (experimental measurements varying both the internal

Figure 3.20: COPsys quasi-steady state maps as a function of pump frequency: (a)
Heating mode; (b) Cooling mode. Source: [61]
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pump consumption contributes to the heating adding a useful heat, and the other
way around in cooling mode (according to Eq. 3.39).

The optimal pair of frequencies obtained from Fig. 3.20 corresponds to quasi-steady
state working conditions. In practice, steady state would only happen when the
building thermal load equals the heat pump capacity, what should never happen
since the heat pump is designed in order to be able to satisfy the maximum peak
load for heating and cooling mode and the nominal capacity is always greater than
the building load.

Step 3: Estimation of the system performance maps for any thermal load

The quasi-steady state performance maps of the unit were obtained during the
ON cycle time. However, during the OFF time period the power consumption is
not zero, due to the internal pump operation (ẆICP ) (since it works continuously
during the 15 hour of system operation) and to the parasitic losses of the heat
pump(Ẇpar), which can signi�cantly degrade the performance factor of the system.
This third step allows taking into account this in�uence and calculating, from the
quasi-steady state performance maps obtained in step 2 of the methodology, the
optimal frequencies as a function of the thermal load of the building, represented
by the partial load ratio (α).

Considering a whole cycle as the integration period for Eq. 2.17 (tTOTAL = tON +
tOFF ), and considering the de�nition of the heat delivered by the internal pump
given by Eq. 2.18 (where ηth = 1), Eq. 3.40 is obtained.

PFsys =

∫ tON+tOFF

0

(
Q̇ic(t)± ηel · ẆICP (t)

)
· dt

∫ tON+tOFF

0

(
Ẇcomp + Ẇpar(t) + ẆECP (t) + ẆICP (t)

)
· dt

(3.40)

Integrating Eq. 3.40 and considering the corresponding consumptions during each
time period, Eq. 3.41 is obtained.

PFsys =
Q̇ic · tON ± ηel · ẆICP · (tON + tOFF )∑

Ẇ · tON + (Ẇpar + ẆICP ) · tOFF + ẆECP · textra
(3.41)

Where:
∑
Ẇ = Ẇcomp + Ẇpar + ẆECP + ẆICP .

The time period called textra corresponds to an extra time during which the external
circulation pump is switched on but the compressor is not. This time does not exist
in the current con�guration of the geothermal system, which corresponds to the
GROUND-MED project heat pump. More details can be found in [61].

Finally, taking into account the de�nition of the partial load ratio provided by Eq.
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2.31 and other considerations explained in detail in [61], Eq.3.42 is obtained.

PFsys =
COPsys ± 1−α

α ·
ηel·ẆICP∑

Ẇ

1 +
(
COPsys ∓ ηel·ẆICP∑

Ẇ

)
· ẆECP ·(1−α)
V ·ρ·cp·∆Tdb · textra + 1−α

α ·
Ẇpar+ẆICP∑

Ẇ

(3.42)

The experimental information needed in Eq. 3.42 comes from the �rst step (exper-
imental measurements varying both the internal and external circulation pumps)
and the second step where the performance maps of the system at quasi-steady
state conditions are built. Eq. 3.42 allows extrapolating the performance maps
characterization at quasi-steady state conditions obtained in the step 2 to any par-
tial load ratio. It should be noticed that for α = 1 the value of the performance
factor coincides with the value of the COP (PFsys = COPsys). The resulting per-
formance maps are shown in Figs. 3.22 and 3.21 for cooling and heating mode
respectively.
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Table  1
Optimal frequencies for heating and cooling mode operation at different partial load factors.

 ̨ = 1  ̨ = 0.8  ̨ = 0.5  ̨ = 0.2  ̨ = 0.1

ICP frequency (Hz) Heating mode 40 40 37.5 27 22
Cooling mode 30 30 25 22 20

ECP  frequency (Hz) Heating mode 30 30 32.5 40 40
Cooling mode 40 40 40 40 40

ratios for heating and cooling mode operation. Notice that the sum-
mit  of the performance factor maps are quite flat, therefore the
selected values indicate more a good range for the frequency, rather
than an optimal absolute value.

It can be concluded from Table 1 that, for those periods such us
spring and autumn when the building energy demand is expected
to be low, it is to say, the partial load ratio will be lower than 0.2 or
even 0.1, the system should be running at lower circulation pump
frequencies reaching an optimum at 20 Hz for the internal circu-
lation pump and 40 Hz for the external circulation pump at both
cooling and heating mode. For those other periods when the instal-
lation is expected to be running at very high load factors at extreme
summer and winter conditions, the optimal frequencies result in
30 Hz for the internal circulation pump and 40 Hz for the external
circulation pump in cooling mode; whereas for heating mode, the
optimal frequencies are 40 Hz for the internal circulation pump and
30 Hz for the external circulation pump.

Further optimization analysis were developed at different days
for both cooling and heating mode, so that it was  possible to

compare results and verify the optimal frequency values that have
been presented in this paper. Obtained results led to the same opti-
mal  frequencies for heating and cooling mode with an uncertainty
of ±5 Hz. Anyway, as commented above, this methodology does not
intend to define exact values for the optimal frequencies, but just a
reasonable good estimation of the frequencies for each load ratio.

Analytical expressions could be developed from the results
shown in Table 1 for the optimal frequencies as a function of the
load ratio and could be programmed in the control board of the sys-
tem, so that optimization control algorithms could be used to make
the system run at the optimal frequency depending on the building
thermal energy demand, which for sure would lead to significant
energy savings along the year.

An estimation of the potential energy savings was carried out for
each month of the year. Results are shown in Fig. 9, where the total
energy consumption measured for each month is compared to the
optimal values obtained in case that the optimization methodology
were applied. As shown in Fig. 9, a maximum value of 37% energy
savings could be obtained on November where the heating thermal

Fig. 8. PFSYSTEM maps as a function of pump frequency at cooling mode: (a)  ̨ = 0.8, (b)  ̨ = 0.5, (c)  ̨ = 0.2, and (d)  ̨ = 0.1.

Figure 3.21: PFsys maps as a function of pumps frequency for cooling mode (single-stage
case): (a) α = 0.8; (b) α = 0.5; (c) α = 0.2; (d) α = 0.1. Source: [61]
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Fig. 7. PFSYSTEM maps as a function of pump frequency at heating mode: (a)  ̨ = 0.8, (b)  ̨ = 0.5, (c)  ̨ = 0.2, and (d)  ̨ = 0.1.

and external circulation pumps) and the second step where the
performance maps of the system at quasi-steady state conditions
are built. Looking at Eq. (9) it can be noticed that when the partial
load ratio  ̨ equals to one, the system performance factor PFSYSTEM
takes the same value as in quasi-steady state conditions, COPSYSTEM.

The third step of the proposed methodology would therefore
consist in using Eq. (9) to extrapolate the performance maps char-
acterization at quasi-steady state conditions obtained in the 2nd
step to any partial load ratio. Results are shown in Figs. 7 and 8 for
heating and cooling mode respectively.

It can be observed from Figs. 7 and 8 that, low partial loads
degrade the performance of the system leading to lower optimal
frequencies, because the auxiliaries consumption (external and
internal circulation pumps, and parasitic losses) have a great influ-
ence in the system performance factor, as it was predicted by Eq. (9).
On the contrary, the higher the partial load factor, the more similar
the optimal frequencies are to the ones corresponding to quasi-
steady state conditions represented in Fig. 6, because the influence
of the auxiliaries consumption turn out to be practically negligible.

In the above, it has been assumed that when the compressor
switches ON the consumption and the capacity of the heat pump
becomes equal to the values corresponding to quasi-steady condi-
tions. This assumption could not be valid for air source heat pumps;
but for ground source heat pumps it is very close to reality as
concluded in detailed measurements performed at laboratory con-
ditions where it was found that the partialization losses of this kind
of heat pumps are negligible [30].

Finally, it is important to highlight that the proposed method-
ology has been designed in such a way  that it can be carried out
with minimum monitoring instrumentation. The whole procedure
only requires the measurement of the electrical consumption of the
circulation pumps and its frequency, the electrical consumption of
the heat pump, and the evaluation of the heat pump capacity at
the internal circuit through the measurement of the inlet ant out-
let temperatures and the flow rate. In case that flow rates are not
measured, it becomes necessary to perform the characterization
of the hydraulic behaviour of the system and get an estimation of
the relation between flow rate and frequency. In order to take into
account the effect of the temperature on the variation of the water
properties in the loops, especially at the internal one, it is recom-
mended to perform the characterization tests once for winter and
once for summer. This can be perfectly done in conjunction with
the test campaign of step 1 of the proposed methodology, leading to
a better accuracy in the determination of the optimal frequencies.

It should be stressed that the expressions developed on the third
step of the proposed methodology are valid for a water to water
reversible heat pump working with a single ON/OFF compressor.
Further studies are to be developed to extend the methodology for
tandem or variable speed compressors.

5. Results and discussion: optimal frequencies

Table 1 presents a summary of the optimal frequencies for the
internal and external circulation pumps at different partial load

Figure 3.22: PFsys maps as a function of pumps frequency for heating mode (single-stage
case): (a) α = 0.8; (b) α = 0.5; (c) α = 0.2; (d) α = 0.1. Source: [61]
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It can be observed from Figs. 3.22 and 3.21 that low partial loads degrade the
performance of the system leading to lower optimal frequencies, because the auxil-
iaries consumption (external and internal circulation pumps, and parasitic losses)
have a great in�uence in the system performance factor, as it was predicted by
Eq. 3.42. On the contrary, the higher the partial load ratio, the more similar the
optimal frequencies are to the ones corresponding to quasi-steady state conditions
represented in Fig. 3.20, because the in�uence of the auxiliaries consumption turn
out to be practically negligible.

From the performance maps obtained in step 3, the optimal values of both circulation
pumps' frequencies can be determined, for both operation modes, cooling and heating.
These values are presented in table 1 in [61], which is presented in Fig. 3.23. It shows that,
in general, higher partial load ratios result in higher frequencies, and thus higher �ow
rates. As mentioned by Montagud et al. in [61], analytical expressions could be developed
from the results shown for the optimal frequencies as a function of the partial load ratio
and could be programmed in the control board of the system, so that optimization control
algorithms could be used to make the system run at the optimal frequency depending
on the building thermal energy demand, which for sure would lead to signi�cant energy
savings along the year.
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Table  1
Optimal frequencies for heating and cooling mode operation at different partial load factors.

 ̨ = 1  ̨ = 0.8  ̨ = 0.5  ̨ = 0.2  ̨ = 0.1

ICP frequency (Hz) Heating mode 40 40 37.5 27 22
Cooling mode 30 30 25 22 20

ECP  frequency (Hz) Heating mode 30 30 32.5 40 40
Cooling mode 40 40 40 40 40

ratios for heating and cooling mode operation. Notice that the sum-
mit  of the performance factor maps are quite flat, therefore the
selected values indicate more a good range for the frequency, rather
than an optimal absolute value.

It can be concluded from Table 1 that, for those periods such us
spring and autumn when the building energy demand is expected
to be low, it is to say, the partial load ratio will be lower than 0.2 or
even 0.1, the system should be running at lower circulation pump
frequencies reaching an optimum at 20 Hz for the internal circu-
lation pump and 40 Hz for the external circulation pump at both
cooling and heating mode. For those other periods when the instal-
lation is expected to be running at very high load factors at extreme
summer and winter conditions, the optimal frequencies result in
30 Hz for the internal circulation pump and 40 Hz for the external
circulation pump in cooling mode; whereas for heating mode, the
optimal frequencies are 40 Hz for the internal circulation pump and
30 Hz for the external circulation pump.

Further optimization analysis were developed at different days
for both cooling and heating mode, so that it was  possible to

compare results and verify the optimal frequency values that have
been presented in this paper. Obtained results led to the same opti-
mal  frequencies for heating and cooling mode with an uncertainty
of ±5 Hz. Anyway, as commented above, this methodology does not
intend to define exact values for the optimal frequencies, but just a
reasonable good estimation of the frequencies for each load ratio.

Analytical expressions could be developed from the results
shown in Table 1 for the optimal frequencies as a function of the
load ratio and could be programmed in the control board of the sys-
tem, so that optimization control algorithms could be used to make
the system run at the optimal frequency depending on the building
thermal energy demand, which for sure would lead to significant
energy savings along the year.

An estimation of the potential energy savings was carried out for
each month of the year. Results are shown in Fig. 9, where the total
energy consumption measured for each month is compared to the
optimal values obtained in case that the optimization methodology
were applied. As shown in Fig. 9, a maximum value of 37% energy
savings could be obtained on November where the heating thermal

Fig. 8. PFSYSTEM maps as a function of pump frequency at cooling mode: (a)  ̨ = 0.8, (b)  ̨ = 0.5, (c)  ̨ = 0.2, and (d)  ̨ = 0.1.

Figure 3.23: Optimal frequencies for heating and cooling mode operation at di�erent
partial load ratios. Source: [61]

3.6.2 Multi-stage case

The installation of the GROUND-MED heat pump during GROUND-MED project,
which was a multi-stage heat pump unit with two compressors working in tandem, pro-
moted the review of the in situ methodology developed for single-stage units in order to
adapt it to multi-stage units. First, the new methodology developed for the particular
case of the GROUND-MED heat pump, with two compressors working in tandem, is
described. Then, a proposal in order to apply this in situ optimization methodology to
any installation provided with a multi-stage heat pump consisting of whatever number
of compressors N is presented. This revision was presented and published in [72].

As its predecessor, the upgraded methodology consists of the same three steps, with the
particularities described in the following. The three steps are summarised in the �ow
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diagram presented in Fig. 3.24 for the particular case of the tandem compressors heat
pump.

STEP 1: FREQUENCY TESTS

2 days, one for each operation state n

STEP 2: SYSTEM COP MAPS

Experimental data

Equation (3.43)

COP maps (Fig. 3.26)

[Quasi-steady state conditions; α=1]
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STEP 3: SYSTEM PF MAPS

Experimental data

Equations (3.46) and (3.47)

PF maps (Figs. 3.27 and 4.28)

[Dynamic conditions; any α]

Figure 3.24: Flowchart for the in situ optimization methodology.

Methodology for a multistage heat pump unit with two compressors working

in tandem (experimental case)

Step 1: ON time operation characterization

In the case of the multi-stage heat pump, given that the unit consists of two com-
pressors in tandem, the performance will be di�erent whether there is one or there
are two compressors running, i.e. only one compressor cycling ON/OFF (state
n = 1) or one compressor continuously running and the other one cycling ON/OFF
(state n = 2). Therefore, step 1 tests must be carried out for both operation states
(n = 1 and n = 2), so two di�erent days will be required in this case to carry out
the experimental tests. For this con�guration of the GSHP system, it has been
experimentally con�rmed that the optimum frequencies are located at higher val-
ues when both compressors are running (around 45-50 Hz), and hence there is no
need for testing frequencies lower than 35 Hz. In the same way, when there is one
compressor running the optimum frequencies are around 35-40 Hz and there is no
need for testing frequencies higher than 50 Hz. This is represented in Fig. 3.25,
which shows that for n = 1 the experimental points corresponding to 55 Hz do
not need to be considered (triangles and crosses). Likewise, for n = 2 the points
corresponding to 20 Hz can be disregarded (squares and crosses). This would al-
low decreasing the number of experimental points needed from 25 to 16 and hence
reducing the required time to carry out the in situ experimental tests.

It should be noticed that, di�erently to the single-stage case, the experimental
tests of pseudo-random sequence of frequency steps are performed for a range of
frequencies from 20 Hz to 55 Hz. The reason of doing this is that it was found that
the circulation pumps were working in limit conditions for 60 Hz. In order to avoid
shortening their service life, 55 Hz was considered as the upper limit of frequency
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55 Hz

50 Hz

45 Hz

35 Hz

20 Hz

20 Hz
ECP

ICP
35 Hz 45 Hz 50 Hz 55 Hz

Test for n = 1: +Test for n = 2:+

Figure 3.25: Example of a possible test for the variation of the circulation pumps fre-
quency for a two tandem compressors heat pump unit.

for tests. Moreover, this fact was far to a�ect the optimal values of frequency,
which rarely reach the value of 50 Hz.

Once the tests are �nished, the coe�cients of performance can be evaluated for
each ON cycle so that it will allow the construction of the performance maps of the
unit as a function of both the external and internal circulation pumps frequency.

Step 2: Estimation of the system COP maps

The second step consists of the analysis of the results obtained from step 1, the
estimation of the system COP by means of Eq. 3.43 and �nally their representation
in form of maps as a function of the circulation pumps frequency.

COPsys(n) =

∫ tON

0

(
Q̇ic(n)(t)± Q̇ICP (t)

)
· dt

∫ tON

0

(
Ẇcomp(n)(t) + Ẇpar(t) + ẆECP (t) + ẆICP (t)

)
· dt

(3.43)

It is important to notice that, in the case of multi-stage units, both the heat trans-
ferred from the heat pump to the internal circuit (Q̇ic) and the power consumption
of the compressor (Ẇcomp) will depend on the number of compressors running and
thus on the state, whether it is n = 1 or n = 2 for the particular case of the instal-
lation analysed (in this section, n stands for the number of compressors running as
well). They can be renamed as Q̇ic(n) and Ẇcomp(n) respectively.

Fig. 3.26 shows the resulting system COP maps for one typical heating (Fig. 3.26a
(one compressor) and Fig. 3.26b (two compressors)) and one typical cooling day
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(Fig. 3.26c (one compressor) and Fig. 3.26d (two compressors)). The optimal pair
of frequencies shown in Fig. 3.26 for each case corresponds to quasi-steady state
working conditions.

(c) (d)

(a) (b)

Figure 3.26: COPsys quasi-steady state maps as a function of pumps frequency (tandem
case): (a) Heating 1 compressor; (b) Heating 2 compressors; (c) Cooling 1 compressor;
(d) Cooling 2 compressors.

Figs. 3.26a and 3.26c show the system COP maps for the heat pump operating
with one compressor. It is clearly observed in Fig. 3.26a that the in�uence of the
internal pump is higher than that of the external pump, since the latter presents
a higher value of the optimal frequency, what means that the internal circulation
pump consumption represents a greater penalty in the energy performance of the
system. This is because, for a similar �ow rate, the head losses are higher in the
internal circuit due to the distribution network of 12 fan coils distributed in each
of the air conditioning spaces, what results in a greater pumping power for the
internal circulation pump. In general, the optimums in Figs. 3.26a and 3.26c
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correspond to low frequencies (between 30 Hz and 35 Hz) because the in�uence of
the consumption of the circulation pumps is important in comparison to the total
consumption, as there is only one compressor working.

In contrast, when the heat pump works with two compressors in tandem, the system
COPmaps become di�erent (Figs. 3.26b and 3.26d). In this case, it is observed that
the in�uence of the circulation pumps is smaller, since the heat pump consumption
is higher when both compressors are running, and the optimum frequencies move
to higher values (around 45-50 Hz). The dark zone that appears on the lower left
corner of Figs. 3.26b and 3.26d (frequencies of 20-30 Hz) corresponds to the points
that were removed from the test matrix. Notice that, anyhow, the optimum is
clearly located on the right upper corner.

It can also be observed that the COP is higher in cooling mode (Figs. 3.26c and
3.26d) than in heating mode (Figs. 3.26a and 3.26b). This is mainly because the
temperature lift that has to overcome the compressor is higher in heating mode
(source (ground loop) temperature = 17◦C, sink temperature = 40◦C) than in
cooling mode (source (ground loop) temperature = 25◦C approximately, sink tem-
perature = 10◦C). These source temperatures correspond to experimental measure-
ments, being the undisturbed ground temperature 18.5◦C. Further details can be
found in [61] and [55].

Several tests were carried out at the installation along the year during each work-
ing mode and, even though the system COP maps were not exactly the same,
results con�rmed similar trends and very similar locations for the optimums with
an uncertainty of ±5 Hz.

Step 3: Estimation of the system performance maps for any thermal load

Step 2 considered only the ON time of the cycle. Step 3 considers also the OFF time
in order to extrapolate the performance maps obtained in step 2 to any thermal
load. In the case of the tandem heat pump, as described in step 1, the heat
transferred from the heat pump to the internal circuit and the power consumption
of the compressor depend on the number of compressors running. Considering this,
Eq. 3.40 can be updated and Eq. 3.44 is obtained.

PFsys(n) =

∫ tON+tOFF

0

(
Q̇ic(n)(t)± ηel · ẆICP (t)

)
· dt

∫ tON+tOFF

0

(
Ẇcomp(n) + Ẇpar(t) + ẆECP (t) + ẆICP (t)

)
· dt

(3.44)

Integrating, Eq. 3.44 results in Eq. 3.45, which is valid for whatever number of
compressors running of a total of N stages.

PFsys(n) =
Q̇ic(n−1)·tOFF +Q̇ic(n)·tON±ηel·ẆICP ·(tON+tOFF )

Ẇcomp(n−1)·tOFF +Ẇcomp(n)·tON+(Ẇpar+ẆECP +ẆICP )·(tON+tOFF )
(3.45)

It should be noticed that in state n = 1, during the OFF time there is neither
heat transferred from the heat pump to the internal circuit (Q̇ic(0) = 0) nor power
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consumption of the compressors (Ẇcomp(0) = 0), since none of the compressors is
running (see Fig. 2.21). It should also be noticed that in state n = 2 the external
circulation pump remains running, so there is also power consumption from this
component in state n = 2.

Finally, taking into account the de�nition of the partial load ratio of each stage
(α1) provided by Eq. 2.32 and solving Eq. 3.45 separately for n = 1 and for n = 2,
Eqs. 3.46 and 3.47 are obtained. It can be checked that, when the partial load
ratio of each stage tends to 1 (α1 = 1), the system performance factors tend to
take the same values as in quasi-steady state conditions (PFsys = COPsys).

PFsys(n=1) =
COPsys(1) ± 1−α1

α1
· ηel·ẆICP∑

Ẇ(1)

1 + 1−α1
α1
· Ẇpar+ẆICP∑

Ẇ(1)

(3.46)

PFsys(n>1) =
COPsys(n−1) · 1−α1

α1
·
∑
Ẇ(n−1)∑
Ẇ(n)

+ COPsys(n)

1−α1
α1
·
∑
Ẇ(n−1)∑
Ẇ(n)

+ 1
(3.47)

Where:
∑
Ẇ(n) = Ẇcomp(n) + Ẇpar + ẆECP + ẆICP ,

Ẇ(n−1), Ẇ(n), Ẇpar, ẆECP and ẆICP correspond to power measurements
obtained in step 1 of the methodology,

and COPsys(n−1) and COPsys(n) correspond to the quasi-steady system COP
obtained in step 2 of the methodology.

Eqs. 3.46 and 3.47 provide the system performance factor as a function of the
partial load ratio of each stage (α1). However, since the aim of the step 3 of the
methodology is to obtain PFsys as a function of the partial load ratio of the system
(α), it is necessary to relate these two parameters. For that purpose, the relation
between α and α1 given by Eq. 2.34 is considered. Figs. 3.27 and 3.28 show, for
cooling and heating mode respectively, the system performance factor maps as a
function of the water circulation pumps frequency for four di�erent values of the
partial load ratio of the system.

Figs. 3.27 and 3.28 show, for cooling and heating mode respectively, the system
performance factor maps as a function of the water circulation pumps frequency for
four di�erent values of the partial load ratio of the system (α = 0.1, 0.3, 0.5, 0.8).
Notice that the second compressor only switches on for partial load ratios greater
than 0.5, as previously shown in Fig. 2.21. This means that, while the PFsys maps
for values of the partial load ratio up to 0.5 correspond to the heat pump working
with one stage, the PFsys maps for values of α greater than 0.5 correspond to two
compressors working in tandem (Figs. 3.27d and 3.28d).
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(c) (d)

(a) (b)

Figure 3.27: PFsys maps as a function of pumps frequency for cooling mode (tandem
case): (a) α = 0.1; (b) α = 0.3; (c) α = 0.5; (d) α = 0.8.
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(c) (d)

(a) (b)

Figure 3.28: PFsys maps as a function of pumps frequency for heating mode (tandem
case): (a) α = 0.1; (b) α = 0.3; (c) α = 0.5; (d) α = 0.8.
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Taking the example of cooling mode (Fig. 3.27), it can be observed that the perfor-
mance of the system degrades for low partial load ratios (Fig. 3.27a). This is due
to the auxiliary equipment consumption(external and internal pumps consumption
and parasitic losses), which have a great in�uence in the system performance fac-
tor. Moreover, it can be observed that the in�uence of the internal pump is higher
than that of the external pump given the higher value of the optimal frequency
for the latter. In this case, when the performance factor (instead of the COP) is
considered (what means that the OFF cycle time is also considered for the calcu-
lation of the performance factor), this e�ect is not only due to larger head losses
in the internal circuit, but also (and mainly) because of a larger time of operation
for the internal pump, which is continuously running during the 13 hours per day
of system operation. The study for the multi-stage heat pump was completed after
the timetable of system operation was modi�ed (from 15 hours to 13 hours of daily
system operation) at the beginning of year 2013 (see Section 2.2.5).

As the partial load ratio increases, the system performance factor improves until it
reaches a maximum value of 5.04 for α = 0.5 (Fig. 3.27c). The optimal frequencies
are low because, as there is only one compressor running, the in�uence of the pumps
power consumption is much greater. On the contrary, when the thermal load of the
building gets higher and the second stage switches on, the optimal frequencies come
to higher values, around 45-50 Hz (Fig. 3.27d). This is because both compressors
are running, so the consumption of the auxiliaries represents a smaller percentage
of the total energy consumption. Very similar trends can be seen for heating mode.
As it happened with the COPsys, the optimal values of PFsys are higher in cooling
than in heating mode.

From the performance maps obtained in step 3, the optimal values of both circulation
pumps' frequencies can be determined. Results are presented in Fig. 3.29, which presents
the optimal frequencies for each mode (cooling and heating) and for each circulation
pump (internal and external). It can be clearly observed in Fig. 3.29 that, the higher
the partial load ratio, the higher the values for the optimal frequencies.

Fig. 3.29 shows the experimental results of the water circulation pumps frequency vari-
ation strategy developed both for cooling (Fig. 3.29a) and heating (Fig. 3.29b) mode.

The variation of both the internal frequency (fICP ) and the external frequency (fECP )
with the partial load ratio of the system (α) can be observed in Fig. 3.29 both for
cooling and heating modes. It can be observed for both modes the variation depicted
in the curves in Fig. 3.29: the higher the value of the partial load ratio, the higher the
value of frequencies set in the frequency inverters, and vice versa.

The expressions shown in Fig. 3.29 are part of an integrated optimization algorithm in
which this water circulation pumps frequency variation is combined with the temperature
compensation described in Section 3.5 in order to obtain energy savings. This integrated
optimization strategy is described in Section 3.7.
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Figure 3.29: Circulation pumps frequency as a function of the partial load ratio (tandem
case): (a) ICP heating; (b) ECP heating; (c) ICP cooling; (d) ECP cooling. Source: [61]
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Figure 3.30: Experimental results after applying frequency variation: (a) Cooling mode
(2014/05/26); (b) Heating mode (2014/01/08).
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Proposed methodology for a multi-stage heat pump unit with N compressors

(general case)

The optimization methodology developed was particularised for the experimental case
of the geothermal plant studied in this research work, with its current con�guration
consisting of a multi-stage heat pump unit with two compressors of the same capacity
working tandem.

Notwithstanding, it could be applied to any other installation having a multi-stage heat
pump unit with more than two compressors. This section presents a proposal in order
to apply the in situ optimization methodology to any installation provided with a multi-
stage heat pump consisting of whatever number of compressors N . The particularities
for each one of the three steps of the methodology are described next.

Step 1: ON time operation characterization

When the multi-stage heat pump unit has more than two stages, the experimental
tests from step 1 of the methodology should be repeated at least three times: for
the �rst stage (n = 1), for the maximum capacity of the heat pump (n = N) and
also for an intermediate stage. This intermediate stage can be chosen by means of
Eq. 3.48.

n = bNc+ 1 (3.48)

Fig. 3.31 shows the di�erent frequency values that should be considered for each
one of the three states. It should be pointed out that for the intermediate state
(given by Eq. 3.48), and in order to save time, some of the experimental points
represented by squares and triangles in Fig. 3.31 (preferably those close to the
crosses) could be removed from the test matrix. Since the optimum is usually
located at medium frequencies for values of the partial load ratio around 0.5, this
would not a�ect the results. However, considering a number of points less than
15 would result in a loss of resolution and in the optimum not being accurately
determined. Therefore, a total number of at least 15 points is recommended.

Step 2: Estimation of the system COP maps

Given that the experimental tests from the �rst step should be carried out for three
times, the results of step 2 for a multi-stage heat pump with N compressors would
be three system COP maps for each mode (heating and cooling), one for each of
the three states analysed.

Step 3: Estimation of the system performance maps for any thermal load

Step 3 can be applied in the same way as for the two tandem compressors heat
pump, since Eq. 3.47 was expressed in such a way that it can be applied to any
number of stages (n > 1).
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Figure 3.31: Proposed test for the variation of the circulation pumps frequency for a
multi-stage heat pump unit with N compressors.

3.7 Integrated control and optimization strategies

The �rst approach to a global optimised control considered, which is presented in Sec-
tion 3.7.1, consisted of combining the temperature compensation strategy described in
Section 3.5 and the water circulation pumps frequency variation methodology presented
in Section 3.6 in an global energy optimization algorithm.

However, although an important enhancement of the energy performance of the system
was observed when applying the optimization algorithm, the use along several seasons
led to some complaints from the users. After analysing carefully the operation of the
system and all the working conditions, it was detected that the user comfort was not
met in extreme weather conditions during summer, mainly during July, as the indoor
temperature and relative humidity observed in several rooms during these extreme days
in summer took values around 27◦C and 70% respectively.

Section 3.7.2 describes the upgrade performed on the algorithm developed in order to
ensure the user comfort while keeping high energy savings. Even though no complaints
were received about the heating season comfort, the upgrade mentioned was also carried
out on the optimization algorithm for heating mode.
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3.7.1 Temperature compensation and frequency variation: a �rst ap-

proach

The temperature compensation strategy described in Section 3.5 and the water circula-
tion pumps frequency variation methodology presented in Section 3.6 were combined in
an global energy optimization algorithm in order to improve the energy performance of
the system and obtain energy savings. Fig. 3.32 shows a �ow diagram that indicates
how this optimization algorithm works for the example case of cooling mode.
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Figure 3.32: Flow diagram of the optimized control �rst approach (cooling mode).

As it can be observed in the �ow diagram presented in Fig. 3.32, the controlled variables
are the temperature setpoint of the heat pump (TSB) and the frequency of both the
internal (fICP ) and the external (fECP ) circulation pumps. The measured variables are
the ambient temperature (Tamb) and the partial load ratio of the system (α). In fact, α
is not a direct reading, but it is calculated as presented in Section 2.2.4.

As depicted in the �ow diagram for this �rst approach, the temperature setpoint of the
heat pump was determined as a function of the ambient temperature solely. It is observed
that the higher the ambient temperature, the lower the temperature setpoint set at the
heat pump controller, as it comes from the temperature compensation strategy described
in Section 3.5.
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On the other hand, the circulation pumps frequencies were calculated as a function of
the partial load ratio solely, as determined from the three-step methodology described
in Section 3.6. The curves used, which have α as input and fICP and fECP as outputs
in Fig. 3.32, come from Figs. 3.29a and 3.29b. As it can be observed, the higher the
partial load ratio, the higher the values of frequency set at the frequency inverters, and
hence the water �ow rates circulating through the hydraulic circuits.

For heating mode the structure is the same as in Fig. 3.32 but using the curves
corresponding to that mode. These curves come from Figs. 3.15, 3.29c and 3.29d, from
top to bottom.

All these curves were implemented in LabVIEW R© for both cooling and heating modes
in order to automatically set optimal frequencies at the frequency inverters and optimal
temperature setpoint at the heat pump so that an optimal energy performance of the
system is achieved. More details on the implementation will be presented in Section 3.8.

The results of the optimization strategies used in this integrated control were separately
shown in Fig. 3.17, for the temperature compensation strategy, and Fig. 3.30, for the
water circulation pumps frequency variation. They showed the results for two di�erent
days, one for cooling mode (2014/05/26) and one for heating mode (2014/01/08), both
with low thermal loads. Figs. 3.33 and 3.34 shows the results of this �rst approach to the
integrated control for one cooling day (2013/07/15) and one heating day (2013/02/08)
respectively. They depict the evolution with time of the measured variables and the
controlled variables. The thermal load is higher in these days.

In the case of cooling mode, it can be observed that the ambient temperature at the
beginning of the day is around 25◦C, which saturates the algorithm at a supply tem-
perature of 15◦C (Fig. 3.33a). This helps the system save energy, as a less demanding
temperature setpoint is used. As the sun rises, the ambient temperature starts to in-
crease, and the temperature setpoint of the heat pump is varied accordingly: the higher
the ambient temperature, the lower the setpoint. This is done because a hotter ambient
temperature (which means a higher thermal energy demand) requires that the water
is supplied to the building at a lower temperature. Moreover, this control works also
when two compressors are working. In the afternoon, as the ambient temperature starts
to decrease, the setpoint is increased again, until the limit value of 15◦C, hence saving
energy. Along the whole day, it can be observed how the actual supply temperature
(Ttank) follows the targeted supply temperature (TSB). Regarding the frequencies, both
the internal frequency (fICP ) and the external frequency (fECP ) increase when the value
of the partial load ratio (α) decreases and vice versa (Fig. 3.33b).

In heating mode, the e�ect of applying the integrated control is analogous (Fig. 3.34).
On the one hand, the temperature setpoint moves down with the increase of the ambient
temperature, in order to improve the energy performance of the system, and it moves
up with the decrease of the ambient temperature in order to heat up the water in the
water distribution system with a view to meet the user comfort. On the other hand, the
value of the pumps frequencies vary proportionally to the value of the partial load ratio:
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Figure 3.33: Experimental results of the integrated control �rst approach (cooling mode).
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Figure 3.34: Experimental results of the integrated control �rst approach (heating mode).
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a higher value of α implies a higher value of the calculated frequency and vice versa.

The integrated optimization algorithm developed was experimentally tested on the geother-
mal plant for a period of several months during both, cooling and heating seasons. The
performance described earlier turns into important energy savings in the geothermal
plant along the seasons which are analysed in the following.

In order to perform a proper analysis and carry out a fair comparison, the optimized
control was compared to a standard control. This standard control consists of keeping
constant the temperature setting (TSB) at 10◦C, or 40◦C (limits established in GROUND-
MED project), and keeping a �xed frequency 50 Hz for both circulation pumps. This
is how common installations work: �xed temperature setting and 50 Hz (the frequency
of the power supply) to the circulation pumps, with no frequency inverters installed.
The controller was programmed in such a way that the standard control is applied on
odd days and the optimized control is used on even days. This is a good method for
randomly choosing when to apply each control strategy and obtaining, in the end, 50%
of the days working with each one. Possible uncertainties related to the variation of the
thermal demand of the building on di�erent days will equally a�ect both controls, since
the number of days of the study is large enough (a complete season).

Fig. 3.35 shows, from left to right, the daily performance factors DPF1 (includes only
heat pump consumption), DPF2 (includes heat pump and external circulation pump con-
sumption) and DPF3 (includes heat pump and both circulation pumps consumption),for
both types of control (standard and optimised) during the test campaign carried out in
year 2013. As described in Chapter 2, the daily performance factor 3 (DPF3) corre-
sponds to the daily performance factor of the system (DPFsys), since the fan coils are
not included in the energy optimization strategies. The analysis covers the period from
January to July 2013.

The alternation of standard and optimized days can be clearly observed in Fig. 3.35. The
values of DPF3 (triangles) for standard days are between 2 and 3 in cooling mode (Fig.
3.35a) and between 3 and 4 in the case of heating mode (Fig. 3.35b). For the days when
the optimized control was applied these values are around one point higher. Through
a quick and simple analysis, it is observed that this would represent an improvement
between 25% (((5− 4)/4) · 100) and 50% (((3− 2)/2) · 100).

Fig. 3.35 shows DPFs calculated for each day in the analysed period. Getting together
the standard days on one hand, and the optimized days on the other hand, a kind of
Seasonal Performance Factor (SPF) can be obtained for each case. In this way the
improvement achieved by the optimized control when compared to the standard control
can be analysed. Fig. 3.36 presents this comparison.

It can be seen in Fig. 3.36 that the improvement in SPF1 is not representative, as it is
not the aim of the optimization algorithm to optimize the performance of the heat pump
itself (SPF1) but the overall performance of the system including the circulation pumps
(SPF3). Although the variation of the temperature setpoint of the heat pump can lead
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Figure 3.35: Daily performance factor (�rst approach): (a) cooling mode test campaign;
(b) heating mode test campaign.
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Figure 3.36: Seasonal performance factor (�rst approach): (a) cooling mode test cam-
paign; (b) heating mode test campaign.
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to the heat pump consuming less energy, the �ow rates of the circulation pumps are also
decreased, hence making the compressor of the heat pump consume more energy. That is
the reason why SPF1 can even be lower for the optimised control than for the standard
control, as it happens in the case of cooling mode (Fig. 3.36a).

The maximum improvement is observed in SPF3 because it takes into account both
circulation pumps, the consumption of which is being optimized. In fact, this is the
objective of the optimization strategies regarding energy consumption: to optimize the
seasonal performance factor of the system (SPF3 = SPFsys). A 36% improvement is
obtained in the system SPF for cooling mode (Fig. 3.36a). In heating mode (Fig. 3.36b)
the improvement is not as high, around 32%.

The previous analysis points out important energy savings. However, as stated earlier, it
was found that user comfort was not met in extreme weather conditions during summer.
For that reason, it was necessary to upgrade the optimised control in order to �x this
problem. The description of this upgrade is presented in the following section.

3.7.2 Upgrade to ensure user comfort

Controlled variables and fan coil e�ectiveness

The explanation on why the former optimized control did not meet the user comfort in
extreme weather conditions during summer lies in the fan coil e�ectiveness. Fig. 3.37
shows, for di�erent values of the building supply temperature, how the e�ectiveness of
the fan coil varies with the internal �ow rate, for cooling mode. The data employed in
the �gure come from Appendix B, where the performance of the FCUs is characterized
by means of a piece of software provided by the manufacturer, which includes a model of
the fan coils based on experimental data taken at their laboratories. The air �ow rate in
the fan coil was �xed to its nominal value (ṁa,nom). The analysis is presented for cooling
mode here and will be described for heating mode in a separated section.

As it is observed in Fig. 3.37, the e�ectiveness of the fan coil decreases not only when
the supply temperature increases, but also and with more signi�cance when the internal
�ow rate decreases.

As presented in the previous section, when the former optimized control was applied (�rst
approach), the setpoint of the heat pump was varied as a function of the ambient temper-
ature, whereas the frequencies of both circulation pumps (and hence the �ow rates) were
varied as a function of the partial load ratio. However, both control strategies were in-
dependent from each other. This would mostly explain the lack of comfort experimented
by the users. When there were few people in the building in a hot day, although they
needed to meet their cooling needs, the partial load ratio of the whole system was small
due to the lower occupancy level, and the control system was setting low frequencies and
thus low �ow rates (see Fig. 3.32). Then, if the ambient temperature was not very high,
the building supply temperature was not low enough and this resulted in the decrease
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Figure 3.37: Fan coil e�ectiveness in cooling mode.

of the fan coil e�ectiveness and in the fan coil not providing enough capacity as to cover
the thermal load of the room, which turned into user discomfort.

Analysing the same problem through equations, the thermal load for each room and the
fan coil capacity can be expressed as in Eqs. 3.49 and 3.50 respectively. It should be
noticed that some of the equations employed in this section have already appeared in
Section 3.5, when the temperature compensation strategy was described.

Q̇room = UA0 · (Tamb − Troom) (3.49)

Q̇FC = ṁa · cp,a · εFC(Ca,nom, Cw) · (Troom − TSB) (3.50)

where:

UA0 would be the overall heat transfer conductance of the room, including the
internal gains and the solar irradiation in the room,

ṁa is the �ow rate of air circulating through the coil in the fan coil,

cp,a is the speci�c heat of air at constant pressure and

εFC is the e�ectiveness of the fan coil, which depends on the nominal heat capacity
of the air (Ca,nom = ṁa,nom · cp,a) and the heatcapacity of water (Cw = ṁw · cp,w).

In order to achieve user comfort, the fan coil capacity should cover the room thermal
load, as expressed in Eq. 3.51.

ṁa · cp,a · εFC(Ca,nom, Cw) · (Troom − TSB) ≥ UA0 · (Tamb − Troom) (3.51)
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This results in a supply building temperature that, in order to provide user comfort,
should be lower than a certain value which will be given by Eq. 3.52.

TSB ≤ Troom −
UA0 · (Tamb − Troom)

ṁa,nom · cp,a · εFC(Ca,nom, Cw)
(3.52)

Eq. 3.52 provides the limit condition. Considering the design conditions of the fan coil
(maximum ambient temperature Tamb,max, e.g. 38◦C in Valencia, minimum building
supply temperature TSB,min, e.g. 7◦C, and the maximum internal circulation pump �ow
rate), for which the fan coil has to provide comfort to the users in the worst case scenario
(hottest day of the year), the equation turns into Eq. 3.53. Under these conditions, the
e�ectiveness of the fan coil will be maximum (εFC,max).

TSB,min = Troom −
UA0 · (Tamb,max − Troom)

ṁa,nom · cp,a · εFC,max(Ca,nom, Cw,max)
(3.53)

The value of the overall heat transfer conductance of the room (UA0) in design conditions
can be deduced from Eq. 3.53, resulting in Eq. 3.54 .

UA0 = ṁa,nom · cp,a · εFC,max(Ca,nom, Cw,max) ·
Troom − TSB,min

(Tamb,max − Troom)
(3.54)

In the former control, it was assumed that both the overall heat transfer conductance of
the room (UA0) and the fan coil e�ectiveness (εFC) were constant. However, as a result
of the variation of the internal circulation pump frequency explained earlier for the former
control, the water �ow through the coil is modi�ed. Consequently, the e�ectiveness of
the fan coil cannot be considered as constant, as it will vary dramatically with the water
�ow rate variation. Regarding the heat transfer conductance, it is assumed a constant
value in design conditions. Replacing the value of UA0 provided by Eq. 3.54 in Eq. 3.53,
Eq. 3.55 is obtained, which provides the building supply temperature required to achieve
user comfort, as a function of the fan coil e�ectiveness.

TSB ≤ Troom −
β · εFC,max · (Tamb − Troom)

εFC(Ca,nom, Cw)
(3.55)

where β is the relation given by Eq. 3.56.

β =
Troom − TSB,min
Tamb,max − Troom

(3.56)

The curves presented in Fig. 3.37 were obtained by calculating some points from the
software provided by the manufacturer of the fan coils. However, in order to use it
for calculations later on in this paper, a mathematical expression that correlates the
fan coil e�ectiveness with the internal frequency and the building supply temperature
(εFC(fICP , TSB)) should be obtained. It should be noticed that, although the internal
�ow rate is plotted in Fig. 3.37, it is the internal frequency that is used in the correlation
for the fan coil e�ectiveness, as it is the variable that is controlled directly by the control
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system and thus the targeted variable. After all, both variables, internal �ow rate (ṁic)
and internal frequency (fICP ), are proportional, as described in Section 2.1.2.

Several correlations for the fan coil e�ectiveness are studied in Appendix B and the one
�nally chosen is presented in Eq. 3.57.

εFC(fICP , TSB) = D0 +D1 · fICP +D2 · f2
ICP +D3 · TSB · fICP (3.57)

Considering the expression provided in Eq. 3.57 for the fan coil e�ectiveness, Eq. 3.58
provides the maximum value of the building supply temperature required to achieve user
comfort, taking into account the variation in the e�ectiveness produced by the internal
water �ow variation and the building supply temperature variation. Hence the water
should be supplied at a temperature lower or equal to the value given by Eq. 3.58.

TSB = Troom −
β · εFC,max · (Tamb − Troom)

εFC(fICP , TSB)
(3.58)

Integrated control

The objective of the control algorithm is to optimize the energy performance of the sys-
tem, represented by the system performance factor (PFsys = PF3). As presented in
Section 3.7.1, the value of the internal circulation pump frequency which optimizes the
performance factor of the system was calculated, by means of the experimental method-
ology developed, in terms of the partial load ratio of the system (α), and the building
supply temperature was determined as a function of the ambient temperature (Tamb) as
a �rst control attempt. However, the in�uence of decreasing the internal water �ow rate
was not taken into account in the fan coil e�ectiveness, what resulted in the comfort of
the user not being met. This happened because both strategies were uncoupled, that is
to say, they worked independently of what each other did.

In order to �nd the optimal values of the controlled variables, namely the internal circu-
lation pump frequency (fICP ) and the building supply temperature (TSB), that optimize
the performance factor of the system while being able to meet the user comfort, it is
necessary to couple both strategies. In the former control, the supply building tempera-
ture was calculated as a function of the ambient temperature solely (TSB = f(Tamb)),
whereas the internal frequency was determined considering only the partial load ratio
(fICP = f(α)). Now both control parameters need to be determined as a function
of both variables, the ambient temperature and the partial load ratio of the system
(fICP = f(Tamb, α)) and TSB = f(Tamb, α)).

For a start, the performance factor of the system will depend on the controlled vari-
ables: internal circulation pump frequency and supply building temperature (PFsys =
f(fICP , TSB)). Its variation can be expressed as the sum of the partial derivatives of
the system performance factor with each one of the variables. This is mathematically
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expressed in Eq. 3.59.

dPFsys =
∂PFsys
∂fICP

∣∣∣∣
TSB

· dfICP +
∂PFsys
∂TSB

∣∣∣∣
fICP

· dTSB (3.59)

Therefore, the variation of the system performance factor with the internal circulation
pump frequency will be given by Eq. 3.60.

dPFsys
dfICP

=
∂PFsys
∂fICP

∣∣∣∣
TSB

+
∂PFsys
∂TSB

∣∣∣∣
fICP

· dTSB
dfICP

(3.60)

Finally, equating this derivative to zero and solving the resulting equation (Eq. 3.61)
will provide the optimal value of the internal frequency taking into account not only the
energy optimization of the system but also the user comfort.

∂PFsys
∂fICP

∣∣∣∣
TSB

+
∂PFsys
∂TSB

∣∣∣∣
fICP

· dTSB
dfICP

= 0 (3.61)

where:

(a) ∂PFsys

∂fICP

∣∣∣
TSB

is the partial derivative of the performance factor with the internal

frequency for a given building supply temperature,

(b) ∂PFsys

∂TSB

∣∣∣
fICP

is the partial derivative of the performance factor with the building

supply temperature for a given internal frequency,

(c) and dTSB
dfICP

is the derivative of the performance factor with the internal frequency.

The �rst addend in Eq. 3.61 would provide the optimal internal circulation pump fre-
quency for a given supply building temperature, as resulting from the methodology de-
veloped in section 3.6, while the second one would provide the necessary correction with
a view to meet the user comfort. In order to solve Eq. 3.61, each one of the addends in
it should be determined �rst.

Term (a) stands for the variation of the performance factor with the internal frequency
for a given building supply temperature (TSB). This variation is given by the PF maps
resulting from the in situ methodology described in Section 3.6. The contour maps are
obtained for a constant building supply temperature (40◦C in the case of heating mode
and 10◦C in cooling mode). They show how the performance factor varies in terms of
the circulation pumps frequencies and provide the optimal pair of frequencies.

Since the intention is to obtain the variation of the system performance factor (PFsys)
with the internal frequency (fICP ), the external frequency (fECP ) is �xed to its optimal
value for each value of α. Considering these optimal values of the external circulation
pump frequency for each value of α from 0.1 to 1, Fig. 3.38 shows, for cooling mode, the
system performance factor as a function of the internal frequency.

The curves in Fig. 3.38, which show the variation of PFsys with the internal frequency,
have been adjusted to cubic equations. The maximums in the curves turn out to be the
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Figure 3.38: PF3 as a function of fICP for optimal fECP (cooling mode).

optimal values for the internal frequency for each value of the partial load ratio resulting
from the methodology described in Section 3.6 (see curve fICP = f(α) in Fig. 3.32).
Di�erentiating the resulting expressions will �nally provide term (a).

Term (b) stands for the variation of the performance factor with the building supply
temperature for a given internal frequency. In order to calculate this term, the perfor-
mance factor is determined for di�erent values of the building supply temperature by
means of Eqs. 3.46 and 3.47, which are described in Section 3.6 (see Section 3.6 for more
details). This is represented in Fig. 3.39a.

Then the expressions obtained, which are nearly linear, are di�erentiated to obtain term
(b). In order to solve the partial derivative, the experimental correlations of the heat
pump presented in Appendix A are considered. The result is presented in Fig. 3.39b.
Looking at the vertical axis, it can be observed that the analysed partial derivative
presents little variation. In order to simplify the control algorithm, an average value
of 0.15 is considered for term (b). The possible deviations produced for considering
this value (±0.4 in the value of (∂PFsys/∂TSB) |fICP

) have been checked and a slight
deviation of ±1 Hz in the resulting fICP is produced. Therefore, the simpli�cation is
completely valid.

Term (c) stands for the variation of the building supply temperature with the internal
frequency. This term is obtained by di�erentiating Eq.3.58, including the corresponding
expression for the e�ectiveness of the fan coil for cooling mode determined in Appendix
B.

Considering terms (a), (b) and (c) in Eq. 3.61 and solving it for fICP , the optimal value
of the internal frequency is obtained. It should be noticed that the resulting expression
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Figure 3.39: (a) PFsys as a function of TSB; and (b) ∂PFsys/∂TSB as a function of TSB
(both for cooling mode).
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is a 6th order polynomial expression, hence the right root needs to be chosen.

Fig. 3.40 shows the debugging of results for an example in which values of Tamb = 36◦C
for the ambient temperature and α = 0.3 for the partial load ratio are considered. Fig.
3.40a-c show the di�erent terms (a), (b) and (c), respectively, represented as a function
of the internal frequency for the range of working frequencies, that is to say from 20
Hz to 55 Hz. As it can be observed in Fig. 3.40a, ∂PFsys/∂fICP presents an optimal
value for the internal frequency at 23.8 Hz (intersection with the zero line). This value
corresponds to the maximum of the curve for α = 0.3 in Fig. 3.38. In fact, this would
be the resulting value for the optimal internal frequency if the in situ methodology for
the circulation pumps frequency is applied as described in Section 3.6.
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Figure 3.40: Optimal value of fICP (cooling mode).

However, due to the correction introduced in order to take into account the user comfort,
this value of frequency is corrected by the product of terms (b) and (c). Fig. 3.40d shows
the representation of Eq. 3.61 as a function of the internal frequency, for the range of
working frequencies. As it can be observed, the correction introduced turns the value
of 23.8 Hz taken from Fig. 3.40a into an optimal value for the internal frequency of
33.7 Hz, greater than the former one. Solving Eq. 3.61 as in the example presented, for
di�erent values of the partial load ratio (α = [0.1, 0.2, 0.3, 0.4, 0.5,0.6, 0.7, 0.8, 0.9, 1])
and di�erent values of the ambient temperature (Tamb = [24, 25, 26, 27, 28, 29, 30, 31,
32, 33, 34, 35, 36, 37, 38]◦C, Fig. 3.41 can be obtained. It shows the resulting value
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of the optimal internal frequency as a function of the partial load ratio of the system.
The points marked with a black square correspond to the optimal frequency as directly
calculated from the methodology summarized in Section 3.6. The rest of the points
represent the optimal frequency resulting from the new approach for di�erent values of
the ambient temperature in the range 24-38 ◦C.
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Figure 3.41: Resulting optimal fICP with the new control compared to the former one
(cooling mode).

It can be observed in Fig. 3.41 that the higher the partial load ratio, the higher the
resulting internal frequency. This is the same trend found in the former control (black
squares). However, as a result of the new control strategy, the internal frequency now
depends also on the ambient temperature. As it happens with the load, the higher
the ambient temperature the higher the resulting frequency. The e�ect of the ambient
temperature becomes less important for high values of the partial load ratio (when two
compressors are running for α > 0.5).

It can also be observed that the correction of the frequency introduced in the new control
is sometimes negative with respect to the former control (that is to say, the corrected
frequency is lower than in the former control). This is because the ambient temperature
is low and the load is not too big, so there is no need for higher �ow rates that would
result in higher fan coil capacity.

Once the optimal value of the internal frequency has been calculated, the next step
consists of determining the corresponding value of the building supply temperature so
that the user comfort is met.

Replacing the value obtained for the internal frequency in the corresponding correlation
of the fan coil e�ectiveness and the numeric values for the rest of variables (Troom =
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25◦C, εFC,max = 0.838), Eq. 3.58 provides the value of the building supply temperature.
Solving Eq. 3.58 for TSB (2nd order equation), for di�erent values of the partial load
ratio (α = [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1]) and di�erent values of the ambient
temperature(Tamb = [24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38]◦C), Fig.
3.42 can be obtained.
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Figure 3.42: Resulting optimal TSB with the new control compared to the former one
(cooling mode).

The striped horizontal line at TSB = 15◦C in Fig. 3.42 stands for the dew temperature
in comfort conditions (Troom = 25◦C,HR = 50%). The squares correspond to the values
of the building supply temperature calculated by the former algorithm, which are similar
to the values obtained by the new algorithm for α = 1. Finally, the rest of the points
represent the resulting TSB calculated by the new control for di�erent values of the partial
load ratio in the range 0.1-1. It can be observed that the higher the ambient temperature,
the lower the resulting building supply temperature.

It can also be observed that the lower the partial load ratio, the lower the supply building
temperature. This makes sense because lower values of the partial load ratio mean lower
values of the internal frequency needed according to the optimization algorithm, what
means that the building supply temperature has to decrease accordingly in order to keep
the fan coil e�ectiveness and meet the user comfort. This resulting TSB represents the
highest possible value to be set in the heat pump in order to achieve user comfort, hence
the water should be supplied to the fan coil units at a temperature lower or equal to the
calculated TSB values in order to meet the user comfort.

The result of combining Eqs. 3.58 and 3.61 would therefore provide the optimal values
of the controlled variables, fICP and TSB. However, they are complex equations and its
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direct use in a control board would complicate the calculations. When implementing an
algorithm in a controller, the simpler the better in order to avoid instability problems.
That is why, instead of programming these equations, a simpler expression will be used.
This expression comes from representing the points from Fig. 3.41 in a 3-dimensional
graph. The target expression is a surface that �ts all the points, the resulting values
of the internal frequency as a function of both the partial load ratio and the ambient
temperature (fICP = f(α, Tamb)). Two di�erent �tting surfaces for the di�erent states in
which the heat pump can work are produced: one compressor cycling on and o� (n = 1) or
one compressor continuously running and the other one cycling on and o� (n = 2). These
surfaces are presented in Fig. 3.43. The bold square represents the optimal frequency of
33.7 Hz for the example of Tamb = 36◦C for the ambient temperature and α = 0.3.

0
0.2

0.4
0.6

0.8
1

20

25

30

35

40
10

20

30

40

50

60

αT
amb

 (ºC)

f IC
P
 (

H
z)

Figure 3.43: Control surfaces for fICP (cooling mode).

In order to calculate the building supply temperature, the value of the internal frequency
resulting from the control surfaces in Fig. 3.43 is considered and Eq. 3.58 is solved for
TSB (2nd order equation, the negative root is the right solution). However, there are
both an upper and a lower limit in the setpoint that should not be overpassed. The
upper limit is 15◦C, the dew temperature. The water cannot be supplied to the building
at a temperature higher than the dew temperature, otherwise the dehumidi�cation in
the rooms would not be possible. The lower limit is 7◦C. This limit is set in order to
avoid freezing problems in the heat pump. It should be noticed that a value of 7◦C is
used, instead of 10◦C, as this experimental study was carried out after GROUND-MED
project was �nished and hence the minimum standard supply temperature recommended
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by the heat pump manufacturer was considered for standard operating conditions.

Looking at Fig. 3.42, it can be observed that the algorithm calculates values of TSB
outside of these limits. As far as the upper limit is concerned, there is no problem in
setting a temperature lower than the one calculated. The energy savings will not be so
important, but the user comfort will still be met. However, if the algorithm calculates
a value of TSB lower than 7◦C, but the setpoint is set to 7◦C, the user comfort will
be unlikely to be met. That is the reason why, in case that this happens, the internal
frequency should be recalculated by means of Eq. 3.58. Solving Eq. 3.61 for fICP and
considering a TSB = 7◦C, will provide the corrected value of the frequency (higher than
the previous) that will allow the system to meet the user comfort. Fig. 3.44 shows a �ow
diagram of the optimized control implemented on the control board of the system.
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Figure 3.44: Flow diagram of the new optimized control (cooling mode).

Comparing the �ow diagrams in Figs. 3.32 and 3.44, the di�erences between the former
and the new control are clearly observed. On the one hand, the calculation of the
external frequency is not modi�ed with respect to the former control. The original
equation coming from the original performance factor maps obtained in Section 3.6 is
kept. On the other hand, the calculations of fICP and TSB are coupled, since both of
them a�ect the e�ectiveness of the fan coils. First, the value of the internal frequency
(fICP ) is determined as a function the ambient temperature (Tamb) and the partial load
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ratio(α) by means of Eq. 3.61. Then, using this value of fICP , the value of the building
supply temperature (TSB) is determined, also considering the value of Tamb, by means
of Eq. 3.58. Finally, if the resulting value of TSB is lower than 7◦C (limit for heat pump
freezing problems), TSB is set to 7◦C and fICP is recalculated by means of Eq. 3.58.
The corrected value of fICP will be higher in order to balance out the e�ect of setting a
setpoint temperature lower than that calculated by the algorithm.

Upgrade for heating mode

In the case of heating mode, the �rst approach to the energy optimization described in
Section 3.7.1 worked adequately and the user comfort was met even when the weather
conditions were extreme during winter. It should be said however that the winter in
Valencia is rather mild and the ambient temperature rarely goes below 5◦C.

Nevertheless, a new integrated control was also developed for heating mode following the
guidelines presented in the previous section for cooling mode in order to be consistent,
and to make the system work with the same control algorithm throughout the year.

Going back to de beginning of this section, Eq. 3.58 provided the value of the building
supply temperature (TSB) as a function of the room temperature (Troom), the ambient
temperature (Tamb), the parameter β, the maximum e�ectiveness of the fan coil (εFC,max)
and the correlation of the fan coil e�ectiveness in terms of the internal frequency and the
building supply temperature (εFC(fICP , TSB)). The equation for heating mode is very
similar, but with the followings considerations:

- The signs of the addition and subtraction will change.

- The value of parameter β will be as presented in Eq. 3.38 in Section 3.5.

- A di�erent correlation will be used for the fan coil e�ectiveness, obtained from data
in heating mode, which is also described in Appendix B.

Further details on the di�erences with respect to cooling mode can be found on the
explanation for the temperature compensation strategy in heating mode in Section 3.5.
Taking into account all the previous considerations Eq. 3.62 is obtained.

TSB = Troom +
β · εFC,max · (Troom − Tamb)

εFC(fICP , TSB)
(3.62)

On the other hand, each one of the terms in Eq. 3.61 will be di�erent, recalculated for
the particular case of heating mode.

As far as term (a) is concerned, the PF maps provided in Section 3.6 corresponding to
heating mode are employed in this case. As done earlier, considering the optimal values
of the external circulation pump frequency (fECP ) for each value of α from 0.1 to 1, Fig.
3.45 shows, for heating mode, the system performance factor as a function of the internal
frequency.
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Figure 3.45: PF3 as a function of fICP for optimal fECP (heating mode).

The curves in Fig. 3.45, which show the variation of PFsys with the internal frequency
for heating mode, have been adjusted to cubic equations. The maximums in the curves
turn out to be the optimal values for the internal frequency for each value of the partial
load ratio resulting from the methodology described in Section 3.6. Di�erentiating the
resulting expressions will �nally provide term (a).

Regarding term (b), as done earlier for cooling mode, the performance factor is deter-
mined for di�erent values of the building supply temperature by means of Eqs. 3.46 and
3.47 (which are described in Section 3.6), but taking into account that heating mode is
considered in this case. This is represented in Fig. 3.46a.

Then the expressions obtained, which are nearly linear, are di�erentiated to obtain term
(b). In order to solve the partial derivative, the experimental correlations of the heat
pump for heating mode presented in Appendix A are considered. The result is presented
in Fig. 3.46b. Looking at the vertical axis, it can be observed that, as it happened for
cooling mode, the analysed partial derivative presents little variation. In order to simplify
the control algorithm, an average value of -0.12 is considered for term (b). The possible
deviations produced for considering this value (±0.3 in the value of (∂PFsys/∂TSB) |fICP

)
have been checked and a slight deviation of ±1 Hz in the resulting fICP is produced.
Therefore, the simpli�cation is completely valid. It should be noticed the value of term
(b) in heating mode is negative (negative variation), as the performance factor increases
when the supply temperature increases.

Finally, term (c), which stands for the variation of the building supply temperature with
the internal frequency, is obtained by di�erentiating Eq.3.62, including the corresponding
expression for the e�ectiveness of the fan coil for heating mode determined in Appendix
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Figure 3.46: (a) PFsys as a function of TSB; and (b) ∂PFsys/∂TSB as a function of TSB
(both for heating mode).
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B.

Considering terms (a), (b) and (c) all together in Eq. 3.61 and solving it for fICP ,
the optimal value of the internal frequency for the case of heating mode is obtained.
Once more, the right root needs to be chosen from the resulting 6th order polynomial
expression.

Fig. 3.47 shows the debugging of results for an example in which values of Tamb = 6◦C
for the ambient temperature and α = 0.4 for the partial load ratio are considered. Fig.
3.47a-c show the di�erent terms (a), (b) and (c), respectively, represented as a function
of the internal frequency for the range of working frequencies, that is to say from 20
Hz to 55 Hz. As it can be observed in Fig. 3.47a, ∂PFsys/∂fICP presents an optimal
value for the internal frequency at 27.7 Hz (intersection with the zero line). This value
corresponds to the maximum of the curve for α = 0.4 in Fig. 3.45. In fact, this would
be the resulting value for the optimal internal frequency if the in situ methodology for
the circulation pumps frequency is applied as described in Section 3.6.
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Figure 3.47: Optimal value of fICP (heating mode).

However, due to the correction introduced in order to take into account the user comfort,
this value of frequency is corrected by the product of terms (b) and (c). Fig. 3.47d shows
the representation of Eq. 3.61 as a function of the internal frequency, for the range of
working frequencies. As it can be observed, the correction introduced turns the value
of 27.7 Hz taken from Fig. 3.47a into an optimal value for the internal frequency of
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40.5 Hz, greater than the former one. Solving Eq. 3.61 as in the example presented,
for di�erent values of the partial load ratio (α = [0.1, 0.2, 0.3, 0.4, 0.5,0.6, 0.7, 0.8, 0.9,
1]) and di�erent values of the ambient temperature (Tamb = [4, 5, 6, 7, 8, 9, 10, 11, 12,
13, 14, 15, 16, 17, 18]◦C, Fig. 3.48 can be obtained. It shows the resulting value of the
optimal internal frequency as a function of the partial load ratio of the system for the
case of heating mode. The points marked with a black square correspond to the optimal
frequency as directly calculated from the methodology summarized in Section 3.6. The
rest of the points represent the optimal frequency resulting from the new approach for
di�erent values of the ambient temperature in the range 4-18 ◦C.
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Figure 3.48: Resulting optimal fICP with the new control compared to the former one
(heating mode).

It can be observed in Fig. 3.48 that the higher the partial load ratio, the higher the
resulting internal frequency, as it happened in the case of cooling mode. This is the
same trend found in the former control (black squares). However, as a result of the new
control strategy, the internal frequency now depends also on the ambient temperature.
As it happens with the load, the higher the ambient temperature the lower the resulting
frequency.

On the other hand, it can also be observed that the correction of the frequency introduced
in the new control is always positive with respect to the former control (that is to say,
the corrected frequency is always higher than in the former control). This di�ers from
the case of cooling mode, where for low partial load ratios the correction of the frequency
was negative.

Once the optimal value of the internal frequency has been calculated, the next step
consists of determining the corresponding value of the building supply temperature.
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Replacing the value obtained for the internal frequency in the corresponding corre-
lation of the fan coil e�ectiveness and the numeric values for the rest of variables
(Troom = 21◦C, εFC,max = 0.723), Eq. 3.62 provides the value of the building supply
temperature. Solving Eq. 3.62 for TSB (2nd order equation), for di�erent values of the
partial load ratio (α = [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1]) and di�erent val-
ues of the ambient temperature(Tamb = [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17,
18]◦C), Fig. 3.49 can be obtained. The squares correspond to the values of the building
supply temperature calculated by the former algorithm, which are similar to the values
obtained by the new algorithm for α = 1. The rest of the points represent the resulting
TSB calculated by the new control for di�erent values of the partial load ratio in the
range 0.1-1. It can be observed that the higher the ambient temperature, the lower the
resulting building supply temperature.
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Figure 3.49: Resulting optimal TSB with the new control compared to the former one
(heating mode).

It can also be observed in Fig. 3.49 that the lower the partial load ratio, the higher the
supply building temperature. This makes sense because lower values of the partial load
ratio mean lower values of the internal frequency needed according to the optimization
algorithm, what means that the building supply temperature has to increase accordingly
in order to keep the fan coil e�ectiveness and meet the user comfort. This resulting TSB
represents the highest possible value to be set in the heat pump in order to achieve user
comfort, hence the water should be supplied to the fan coil units at a temperature lower
or equal to the calculated TSB values in order to meet the user comfort.

The result of combining Eqs. 3.61 and 3.62 would therefore provide the optimal values
of the controlled variables, fICP and TSB. However, as done earlier for cooling mode,
a simple expression needs to be found in order to simplify the programming of the
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control board. This expression comes from representing the points from Fig. 3.48 in
a 3-dimensional graph. As done for cooling mode, two di�erent �tting surfaces for the
di�erent states in which the heat pump can work are produced (n = 1 and n = 2). These
surfaces are presented in Fig. 3.50. The bold square represents the optimal frequency of
40.5 Hz for the example of Tamb = 6◦C for the ambient temperature and α = 0.4.
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Figure 3.50: Control surfaces for fICP (heating mode).

In order to calculate the building supply temperature, the value of the internal frequency
resulting from the control surfaces in Fig. 3.50 is considered and Eq. 3.62 is solved for
TSB (2nd order equation, the negative root is the right solution, as in cooling mode).
However, there are both an upper and a lower limit in the setpoint that should not
be overpassed. The upper limit is 45◦C. There is no need to supply the water to the
building at a temperature higher than 45◦C, it would not mean any improvement in the
user comfort but it would mean higher energy consumption. The lower limit is 35◦C. It
does not make sense to supply the water at a temperature lower than 35◦C, as it would
be better to turn o� the heat pump instead.

Looking at Fig. 3.49, it can be observed that the algorithm calculates values of TSB
outside of these limits. As far as the lower limit is concerned, there is no problem in
setting a temperature higher than the one calculated. The energy savings will not be so
important, but the user comfort will still be met. However, if the algorithm calculates a
value of TSB higher than 45◦C (which is unlikely to happen considered the mild winters
in Valencia), but the setpoint is set to 45◦C, the user comfort might not be met. That is
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the reason why, in case that this happens, the internal frequency should be recalculated
by means of Eq. 3.62. Solving Eq. 3.62 for fICP and considering a TSB = 45◦C, will
provide the corrected value of the frequency (higher than the previous) that will allow
the system to meet the user comfort. Fig. 3.51 shows a �ow diagram of the optimized
control implemented on the control board of the system for the case of heating mode.
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Figure 3.51: Flow diagram of the new optimized control (heating mode).

As it can be observed in Fig. 3.51, the �ow digram of the new optimized control for
heating mode presents the same structure than for cooling mode (see Fig. 3.44). In
fact, they have the same structure. The main di�erence lies in the equation used for
the calculation of the building supply temperature, which is Eq. 3.62 for heating mode,
instead of Eq. 3.58. The other di�erence is the temperature limit for TSB, which is 45◦C,
instead of 7◦C.

3.7.3 Results for upgrade to ensure user comfort

Fig. 3.52 depicts, for a typical cooling day, how the new optimized control works. It
shows the evolution with time of some variables of the system for a single day operation
in cooling mode, including the controlled variables. The installation does not run con-
tinuously, but stops during the night. The period represented in Fig. 3.52 corresponds
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to 13 h, which is the time that the installation works every day (7 a.m to 8 p.m.). As
mentioned in Section 2.2.5, the daily time of operation of the system from January 2013
onwards is 13 hours, instead of 15 hours.

Fig. 3.52a shows the heat pump power consumption (Wcomp) on the secondary axis
and the evolution of several temperatures on the primary axis: the building supply
temperature calculated by the algorithm (TSB), the actual experimental building supply
temperature (Ttank) and the ambient temperature (Tamb). Tamb,avg is the average value
of the ambient temperature for the 5 min previous to the recalculation of α. This average
temperature is used in the equations instead of the instantaneous value of the ambient
temperature in order to take into account the temperature variation during the cycle.
This value will better represent the ambient conditions, and not just an instantaneous
value that can be quite di�erent from the average.

As it can be observed, the actual tank temperature (Ttank) tracks the calculated build-
ing supply temperature (TSB), which coincides with the setpoint of the heat pump in
the range of setpoint temperatures (7�15◦C). When the algorithm calculates a building
supply temperature greater than 15◦C, the setpoint of the heat pump is set to 15◦C due
to the limit for dehumidi�cation explained in Fig. 3.42. This can be observed at the
beginning of the morning and in the afternoon: while the calculated TSB is greater than
15◦C, the actual tank temperature (Ttank) cycles around 15◦C.

It can also be observed how TSB and Tamb are inversely proportional. In the morning,
when the ambient temperature is lower, a higher setpoint is set in order to supply warmer
water to the building thus saving energy. By midday, as the outdoor temperature gets
hotter, the water is supplied at a lower temperature so that the thermal demand is met.
The frequencies are higher in this period as well (see Fig. 3.52b). Finally, in the evening,
as the sun sets and the ambient temperature decreases, and so does the thermal load
since some of the users go back home, the algorithm calculates a higher TSB again in
order to save energy.

On the other hand, Fig. 3.52b shows, from top to bottom, the variation of the pumps
frequencies (fICP and fECP ) as a function of the partial load ratio(α), represented on
the secondary axis on the right hand side. It can be observed how the variables are
directly proportional: the higher the partial load ratio, the higher the frequency set in
the inverters. It can be observed that the values of frequency are only modi�ed when
the partial load ratio is recalculated at the end of each characteristic cycle, that is to
say, in the moment when the compressor switches on again. The cycles can be followed
looking at the compressor consumption (Wcomp) in Fig. 3.52a. This also applies for the
calculation of the building supply temperature explained earlier (TSB).

With regard to heating mode, results for one typical heating day are presented in Fig.
3.53. The structure of the �gure is the same as for cooling mode. Fig. 3.53a depicts the
power consumption of the compressor and the system temperatures, whereas Fig. 3.53b
shows the partial load ratio and the circulation pumps frequencies.
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Figure 3.52: Experimental results of the upgraded integrated control (cooling mode).
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Figure 3.53: Experimental results of the upgraded integrated control (heating mode).
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As it can be observed in Fig. 3.53a, the behaviour of the temperatures is opposite to
cooling mode: the higher the ambient temperature, the lower the temperature of the
water supplied to the building. When the calculated TSB is lower than 35◦C, the limit
depicted in Fig. 3.49 applies and the actual supply temperature (Ttank) cycles around
this value of 35◦C. It can be observed that the building supply temperature does not get
the limit value of 45◦C at any time. The reason for this is that the last winter has been
very mild in Valencia and there are no days in which that limit value has been reached.

Regarding the frequencies, again, the set values are directly proportional to the value of
the partial load ratio. This can be observed in Fig. 3.53b.

The main target of this new optimized control was being able to meet user comfort while
saving as much energy as possible. Regarding cooling mode, the upgraded optimization
algorithm was implemented and programmed in the control board of the system in late
April of 2015, and it has been running during the whole cooling season (May-October
2015). During the period devoted to the experimental campaign, positive feedback was
received from the users in the building regarding their thermal comfort.

According to Spanish regulations [71], comfort conditions are de�ned as an acceptable
range of indoor temperature (T ) and relative humidity (RH) which have been de�ned
taking into consideration the metabolic activity of the people (1.2 met for sedentary
metabolic activity, being 1 met equal to 58.2W/m2), their grade of clothing (0.5 clo
in summer and 1 clo in winter, being 1 clo equal to 0.155m2K/W of clothes' thermal
resistance), and the predicted percentage of dissatis�ed people (PPD) between 10%
and 15%. According to these conditions, comfort conditions are T = [23 − 25]◦C and
RH = [45− 60]% for cooling mode and T = [21− 23]◦C and RH[40− 50]% for heating
mode.

Fig. 3.54a presents the evolution of the temperature and relative humidity of two repre-
sentative rooms when the previous control algorithm was working in a hot summer day
of July. As it can be observed, the indoor temperature and relative humidity take values
of 27◦C and 70% approximately, which are not acceptable and lie outside the comfort
range for cooling mode.

On the other hand, Fig. 3.54b shows the evolution of the temperature and relative
humidity for the same rooms in a similar hot day in July with the new updated control
algorithm working. As it is shown, both the indoor temperature and relative humidity
in the rooms correspond to comfort conditions (T = [24− 25]◦C; RH = 50%).

As for heating mode, the upgraded algorithm was implemented and programmed in the
control board of the system in late November 2015. It has been running since for the
period December 2015 - February 2016, and keeps running currently. As mentioned
earlier, no complaints had been received from the users regarding their thermal comfort
when the �rst approach to the integrated control was used. No complaints have been
received with the upgraded algorithm either, always accomplishing the comfort conditions
stated earlier.
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Figure 3.54: Room temperature and relative humidity measurements on a typical cooling
day: (a) Values with the former control algorithm; (b) Values with the new upgraded
algorithm.

Regarding energy savings, in order to carry out a proper energy optimization analysis,
the optimized control has been compared to a standard control, as it was done for the
�rst approach to the integrated control, consisting of a temperature setpoint of 7◦C (45◦C
for heating mode) and 50 Hz of frequency for both circulation pumps. As introduced in
Section 2.2.5, this standard control is slightly di�erent than the one employed for the �rst
approach, due to speci�cations in GROUND-MED project, where the minimum setpoint
allowed was 10◦C for cooling mode and 40◦C for heating mode, according to the targets
of the project.

The same automatic control in the control board of the system has been employed in
such a way that the standard control is applied on odd days and the optimized control is
used on even days, in order to obtain in the end 50% of the days working with each one.

Fig. 3.55 shows the values of the DPFs from DPF1 to DPF3, for the period analysed,
that is to say, from May 2015 to February 2016. As stated earlier, DPF1 considers
only the heat pump consumption, DPF2 includes also the consumption of the external
circulation pump and �nally DPF3 adds the consumption of the internal circulation
pump, being this factor the system performance factor (DPFsys).

The alternation of standard and optimized days can be clearly observed in Fig. 3.55a,
which corresponds to cooling mode. For instance, looking at DPF3 (triangles), the
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Figure 3.55: Daily performance factor (upgrade): (a) cooling mode test campaign; (b)
heating mode test campaign.
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values are around 3 for the days when the standard control was applied, and around one
point higher for those when the optimized control was applied, which would represent an
improvement of 33% (((4− 3)/3) · 100).

On the other hand, 3.55b depicts the results for heating mode. In this case, the alter-
nation of standard and optimised days can only be seen from January onwards. The
explanation to this is that the implementation and tuning up of the upgraded algorithm
in the control board of the system came with a delay of one month since the beginning
of the season (November). Therefore, in an attempt to equal the number of standard
days obtained in November, the optimised control was applied on a daily basis during
the month of December. Still, in the case of heating mode an improvement in DPF3

similar to cooling mode can be observed (maybe higher).

Fig. 3.55 shows DPFs calculated for each day in the analysed period, separating cooling
and heating modes. Getting together the standard days on one hand, and the optimized
days on the other hand, a kind of Seasonal Performance Factor (SPF ) can be obtained
for each case, as done earlier for the previous approach to the integrated control. This
way, the improvement achieved by the optimized control when compared to the standard
control can be analysed for both seasons.

Fig. 3.56 presents this comparison: Fig. 3.56a for cooling mode and Fig. 3.56b for
heating mode. When compared to the results of the �rst approach (Fig. 3.36), it can
be observed that the improvement on SPF1 (heat pump performance factor) is more
representative with the upgrade. This is because a better control of the heat pump
setpoint is achieved with the new optimised control.

However, the interest should be on SPF3 which is the system seasonal performance
factor, the one that expresses the energy savings in a more reliable way. In the case
of cooling mode, this improvement is 35%, slightly worse than with the �rst approach.
In the case of heating mode a 53% improvement is obtained in SPF3. It should be
noticed that the di�erence in the percentage of improvement when compared to the
�rst approach, above all in heating mode (which presented an improvement of 32%), is
mainly due to two reasons. First, the standard control considered in the �rst approach
was more restrictive, due to the requirements of GROUND-MED project, whereas the
one considered when the upgraded algorithm was tested was a more realistic standard
control. And second, this winter season has been especially mild in Valencia, what has
led to a higher improvement of the energy performance.
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Figure 3.56: Seasonal performance factor (upgrade): (a) cooling mode test campaign;
(b) heating mode test campaign.
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3.8 Implementation in the system control board

The data acquisition system installed in the geothermal plant was described in Section
2.1.3, where the control system was brie�y introduced. This section describes the control
system of the geothermal installation studied in this PhD work. Moreover, the main
parts and the main di�culties in the implementation of the energy optimization and
control algorithms are also presented.

As introduced in Section 2.1.3, the control system includes a NI CompactRIO pro-
grammable automation controller by National Instruments and the software LabVIEW R©

installed in a personal computer. The schematic in Fig. 3.57 shows how the di�erent
components of the control system are interconnected.

HP 34901A

CAN-USB

Water temperatures
Flow rates

Power consumptions
Outdoor temperature

PC

(LabVIEW)

Rooms temperatures
Rooms humidities

DAQ System

cRIO

Control System

HP

Carel 

controller

ICP

ECP

Components

Figure 3.57: Control system schematic.

As it can be observed in Fig. 3.57, the di�erent measured variables enter the system
through the DAQ system. The measurements of water temperatures, �ow rates, power
consumptions and outdoor temperature are acquired by the data loggers HP 34901A
by Agilent. On the other hand, the rooms temperatures and relative humidities are
transmitted through CAN protocol, and later converted to USB by a home-made CAN-to-
USB converter in order to enter the computer system. Then, all these data are managed
by a control software developed in LabVIEW R©.

Apart from the computer, there is the CompactRIO controller (cRIO), which is the
device connecting the computer system to the di�erent components of the system. The
heat pump (HP) controller, manufactured by Carel, communicates with the cRIO via
MODBUS protocol. In order to convert the data from the Ethernet outlet of the cRIO,
an Ethernet gateway model ConneXium TSXETG100 is employed. A NI 9263 analog
output module is used in order to set the value of the circulation pumps (ICP and ECP)
frequencies via an DC voltage signal. A NI 9481 relay module is used in order to have
control over the circulation pumps operation.

The control software developed consists mainly of two main LabVIEW R© programs
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The �rst program is devoted to the graphic user interface (GUI) of the control system.
A sample of this GUI is presented in Fig. 3.58.

Figure 3.58: Control system GUI (Graphic User Interface).

As it can be observed in Fig. 3.58, three di�erent control strategies are considered:
Standard, Optimized (�rst approach) and Optimized (upgrade). These three controls
correspond to those explained earlier in this chapter. A combo box (Control Mode) allows
the user to manually switch among the di�erent control strategies. In addition, a toggle
switch is included in order to switch between manual control (MANUAL) or automatic
control (AUTO). If the choice is MANUAL, the control strategy selected in the Control
Mode box in applied. However, if the switch is in position AUTO, the automatic control
described in the previous sections, in which the standard control is applied on odd days
and the optimised control is employed on even days, is used. Finally, there are di�erent
kinds of displays where the values of the di�erent variables are shown, as well as panels
to manually change the value of these variables. The user interface can be accessed and
controlled remotely from any computer with internet connection.

The second and main program is managed by the cRIO controller. It is the one that
manages all the control system: reads and interprets the inputs, applies the di�erent
optimization and control strategies implemented, and calculates the outputs and sends
the corresponding control action to the di�erent devices. The program is executed every
second, checking the inputs and applying changes to the outputs if any.

There is a di�erent subprogram for each of the three di�erent control strategies. The
standard control (Standard) is the simplest one to implement. The inputs are directly
read from the control panels located on the user interface (see Fig. 3.58) and sent to the
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corresponding outputs.

The implementation of the other two strategies (Optimized (�rst approach) and Opti-
mized (upgrade)) is more complicated. Fig. 3.59 shows a simpli�ed �ow diagram of the
LabVIEW R© subprograms which is valid for any of these two strategies. The only di�er-
ence between the two programs lies in the part dedicated to Control strategies (see Fig.
3.59). This di�erence applies to the way the outputs are calculated: whether following
the �rst approach presented in Section 3.7.1 (see Fig. 3.32) or employing the upgraded
control strategy described in Section 3.7.2 (see Fig. 3.44).
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Figure 3.59: Simpli�ed �ow diagram of the main LabVIEW R© program.

As it can be observed in Fig. 3.59, the �rst step is to determine the value of the partial
load ratio, and for that, several steps are needed. First, it is necessary to �nd out the
operation state of the heat pump, whether it is n = 1 or n = 2. In order to do that,
the activation signals of the two compressors, which are two of the variables that can
be accessed by MODBUS in the heat pump controller, are read as inputs. By means of
these two variables it is possible to determine the value of n. According to the value of
n, a di�erent case in entered in a conditional loop. No matter the case entered in the
program, the structure is similar and with slight variations.

The next step is to calculate the value of α1. In order to do that, a timer counts the
duration in time of each of the ON and OFF cycles of the heat pump compressors.
Based on these values, α1 is calculated by means of Eq. 2.32. However, as explained
in Section 2.2.4, α1 does not correspond to the partial load ratio of the system, but to
that of the corresponding operation state. In order to calculate the partial load ratio of
the system (α), Eq. 2.34 is �nally employed. It should be noticed that the subroutine
for the calculation of the partial load ratio may sometimes provide unusual values of α.
This happens with the �rst cycle in the early morning which, as mentioned in Section
2.2.6, is not representative of the system behaviour. In order to avoid miscalculations
of the algorithm in such cases, a reference value of α is considered. This reference value
corresponds to the average value of the partial load ratio for the previous day.
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Once the value of α has been determined, the next step is to apply the control strategies
as described on each of their corresponding sections: Section 3.7.1 for the �rst approach
or Section 3.7.2 for the upgrade. The inputs required by the algorithm are the partial
load ratio of the system (α), the outdoor ambient temperature (Tamb), which is a direct
reading and the mode or season, whether it is cooling or heating mode. The operation
state of the heat pump (n) is also an input in some of the steps of the algorithm.

The outputs of the controlled algorithm are the target variables, that is to say, the
temperature setpoint for the heat pump and the frequency of both circulation pumps.
Nevertheless, the calculations may provide values which are outside the accepted range
for the outputs. In order to avoid possible problems, all the calculated outputs are �ltered
to be with in the maximum and minimum values allowed. In the case of the temperature
setpoint, the maximum and minimum values are 15◦C and 7◦C, respectively, for the
case of cooling mode, and 50◦C and 35◦C, respectively, for the case of heating mode.
Regarding the frequency of the circulation pumps, the maximum and minimum values
are 55 Hz and 20 Hz, respectively, for both cooling and heating.

Once the outputs have been properly �ltered, the are sent to the corresponding devices.

Fig. 3.60 presents a sample of the main LabVIEW R© program. It particular, it is the
subroutine devoted to the calculation of the targeted variables in the upgraded strategy
for both cooling and heating mode.

One of the main di�culties faced when facing the implementation the optimization and
control algorithms in LabVIEW R© was the determination of α. In Section 2.2.4 the
calculation of the partial load ratio was thoroughly studied, reaching the conclusion
that, a good way to calculate its value, in a way that it was easily implementable in a
control algorithm, was an indirect calculation using the ON and OFF time periods of the
compressors. However, in practice, the calculations are not that easy, as they have to be
performed for the two operation states of the heat pump. This particular behaviour of
the tandem compressors heat pump makes it necessary to analyse the di�erent types of
cycles that can be found in the system operation, and to make some decisions on how to
consider the measured times for the calculations. Fig. 3.61 presents the di�erent types
of cycles that can be found in during the normal operation of the system.

As it can be observed in Fig. 3.61, types of cycle from 1 to 4 are de�ned, depending on
the switching on sequence followed by the heat pump compressors. Cycles type 1 and
2 are considered as representative cycles, whereas cycles type 3 and 4 are considered as
transition cycles. The di�erent types of cycle are explained in the following.

1. One compressor representative cycle. There is only one compressor running, cycling
ON and OFF. The number of compressors switches from 0 to 1 at the beginning of
the cycle, coming back to 0 at the end of the cycle. α1 is calculated at the end of
the cycle for state n = 1, by means of Eq. 2.32, and the value is used in Eq. 2.34
in order to obtain the partial load ratio of the system α, which will be lower than
or equal to 0.5.
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Figure 3.60: Sample of the main LabVIEW R© program.
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Figure 3.61: Di�erent types of cycles performed by the GROUD-MED heat pump.

2. Two compressors representative cycle. One compressor is continuously running,
and the other one is switching on and o�. The number of compressors switches
from 1 to 2 at the beginning of the cycle, coming back to 1 at the end of the cycle.
α1 is calculated at the end of the cycle for state n = 2, by means of Eq. 2.32, and
the value is used in Eq. 2.34 in order to obtain the partial load ratio of the system
α, which will be higher than 0.5.

3. Transition cycle 0-1-2. The cycle begins when one compressor starts, and ends when
the other compressor starts too. This type of cycle may occur when the installation
starts in the early morning (see Section 2.2.6), or when there is a sudden increase
in the thermal load. For the �rst cycle in the morning, the value of the average
partial load ratio of the previous day is considered as a reference value. On the
other hand, when cycle type 3 is produced by an increase in the thermal load, α1

is not recalculated, but continues with the same value until a new representative
cycle is completed.

4. Transition cycle 2-1-0. The cycle begins when the second compressor starts; then,
a period of time later it switches o�, and so does the �rst compressor; the cycle
ends when the �rst compressor starts again. This type o� cycle may occur when
there is a sudden decrease in the thermal load. The value of α is not recalculated
either in here, but continues with the same value until a new representative cycle
is completed.
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Implementation in the system control board

Finally, another di�culty was the use of the ambient temperature. Several approaches
were taken until the �nal solution was reached. First, in order to avoid the instantaneous
variation of this magnitude, the �ve minutes average is considered. Moreover, the value of
the ambient temperature is only updated when a new value of α is calculated, at the end
of a representative cycle. This way, the variables depending on the ambient temperature
(temperature setpoint and internal circulation pump frequency) are only updated when
a cycle �nishes and a new one starts. Otherwise, they would be updated with every
reading of the ambient temperature.
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Chapter 4

Conclusions

This chapter presents the conclusions of this research work. Moreover, possible lines for
further research in the �eld are suggested.
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4.1 Conclusions of this research work

The experimental study of the control and energy optimization of a ground source heat
pump system for heating and cooling in an institutional building at the Universitat
Politècnica de València (València, Spain) was carried out in this PhD dissertation.

The analysis of the state of the art showed that there is a signi�cant potential for en-
ergy savings in ground source heat pump systems. The performance of the system was
thoroughly analysed through the study of typical days of operation for both cooling and
heating modes, but also along several years of operation (from 2011 to 2016), characteriz-
ing the behaviour of the installation during that period. The study includes the analysis
of the power consumption of each component and their contribution to the total en-
ergy consumption, the heat generated, the operating temperatures, the energy e�ciency
parameters, etc.

A comprehensive study was also carried out in order to determine the best way to estimate
the thermal demand of the building from the monitored data. Di�erent options were
analysed and it was concluded that the most e�ective way was to calculate the partial
load ratio via the operating time periods of the heat pump, which contributed to achieve
a more stable control.

The short-term performance analysis demonstrated from the very beginning that the
power consumption of the fan coil units was fairly high. For that reason, some of the
old ine�cient fan coil units were replaced by new more e�cient ones. With the fan coils
optimized, the focus was on the other main power consumptions: the heat pump and
the water circulation pumps. The analysis of the performance of the geothermal instal-
lation not only showed that the variation temperature setpoint of the heat pump played
an important role on the energy performance of the system, but also con�rmed that
the consumption of the auxiliaries (internal and external circulation pumps) represents
around 30-35% of the total energy consumption.

Prior to developing any optimization strategies, the standard thermostatic ON/OFF
control was studied, as well as the in�uence of the thermal demand of the building on
this type of control. Additionally, the adaptation of the ON/OFF control to a multi-
stage heat pump with two compressors of the same capacity working in tandem was also
analysed.

Apart from the control, some requirements need to be accomplished in order to ensure a
proper return of the oil to the compressor. Therefore, a minimum ON cycle time needs to
be guaranteed with this purpose. In practice, this is achieved by installing a bu�er tank
in the system. An analysis for the sizing of this bu�er tank was carried out in this PhD
work, obtaining a design guideline for this purpose. Moreover, the e�ect of the location
of both the bu�er tank and the control temperature sensor was studied. It was concluded
from this study that, from the point of view of the user comfort, the best position for
the bu�er tank is the supply line, locating the control sensor also in the supply line, at
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the outlet of the tank.

Regarding the development of energy optimization and control strategies, an experi-
mental in situ optimization methodology for the water circulation pumps frequency was
developed in order to make the circulation pumps work at the optimal point from the
point of view of energy optimization. Combining this strategy with a temperature com-
pensation strategy in a �rst approach to an integrated control, an energy optimization
algorithm was developed, implemented and tested in the geothermal heating and cooling
installation. Results showed around a 36% improvement in the cooling seasonal perfor-
mance factor of the system, and 32% in the case of the heating season. However, after
analysing the users' feedback during a whole year of operation, it was concluded that the
user comfort was not met under extreme weather conditions in summer.

For that reason, the methodology developed to obtain an optimal performance was re-
viewed and upgraded. This new approach is based on coupling the estimation of the
optimal values of the internal circulation pump frequency and the building supply tem-
perature so that the system is able to work under the minimum energy consumption,
provided that the fan coils have a capacity such as to cover the thermal demand and
meet the user comfort even in extreme weather conditions. The values of both con-
trolled variables (internal circulation pump frequency and building supply temperature)
are calculated as a function of both the ambient temperature (outdoor conditions) and
the partial load ratio of the system (thermal load conditions), making the geothermal
system smart and adaptive to actual operating conditions.

In brief, the energy optimization algorithm developed consists of the following steps.
First, the internal circulation pump frequency is calculated as a function of the ambient
temperature and the partial load ratio. Then, with this calculated value of frequency,
the supply building temperature is determined in order to meet the user comfort. If the
calculated building supply temperature is out of the feasible range of operation setpoint
for the heat pump, it is set to the limit value and the internal frequency is corrected so
that the user comfort is always met, keeping the system at its optimal point of operation.

The energy optimization methodology developed in this PhD work is perfectly applicable
to any other ground source heat pump installations of the same type. In the case of the
geothermal installation studied in this research work, the new optimized control was
developed, implemented in the control board of the system and tested during one whole
cooling season (May�October 2015) and the current heating season (November 2015 -
February 2016). Results show an improvement in the seasonal performance factor of the
system of 35% in cooling mode and 53% in heating mode. The di�erence in the percentage
of improvement when compared to the �rst approach, above all in heating mode, is
mainly due to two reasons. First, the standard control considered in the �rst approach
was more restrictive, due to the requirements of GROUND-MED project, whereas the
one considered when the upgraded algorithm was tested was a more realistic standard
control, considering the minimum standard supply temperature recommended by the
heat pump manufacturer (maximum standard supply temperature for heating mode).
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And second, this winter season has been especially mild in Valencia, what has led to a
higher improvement of the energy performance.

The feedback from the users about comfort has been positive, as the system was able to
keep measured values of temperature and relative humidity in two selected representative
rooms, inside the acceptable comfort range of [23◦C...25◦C] and [45%...60%], respectively,
for cooling mode, and [21◦C...23◦C] and [40%...50%], respectively, for heating mode,
according to Spanish regulations.

4.2 Further research

First of all, the impact on the user comfort of the control and optimization strategies
developed and tested in the geothermal installation was checked based on measurements
of temperature and relative humidity at only one single point in each of the rooms, which
were contrasted with the values provided by the Spanish regulations. Apart from that,
the feedback from the users was also taken into consideration. A more speci�c analysis
was out of the scope of this research work. Therefore, a possible line for further research
could be a thorough and extensive analysis of the impact on the user comfort of the
di�erent control strategies implemented. This more comprehensive analysis of the user
comfort might include indoor air temperature and relative humidity measurements at
several points in each room, air velocity, activity level of occupants, clothing insulation...

Along the years working with the experimental installation, some problems has been
detected, leading to maintenance operation that prevented the system from having a
normal operation, in periods of time ranging from some hours to several days. Another
possible line for further research could be thus the study of fault detection in ground
source heat pump systems along time, in order to be able to apply predictive maintenance
operations and improve the system operation and performance. Some work on the topic
of faults in heat pump systems is being done currently by Hatef Madani [73, 74].

On the other hand, the in situ optimization methodology for the circulation pumps fre-
quency has been developed for both single stage and multi-stage heat pump units with
ON/OFF regulation. Further studies could be focused on the adaptation of the method-
ology to GSHP installations with heat pump units including variable speed compressors,
in order to complete the study covering all the technologies available.

Finally, the energy optimization methodology developed in this PhD work has been
tested in a relatively small GSHP installation. Another interesting research line could
thus be studying how the algorithms developed might be integrated in a central control
system which controls the heating and cooling system in bigger building. Moreover, the
possibility of combining the methodology developed with energy management techniques
such as scheduling techniques could be also analysed.
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Nomenclature

Symbols

Symbol Description

Roman

cp speci�c heat at constant pressure
f frequency
L length
ṁ �ow rate
n operation state of the heat pump
N total number of stages (compressors)
Q̇ heat capacity
q̇ thermal load of the building
RH relative humidity
sph compressor starts per hour
t time
T temperature
UA0 overall heat transfer conductance of the room
V volume
Ẇ electrical power

Greek

α1 partial load ratio of a single stage
α partial load ratio of the system
∆ di�erence
ε e�ectiveness
η e�ciency
ρw water density

NB: SI unit used unless otherwise speci�ed.
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Subscripts

Symbol Description

a air
amb outdoor ambient
avg average value
comp compressor
db dead band
ec external circuit
el electrical
ECP external circulation pump
HP heat pump
i inlet
ic internal circuit
ICP internal circulation pump
FC fan coil
max maximum value
min minimum value
nom nominal value
o outlet
ON ON cycle
OFF OFF cycle
room room
R1 room 1
R2 room 2
sys system
SB building supply
tank outlet of the tank
th thermal
w water



Acronyms

Acronym Description

C1 Compressor 1
C2 Compressor 2
COP Coe�cient Of Performance
DAQ Data Acquisition
DPF Daily Performance Factor
ECP External Circulation Pump
FCU Fan Coil Unit
GSHP Ground Source Heat Pump
GSHX Ground Source Heat Exchanger
GUI Graphic User Interface
HVAC Heating Ventilating and Air Conditioning
ICP Internal Circulation Pump
PF Performance Factor
SPF Seasonal Performance Factor
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Appendix A

Experimental correlations for the

GROUND-MED heat pump

The GROUND-MED heat pump is modelled by means of experimental polynomial corre-
lations. In order to obtain the heat pump correlations, the software IMST-ART [75] was
used. The determination of the experimental correlations is described in detail in [45]
and [54]. These correlations provide both the heat in the evaporator and condenser, and
the power consumption of the heat pump compressors, as a function of the following
system variables: internal (ṁIC) and external (ṁEC) �ow rates, and the internal (To,ic)
and external (To,ic) return temperatures. Di�erent correlations are considered for cooling
and heating modes, and for the heat pump working with one or with two compressors.
The form of the polynomial obtained is provided by Eq. A.1.

Ċ = A0 +A1 · ṁIC +A2 · ṁ2
IC +A3 · ṁEC +A4 · ṁ2

EC +A5 · To,ic +A6 · To,ec (A.1)

Where Ċ is either the evaporator heat (Q̇evap), the condenser heat (Q̇cond) or the power
consumption (Ẇcomp), for the corresponding mode and the corresponding number of
compressors.

The value of each of the polynomial coe�cients multiplying each of the system variables
is shown in table A.
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Cooling
coe�cients

1 compressor 2 compressors
Q̇evap Q̇cond Ẇcomp Q̇evap Q̇cond Ẇcomp

A0 -38033.49 -59183.33 -5697.58 -74966.59 -102016.32 -21654.03
A1 3060.11 4569.53 -137.36 4187.61 3800.53 -37.19
A2 -1264.13 -2170.79 72.49 -1573.18 -1394.59 -13.38
A3 945.37 2769.07 -394.35 1299.16 572.29 -590.68
A4 -27.52 -1395.55 217.36 -379.26 -119.46 126.53
A5 279.49 243.3 -2.75 438.68 425.17 13.82
A6 -119.42 -12.25 27.32 -130.99 -15.05 71.04

Heating
coe�cients

1 compressor 2 compressors
Q̇evap Q̇cond Ẇcomp Q̇evap Q̇cond Ẇcomp

A0 -42734.45 -44272.3 -5675.55 -55352.86 -79418.51 -24430.18
A1 3121.01 2743.38 -95.79 437.12 9.72 -1003.06
A2 -1085.05 -809.74 42.59 83.07 159.38 303.54
A3 5135.57 5534.03 -143.91 1680.6 2771.21 -682.13
A4 -1975.21 -2095.94 52.28 87.91 -440.34 273.17
A5 -57.88 -83.06 38.89 -100.44 13.15 106.59
A6 223.38 261.05 -15.3 338.89 313.57 -12.84

Table A.1: Coe�cients of the polynomial correlations for the GROUND-MED heat pump.

186



Appendix B

Correlations for the e�ectiveness of

the fan coil units

The development of the optimization algorithms studied in this research work requires
a mathematical model of the performance of the fan coil units installed in the GSHP
installation. In particular, a model that provides the e�ectiveness of the FCU in terms
of both the �ow rate and the temperature of the water at its inlet is required.

As mentioned in section 2.1.2, the plan is to replace the whole set of old fan coils with
brand-new ones. On the other hand, the capacity of the old model (MAJOR-329 CH) is
slightly higher than that of the new one (model MAJOR LINE 202D). This means that,
if the comfort of the user is met with the new FCUs, it will also be met with the old ones
surely. For these two reasons, and despite the fact that there are only three new FCUs
installed in the system up to the moment, the new model MAJOR LINE 202D is chosen
in order to develop the optimization algorithms.

The manufacturer of the fan coils provides a piece of software called Elite R© which includes
a model of the fan coils based on experimental data taken at their laboratories. This
software was used in order to characterize the performance of the FCUs.

The �rst step when using the software Elite R© is selecting the corresponding FCU model
among all the available units. In this case model MAJOR LINE 202D is selected, as it
can be observed in the selection screen shown in Fig. B.1.

Once the model is selected, the next step consists of setting all the utilization conditions,
as shown in the screen presented in Fig. B.2. These conditions include the comfort
temperature (recycled air temperature in Fig. B.2), the humidity and the temperature of
the water at the inlet of the fan coils, that is to say, the building supply temperature in
this study. The �ow rate is indirectly introduced by setting the temperature di�erence
in the "cooling coil" section.

Finally, the last step consist of calculating the performance of the fan coil unit, getting
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Figure B.1: Technical data screen in software Elite R©.

Figure B.2: Utilization conditions screen in software Elite R©.

188



to the screen shown in Fig. B.3. The solutions include the water �ow rate, the absorbed
power and the cooling and heating capacities among others. Considering the values of
the temperature of the water at the inlet of the fan coil (building supply temperature)
and the values of the water �ow rate, as well as the cooling and heating capacities, the
e�ectiveness is calculated for both cooling and heating modes.

Figure B.3: Solutions screen in software Elite R©.

Repeating this calculation for di�erent values of the temperature of the water at the inlet
of the fan coil (building supply temperature) and di�erent values of the water �ow rate,
Fig. B.4 and Fig B.6 are obtained, for cooling and heating mode respectively. They
depict, for di�erent values of the building supply temperature, how the e�ectiveness of
the fan coil varies with the internal �ow rate.
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Fan coil e�ectiveness for cooling mode

Analysing Fig. B.4, it can be observed that the fan coil e�ectiveness does not vary
linearly with the �ow rate, but presents a quadratic relation. However, this relation,
which seems to be independent from the building supply temperature for small values of
water �ow rate, turns out to be di�erent for greater �ow rates. This means that it may
exist a cross relation of �ow rate and supply temperature. Finally, it seems that there is
a linear relation of the e�ectiveness with the supply temperature as well.
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Figure B.4: Fan coil e�ectiveness in cooling mode.

Considering all these observations, the following three expressions are proposed in order
to �nd the correlation that best �ts the fan coil data. It should be noticed that the
frequency (fICP ) is used instead of the �ow rate, as it is the targeted variable. As
described previously, these two variables are directly proportional.

εFC|a = D0 +D1 · fICP +D2 · f2
ICP (B.1)

εFC|b = D0 +D1 · fICP +D2 · f2
ICP +D3 · TSB · fICP (B.2)

εFC|c = D0 +D1 · fICP +D2 · f2
ICP +D3 · TSB · fICP +D4 · TSB · f2

ICP (B.3)

The three proposed correlations are analysed in Fig. B.5. The data set calculated from
Elite R© is represented with circles while de correlated values are represented with triangles.

It can be observed in Fig. B.5 that correlation (a) is not able to predict accurately the
values of the fan coil e�ectiveness for high values of the water �ow rate (Fig. B.5a),
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Figure B.5: Correlations for the fan coil e�ectiveness in cooling mode.

presenting deviations of up to 4% (Fig. B.5d). Correlation (b) corrects this e�ect, and is
able to predict the e�ectiveness of the fan coil with a maximum deviation of around 2%
(Fig. B.5b and B.5e). Finally, correlation (c) provides the best prediction (Fig. B.5c),
with deviations below 2% (Fig. B.5f).

Nevertheless, correlation (c) complicates the calculations without providing a great im-
provement with respect to correlation (b). Therefore, correlation (b) is �nally chosen in
order to model the e�ectiveness of the fan coil units in cooling mode.
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Fan coil e�ectiveness for heating mode

In the case of heating mode, analysing Fig. B.6, a behaviour similar to cooling mode is
observed. The fan coil e�ectiveness presents a quadratic variation with the water �ow
rate. In this case, a slighter variation is observed for higher �ow rates. In order to obtain
the most suitable correlation, the same expressions presented in Eqs. B.1, B.2 and B.3
are employed.
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Figure B.6: Fan coil e�ectiveness in heating mode.

Fig. B.7 presents the results of the three correlations analysed for heating mode. In this
case, all three correlations show values of deviation of around 2% or lower. The most
suitable correlation however seems to be, again, correlation (b). It shows lower values
of the deviation when compared to correlation (a), it provides a prediction of the values
of the fan coil e�ectiveness as nearly as good as correlation (c), while being simpler.
Therefore, as it was made for cooling mode, correlation (b) is �nally chosen in order to
model the e�ectiveness of the fan coil units in heating mode.
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Figure B.7: Correlations for the fan coil e�ectiveness in heating mode.
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