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# ON THE CONTINUOUS CESÅRO OPERATOR IN CERTAIN FUNCTION SPACES 

ANGELA A. ALBANESE, JOSÉ BONET AND WERNER J. RICKER


#### Abstract

Various properties of the (continuous) Cesàro operator C, acting on Banach and Fréchet spaces of continuous functions and $L^{p}$-spaces, are investigated. For instance, the spectrum and point spectrum of $C$ are completely determined and a study of certain dynamics of $C$ is undertaken (eg. hyperand supercyclicity, chaotic behaviour). In addition, the mean (and uniform mean) ergodic nature of $C$ acting in the various spaces is identified.


## 1. Introduction

Let $f$ be a $\mathbb{C}$-valued, locally integrable function defined on $\mathbb{R}^{+}:=[0, \infty)$. Then the Cesàro average $C f$ of $f$ is the function defined by

$$
\begin{equation*}
\mathrm{C} f(x):=\frac{1}{x} \int_{0}^{x} f(t) d t, \quad x \in(0, \infty) \tag{1.1}
\end{equation*}
$$

The linear map $f \mapsto C f$ is called the continuous Cesàro operator (as distinct from the discrete Cesàro operator which forms the sequence of averages of vectors coming from various Banach sequence spaces) and has been intensively investigated in such Banach spaces as $L^{p}([0,1])$ and $L^{p}\left(\mathbb{R}^{+}\right)$, for $1<p<\infty$. The boundedness of C on these spaces is due to G.H. Hardy, [19, p.240], who showed that the operator norm $\|\mathrm{C}\|_{o p}=q$ in both $L^{p}([0,1])$ and $L^{p}\left(\mathbb{R}^{+}\right)$, where $\frac{1}{p}+\frac{1}{q}=1$. The spectra and point spectra of C are also known; see [11], [12], [21], [22], for example, and the references therein. Two further Banach spaces on which C is naturally defined are the spaces of continuous functions $C([0,1])$ and $C_{l}([0, \infty])$, both equipped with the sup-norm; here $C_{l}([0, \infty])$ is the space of all $\mathbb{C}$-valued, continuous functions $f$ on $\mathbb{R}^{+}$for which $f(\infty):=\lim _{x \rightarrow i n f t y} f(x)$ exists in $\mathbb{C}$. In both spaces $\|\mathrm{C}\|_{o p}=1$. The spectrum and point spectrum of C acting in these spaces are completely determined in Propositions 2.1 and 2.2.

The dynamics of $C$ have also been investigated in recent years. Recall that a bounded linear operator $T$, defined on a separable Banach space $X$ (or, more generally, a locally convex Hausdorff space $X$, briefly lcHs), is said to be hypercyclic if there exists $x \in X$ such that its orbit $\left\{T^{n} x: n \in \mathbb{N}_{0}\right\}$ is dense in $X$. Also, $T$ is called supercyclic if, for some $x \in X$, the projective orbit $\left\{\lambda T^{n} x: \lambda \in \mathbb{C}, n \in \mathbb{N}_{0}\right\}$ is dense in $X$. Finally, $T$ is said to be chaotic if it is hypercyclic and the set of periodic points $\left\{u \in X: \exists n \in \mathbb{N}\right.$ with $\left.T^{n} u=u\right\}$ is dense in $X$. As general references we refer to [8], [18], for example. It is known that C acting on $L^{p}([0,1])$,

[^0]$1<p<\infty$, is hypercyclic and chaotic, [23], and that it is not (weakly) supercyclic in $L^{2}\left(\mathbb{R}^{+}\right),[17]$. On the other hand, C is not supercyclic (hence, not hypercyclic) on $C([0,1]),[23]$. We continue an investigation of such properties. For instance, in Proposition 2.7 it is shown that C is not supercyclic on $C_{l}([0, \infty])$.

There are also two natural types of Fréchet spaces in which the Cesàro operator C acts continuously. One is the Fréchet space $C\left(\mathbb{R}^{+}\right)$consisting of all $\mathbb{C}$-valued, continuous functions on $\mathbb{R}^{+}$endowed with the topology of uniform convergence on the compact subsets of $\mathbb{R}^{+}$. In this space the spectrum of C is completely determined and it is shown that C is not supercyclic; see Theorem 3.1. The other class of Fréchet spaces consists of the reflexive spaces $L_{\text {loc }}^{p}\left(\mathbb{R}^{+}\right), 1<p<\infty$, consisting of all $\mathbb{C}$-valued, measurable functions on $\mathbb{R}^{+}$which are $p$-th power integrable on each set $[0, j]$, for $j \in \mathbb{N}$. In these spaces the spectrum of C is also determined and it is shown that C is chaotic (cf. Theorem 4.2).

The main point of departure of this paper is actually to investigate (various) mean ergodic properties of C . Let $X$ be a lcHs and $\Gamma_{X}$ be a system of continuous seminorms determining the topology of $X$. The strong operator topology $\tau_{s}$ in the space $\mathcal{L}(X)$ of all continuous linear operators from $X$ into itself (from $X$ into another lcHs $Y$ we write $\mathcal{L}(X, Y)$ ) is determined by the family of seminorms $q_{x}(S):=q(S x)$, for $S \in \mathcal{L}(X)$, for each $x \in X$ and $q \in \Gamma_{X}$, in which case we write $\mathcal{L}_{s}(X)$. Denote by $\mathcal{B}(X)$ the collection of all bounded subsets of $X$. The topology $\tau_{b}$ of uniform convergence on bounded sets is defined in $\mathcal{L}(X)$ via the seminorms $q_{B}(S):=\sup _{x \in B} q(S x)$, for $S \in \mathcal{L}(X)$, for each $B \in \mathcal{B}(X)$ and $q \in \Gamma_{X}$; in this case we write $\mathcal{L}_{b}(X)$. For $X$ a Banach space, $\tau_{b}$ is the operator norm topology in $\mathcal{L}(X)$. If $\Gamma_{X}$ is countable and $X$ is complete, then $X$ is called a Fréchet space. The identity operator on a lcHs $X$ is denoted by $I$. Finally, the dual operator of $T \in \mathcal{L}(X)$ is denoted by $T^{\prime}: X^{\prime} \rightarrow X^{\prime}$, where $X^{\prime}=\mathcal{L}(X, \mathbb{C})$ is the topological dual space of $X$. As a general reference for lcHs' see [25].

The relevant classes of operators are as follows. We say that $T \in \mathcal{L}(X)$, with $X$ a lcHs, is power bounded if $\left\{T^{n}\right\}_{n=1}^{\infty}$ is an equicontinuous subset of $\mathcal{L}(X)$. For $X$ a Banach space, this means precisely that $\sup _{n \in \mathbb{N}}\left\|T^{n}\right\|_{o p}<\infty$. Given $T \in \mathcal{L}(X)$, we can consider its sequence of averages

$$
\begin{equation*}
T_{[n]}:=\frac{1}{n} \sum_{m=1}^{n} T^{m}, \quad n \in \mathbb{N}, \tag{1.2}
\end{equation*}
$$

called the Cesàro means of $T$. Then $T$ is called mean ergodic (resp., uniformly mean ergodic) if $\left\{T_{[n]}\right\}_{n=1}^{\infty}$ is a convergent sequence in $\mathcal{L}_{s}(X)$ (resp., in $\mathcal{L}_{b}(X)$ ). Since $\frac{T^{n}}{n}=T_{[n]}-\frac{n-1}{n} T_{[n-1]}$, for $n \geq 2$, it is clear that $\tau_{s}-\lim _{n \rightarrow \infty} \frac{T^{n}}{n}=0$ whenever $T$ is mean ergodic. Hence, a mean ergodic operator acting in a Banach space always has its spectrum lying in $\{z \in \mathbb{C}:|z| \leq 1\}$, [14, p.709, Lemma 1]. The study of mean ergodic operators, initiated by J. von Neumann, N. Dunford, F. Riesz and others, began in the 1930's and has continued ever since; see [20], [30, Ch. VIII] and the references therein. In Theorem 2.3 it is shown that C acting on the Banach space $C([0,1])$ is power bounded and mean ergodic but, fails to be uniformly mean ergodic, whereas in the Banach space $C_{l}([0, \infty])$ the Cesàro operator C is power bounded but, not even mean ergodic (cf. Theorem 2.6). Concerning the above mentioned classes of Fréchet spaces in which C acts continuously, it is shown in Theorem 3.1 that C is both power bounded and mean
ergodic in $C\left(\mathbb{R}^{+}\right)$but, not uniformly mean ergodic. Finally, in the Fréchet spaces $L_{l o c}^{p}\left(\mathbb{R}^{+}\right), 1<p<\infty$, it turns out that C is neither power bounded nor mean ergodic (cf. Theorem 4.2). For recent results on mean ergodic operators in lcHs' we refer to [4], [5], [6], [7], [28], [29], for example, and the references therein.

For a Fréchet space $X$ and $T \in \mathcal{L}(X)$, the resolvent set $\rho(T)$ of $T$ consists of all $\lambda \in \mathbb{C}$ such that $R(\lambda, T):=(\lambda I-T)^{-1}$ exists in $\mathcal{L}(X)$. Then $\sigma(T):=\mathbb{C} \backslash \rho(T)$ is called the spectrum of $T$. The point spectrum $\sigma_{p t}(T)$ consists of all $\lambda \in \mathbb{C}$ such that $(\lambda I-T)$ is not injective. If we need to stress the space $X$, then we also write $\sigma(T ; X), \sigma_{p t}(T ; X)$ and $\rho(T ; X)$. Unlike for Banach spaces, it may happen that $\rho(T)=\emptyset$. For example, let $\omega=\mathbb{C}^{\mathbb{N}}$ be the Fréchet space equipped with the lctopology determined via the seminorms $\left\{q_{n}\right\}_{n=1}^{\infty}$, where $q_{n}(x):=\max _{1 \leq j \leq n}\left|x_{j}\right|$, for $x=\left(x_{j}\right)_{j=1}^{\infty} \in \omega$. Then the unit left shift operator $T: x \mapsto\left(x_{2}, x_{3}, x_{4}, \ldots\right)$, for $x \in \omega$, belongs to $\mathcal{L}(\omega)$ and, for every $\lambda \in \mathbb{C}$, the element $\left(1, \lambda, \lambda^{2}, \lambda^{3}, \ldots\right) \in \omega$ is an eigenvector corresponding to $\lambda$. Or, let $A=\left\{\alpha_{n}: n \in \mathbb{N}\right\}$ be any countable subset of $\mathbb{C}$ and define $S \in \mathcal{L}(\omega)$ by $S: x \mapsto\left(\alpha_{1} x_{1}, \alpha_{2} x_{2}, \alpha_{3} x_{3}, \ldots\right)$, for $x \in \omega$. Then $\sigma(S)=\sigma_{p t}(S)=A$ and hence, $\sigma(S)$ need not even be a closed subset of $\mathbb{C}$.

For ease of reading, some technical (but useful) results which are needed in relation to the spectrum and mean ergodicity of continuous linear operators acting in the class of Fréchet spaces called quojections (to which $C\left(\mathbb{R}^{+}\right)$and $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$, $1<p<\infty$, belong) have been formulated in an Appendix at the end of the paper.

## 2. The Cesàro operator on Banach spaces of continuous functions

We consider here the continuous Cesàro operator C given in (1.1) when acting on the Banach spaces $C([0,1])$ and $C_{l}([0, \infty])$.

In order to make the definition of the operator $C$ consistent, we set $\mathrm{C} f(0):=$ $\lim _{x \rightarrow 0^{+}} \mathrm{C} f(x)=f(0)$ for every $f \in C([0,1])$ or $f \in C_{l}([0, \infty])$. It is routine to check if $f \in C_{l}([0, \infty])$, then also $\lim _{x \rightarrow \infty} \mathrm{C} f(x)$ exists and equals $f(\infty):=$ $\lim _{x \rightarrow \infty} f(x)$, i.e., $\mathrm{C} f(\infty)=f(\infty)$. Then the linear maps $\mathrm{C}: C([0,1]) \rightarrow C([0,1])$ and $\mathrm{C}: C_{l}([0, \infty]) \rightarrow C_{l}([0, \infty])$ are well defined with $\|\mathrm{C}\|_{o p}=1$ and satisfy $\mathrm{C} 1=$ $\mathbf{1}$, where $\mathbf{1}$ is the constant function equal to 1 . Moreover, the null space $\operatorname{Ker}(I-$ $C)=\operatorname{span}\{\mathbf{1}\}$. Indeed, every function $f$ satisfying $C f=f$ must be continuously differentiable on $(0,1)$ or $(0, \infty)$ via (1.1); apply the quotient rule to deduce from (1.1) and $(\mathrm{C} f)^{\prime}=f^{\prime}$ that $f^{\prime} \equiv 0$.

We begin by identifying the spectrum and point spectrum of the Cesàro operator $C$ on the Banach spaces $C([0,1])$ and $C_{l}([0, \infty])$.

Proposition 2.1. The Cesàro operator $\mathrm{C}: C([0,1]) \rightarrow C([0,1])$ satisfies

$$
\sigma(\mathrm{C} ; C([0,1]))=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{1}{2}\right| \leq \frac{1}{2}\right\}
$$

and

$$
\sigma_{p t}(\mathrm{C} ; C([0,1]))=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{1}{2}\right| \leq \frac{1}{2}\right\} \backslash\{0\}
$$

Proof. It is routine to check that C is injective on $C([0,1])$. Also, C is not surjective (the range of $C$ contains only continuously differentiable functions on $(0,1])$. Hence, $0 \in \sigma(\mathrm{C} ; C([0,1])) \backslash \sigma_{p t}(\mathrm{C} ; C([0,1]))$. If $\lambda \in \mathbb{C} \backslash\{0\}$ satisfies $\left|\lambda-\frac{1}{2}\right| \leq \frac{1}{2}$, then the function $g_{\lambda}(x):=x^{\frac{1}{\lambda}-1}$, for $x \in[0,1]$, belongs to $C([0,1])$ and $\mathrm{C} g_{\lambda}=\lambda g_{\lambda}$,
i.e., $\lambda \in \sigma_{p t}(\mathrm{C} ; C([0,1]))$. If $\lambda \in \mathbb{C}$ satisfies $\left|\lambda-\frac{1}{2}\right|>\frac{1}{2}$ (equivalently, $\operatorname{Re}\left(\frac{1}{\lambda}\right)<1$ ), then for $\xi:=\frac{1}{\lambda}$ the linear map

$$
P_{\xi} f(x):=\int_{0}^{1} s^{-\xi} f(x s) d s, \quad x \in[0,1]
$$

is a bounded operator on $L^{\infty}([0,1])$ with the property that $\xi I+\xi^{2} P_{\xi}$ is the inverse of $(\lambda I-\mathrm{C})$ on $L^{\infty}([0,1])$; see [11] and the comments on p. 29 of [21]. By the dominated convergence theorem applied to calculating $\lim _{n \rightarrow \infty} P_{\xi} f\left(x_{n}\right)$ whenever $f \in C([0,1])$ and $x_{n} \rightarrow x$ in $[0,1]$ for $n \rightarrow \infty$, it follows that $P_{\xi} f \in C([0,1])$ whenever $f \in C([0,1])$, i.e., $\xi I+\xi^{2} P_{\xi}$ restricted to the closed invariant subspace $C([0,1])$ of $L^{\infty}([0,1])$ is the inverse of $(\lambda I-\mathrm{C})$ restricted from $L^{\infty}([0,1])$ to $C([0,1])$. This implies that $\lambda \notin \sigma(\mathrm{C} ; C([0,1]))$. So, the proof is complete.

Proposition 2.2. The Cesàro operator $C: C_{l}([0, \infty]) \rightarrow C_{l}([0, \infty])$ satisfies

$$
\sigma\left(\mathrm{C} ; C_{l}([0, \infty])\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{1}{2}\right|=\frac{1}{2}\right\}
$$

and

$$
\sigma_{p t}\left(\mathrm{C} ; C_{l}([0, \infty])\right)=\{1\}
$$

Proof. Since $\mathrm{C} 1=1$, we have $1 \in \sigma_{p t}\left(\mathrm{C} ; C_{l}([0, \infty])\right)$. The same argument given in the proof of Proposition 2.1 yields that $0 \in \sigma\left(\mathrm{C} ; C_{l}([0, \infty])\right) \backslash \sigma_{p t}\left(\mathrm{C} ; C_{l}([0, \infty])\right)$. If $f \in C_{l}([0, \infty])$ satisfies $C f=\lambda f$ for some $\lambda \neq 0$, then $f$ is continuously differentiable in $(0, \infty)$ and is a solution of the 1 -st order Euler differential equation $\lambda x y^{\prime}(x)+(\lambda-1) y(x)=0$. But, every solution of this ODE has the form $f(x)=\beta x^{\frac{1}{\lambda}-1}, x \in \mathbb{R}^{+}$, for some $\beta \in \mathbb{C}$. Since $x^{\alpha} \notin C_{l}([0, \infty])$ unless $\alpha=0$, we conclude that necessarily $\lambda=1$. Thus $\sigma_{p t}\left(\mathrm{C} ; C_{l}([0, \infty])\right)=\{1\}$.

Now we prove that

$$
\sigma\left(\mathrm{C} ; C_{l}([0, \infty])\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{1}{2}\right|=\frac{1}{2}\right\}=\left\{\lambda \in \mathbb{C}: \operatorname{Re}\left(\frac{1}{\lambda}\right)=1\right\}
$$

For this we recall that D. Boyd proved the following results, [11, Theorem 1]:
(1) If $\operatorname{Re}(\xi)<1$, then $P_{\xi} f(x):=\int_{0}^{1} s^{-\xi} f(x s) d s$, for $x \in \mathbb{R}^{+}$, defines a continuous linear operator on $L^{\infty}\left(\mathbb{R}^{+}\right)$. Moreover, if $\lambda \neq 0$ and $\operatorname{Re}\left(\frac{1}{\lambda}\right)<$ 1 , then

$$
(\lambda I-\mathrm{C})^{-1}=\left(\lambda^{-1} I+\lambda^{-2} P_{1 / \lambda}\right), \quad \text { in } \mathcal{L}\left(L^{\infty}\left(\mathbb{R}^{+}\right)\right)
$$

(2) If $\operatorname{Re}(\xi)>1$, then $Q_{\xi} f(x):=\int_{1}^{\infty} s^{-\xi} f(x s) d s$, for $x \in \mathbb{R}^{+}$, defines a continuous linear operator on $L^{\infty}\left(\mathbb{R}^{+}\right)$. Moreover, if $\lambda \neq 0$ and $\operatorname{Re}\left(\frac{1}{\lambda}\right)>$ 1 , then

$$
(\lambda I-\mathrm{C})^{-1}=\left(\lambda^{-1} I+\lambda^{-2} Q_{1 / \lambda}\right), \quad \text { in } \mathcal{L}\left(L^{\infty}\left(\mathbb{R}^{+}\right)\right)
$$

To show that

$$
\begin{equation*}
\sigma\left(\mathrm{C} ; C_{l}([0, \infty])\right) \subseteq\left\{\lambda \in \mathbb{C}: \operatorname{Re}\left(\frac{1}{\lambda}\right)=1\right\} \tag{2.1}
\end{equation*}
$$

we first observe, via the dominated convergence theorem (as applied in the proof of Proposition 2.1), that if $f$ is bounded and continuous on $\mathbb{R}^{+}$, then also $P_{\xi} f$, for $\operatorname{Re}(\xi)<1$, and $Q_{\xi} f$, for $\operatorname{Re}(\xi)>1$, are bounded and continuous functions on $\mathbb{R}^{+}$. So, the proof of (2.1) will follow if we can show, for each $f \in C_{l}([0, \infty])$,
that $P_{\xi} f \in C_{l}([0, \infty])$ whenever $\operatorname{Re}(\xi)<1$ and that $Q_{\xi} f \in C_{l}([0, \infty])$ whenever $\operatorname{Re}(\xi)>1$. To see this, fix $f \in C_{l}([0, \infty])$. Take first $\xi \in \mathbb{C}$ with $\operatorname{Re}(\xi)<1$. Fix a sequence $\left\{x_{n}\right\}_{n=1}^{\infty} \subseteq(0, \infty)$ such that $x_{n} \rightarrow \infty$. Then $f\left(x_{n} s\right) \rightarrow f(\infty)$, for every fixed $s \in(0,1)$ as $n \rightarrow \infty$, and $\left|s^{-\xi} f\left(x_{n} s\right)\right| \leq s^{-\operatorname{Re}(\xi)}\|f\|_{\infty}$ for all $s \in(0,1)$ and $n \in \mathbb{N}$ with $s^{-\operatorname{Re}(\xi)} \in L^{1}([0,1])$ as $\operatorname{Re}(\xi)<1$. Then the dominated convergence theorem implies that $P_{\xi} f\left(x_{n}\right)=\int_{0}^{!} 1 s^{-\xi} f\left(x_{n} s\right) d s \rightarrow \int_{0}^{1} s^{-\xi} f(\infty) d s$ as $n \rightarrow \infty$. Since the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ is arbitrary, it follows that $\lim _{x \rightarrow \infty} P_{\xi} f(x)$ exists and is equal to $\frac{f(\infty)}{1-\xi}$. So, $P_{\xi} f \in C_{l}([0, \infty])$.

Now, let $\xi \in \mathbb{C}$ with $\operatorname{Re}(\xi)>1$. Fix again a sequence $\left\{x_{n}\right\}_{n=1}^{\infty} \subseteq(0, \infty)$ such that $x_{n} \rightarrow \infty$. Then $f\left(x_{n} s\right) \rightarrow f(\infty)$, for each fixed $s \in(1, \infty)$ as $n \rightarrow \infty$, and $\left|s^{-\xi} f\left(x_{n} s\right)\right| \leq s^{-\operatorname{Re}(\xi)}\|f\|_{\infty}$ for all $s \in(1, \infty)$ and $n \in \mathbb{N}$ with $s^{-\operatorname{Re}(\xi)} \in$ $L^{1}((1, \infty))$ as $\operatorname{Re}(\xi)>1$. Then the dominated convergence theorem implies that $Q_{\xi} f\left(x_{n}\right)=\int_{1}^{\infty} s^{-\xi} f\left(x_{n} s\right) d s \rightarrow \int_{1}^{\infty} s^{-\xi} f(\infty) d s$ as $n \rightarrow \infty$. Since the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ is arbitrary, it follows that $\lim _{x \rightarrow \infty} Q_{\xi} f(x)$ exists and is equal to $\frac{f(\infty)}{\xi-1}$. So, $Q_{\xi} f \in C_{l}([0, \infty])$.

We will also require the fact that $\left\|P_{\xi}\right\|_{o p}=\frac{1}{1-\operatorname{Re}(\xi)}$ for each $\xi \in \mathbb{C}$ with $\operatorname{Re}(\xi)<$ 1. To verify this, fix $\xi \in \mathbb{C}$ with $\operatorname{Re}(\xi)<1$. If $f \in C_{l}([0, \infty])$ and $x \in \mathbb{R}^{+}$, then it follows from the definition of $P_{\xi} f$ that $\left|P_{\xi} f(x)\right| \leq \frac{1}{1-\operatorname{Re}(\xi)}\|f\|_{\infty}$. So, $\left\|P_{\xi}\right\|_{o p} \leq \frac{1}{1-\operatorname{Re}(\xi)}$. Since $P_{\xi} \mathbf{1}(x)=\frac{1}{1-\xi}$, for $x \in \mathbb{R}^{+}$, we are done if $\xi \in \mathbb{R}$ with $\xi<1$. For the remaining case, assume $\xi=\alpha+i \beta$, with $\beta \neq 0$ and $\alpha<1$. For given $\varepsilon>0$, define $g_{\varepsilon}(x):=x^{i \beta+\varepsilon}$ if $x \in(0,1], g_{\varepsilon}(0):=0$ and $g_{\varepsilon}(x):=1$ if $x \geq 1$. Then $g_{\varepsilon} \in C_{l}([0, \infty])$ and $\left\|g_{\varepsilon}\right\|_{\infty}=1$. Moreover,

$$
P_{\xi} g_{\varepsilon}(1)=\int_{0}^{1} s^{-\xi} g_{\varepsilon}(s) d s=\int_{0}^{1} s^{-\alpha+\varepsilon} d s=\frac{1}{1-\alpha+\varepsilon}
$$

So, $\left\|P_{\xi} g_{\varepsilon}\right\|_{\infty} \geq \frac{1}{1-\alpha+\varepsilon}$. Hence, $\left\|P_{\xi}\right\|_{o p} \geq \sup _{\varepsilon>0} \frac{1}{1-\alpha+\varepsilon}=\frac{1}{1-\alpha}=\frac{1}{1-\operatorname{Re}(\xi)}$ and we can conclude, as stated, that $\left\|P_{\xi}\right\|_{o p}=\frac{1}{1-\operatorname{Re}(\xi)}$.

We complete the proof of $\sigma\left(\mathrm{C} ; C_{l}([0, \infty])\right)=\left\{\lambda \in \mathbb{C}: \operatorname{Re}\left(\frac{1}{\lambda}\right)=1\right\}$ by applying an argument of Boyd, [11, p.34]. Suppose there exists $\lambda_{0} \in \rho\left(\mathrm{C} ; C_{l}([0, \infty])\right)$ with $\lambda_{0} \in \mathbb{C} \backslash\{0,1\}$ and satisfying $\operatorname{Re}\left(\frac{1}{\lambda_{0}}\right)=1$. Select a sequence $\left\{\lambda_{n}\right\}_{n=1}^{\infty} \subseteq \mathbb{C}$ such that $\lambda_{n} \rightarrow \lambda_{0}$ for $n \rightarrow \infty$ and $\operatorname{Re}\left(\frac{1}{\lambda_{n}}\right)<1$ for all $n \in \mathbb{N}$. For each $n \in \mathbb{N}$, set $\xi_{n}:=\frac{1}{\lambda_{n}}$. Then

$$
\left\|\left(\lambda_{n} I-\mathrm{C}\right)^{-1}\right\|_{o p}=\left\|\xi_{n} I+\xi_{n}^{2} P_{\xi_{n}}\right\|_{o p} \geq\left|\xi_{n}\right|^{2} \frac{1}{1-\operatorname{Re}\left(\xi_{n}\right)}-\left|\xi_{n}\right|
$$

for every $n \in \mathbb{N}$. Since $\operatorname{Re}\left(\xi_{n}\right) \rightarrow 1$ as $n \rightarrow \infty$, it follows that $\|\left(\lambda_{n} I-\right.$ C) ${ }^{-1} \|_{o p} \rightarrow \infty$ for $n \rightarrow \infty$. This is a contradiction because the resolvent set $\rho\left(\mathrm{C} ; C_{l}([0, \infty])\right)$ is open in $\mathbb{C}$ and the resolvent map $\lambda \mapsto(\lambda I-\mathrm{C})^{-1}$ is continuous from $\rho\left(\mathrm{C} ; C_{l}([0, \infty])\right)$ into $\mathcal{L}_{b}\left(C_{l}([0, \infty])\right)$. So, no such $\lambda_{0}$ exists.

The mean ergodicity of $C: C([0,1]) \rightarrow C([0,1])$ is essentially due to Galaz Fontes and Solís, [15].

Theorem 2.3. The Cesàro operator $C: C([0,1]) \rightarrow C([0,1])$ is power bounded (hence, not hypercyclic) and mean ergodic but, not uniformly mean ergodic.

Proof. Since $\|\mathrm{C}\|_{o p}=1$ and $\mathrm{C}^{n} \mathbf{1}=\mathbf{1}$ for each $n \in \mathbb{N}$, it follows that $\left\|\mathrm{C}^{n}\right\|_{o p}=1$ for each $n \in \mathbb{N}$. Hence, $C$ is power bounded; this also implies immediately that $C$ cannot be hypercyclic. By [15, Theorem 3], for every $f \in C([0,1])$, the sequence $\left\{\mathrm{C}^{n} f\right\}_{n=1}^{\infty}$ converges to $f(0) \mathbf{1}$ in $C([0,1])$. This implies that the operator sequence of iterates $\left\{\mathrm{C}^{n}\right\}_{n=1}^{\infty}$ converges to the projection $P: C([0,1]) \rightarrow C([0,1])$ given by $f \mapsto P f:=f(0) 1$, in $\mathcal{L}_{s}(C([0,1]))$. Consequently, the arithmetic means $\left\{\mathrm{C}_{[n]}\right\}_{n=1}^{\infty}$ also converge to $P$ in $\mathcal{L}_{s}(C([0,1]))$, i.e., C is mean ergodic. Finally, suppose that $\mathrm{C}: C([0,1]) \rightarrow C([0,1])$ is uniformly mean ergodic. By $[20, \S 2.2$, Theorem 2.7], the point 1 cannot be a limit point of the spectrum of $C$. This contradicts Proposition 2.1.

It is of some interest to determine explicitly the closure $\overline{(I-\mathrm{C})(C([0,1]))}$ of the range $(I-\mathrm{C})(C([0,1]))$, and to give a necessary condition which ensures that $g \in C([0,1])$ belongs to $(I-C)(C([0,1]))$.
Proposition 2.4. (i) The closure $\overline{(I-\mathrm{C})(C([0,1]))}$ of the range $(I-\mathrm{C})(C([0,1]))$ of $(I-C)$ is precisely the space $Z:=\{f \in C([0,1]): f(0)=0\}$.
(ii) Let $g \in C([0,1])$ belong to $(I-C)(C([0,1]))$. Then $g(0)=0$ and, for each $x \in(0,1)$, the limit $\lim _{\varepsilon \rightarrow 0^{+}} \int_{\varepsilon}^{x} \frac{g(t)}{t} d t$ exists.
Proof. (i) Clearly, $Z$ is a closed subspace of $C([0,1])$. Since $C f(0)=f(0)$ for all $f \in C([0,1])$, the space $(I-\mathrm{C})(C([0,1])) \subseteq Z$. So, $\overline{(I-\mathrm{C})(C([0,1]))} \subseteq Z$.

For each $n \in \mathbb{N}$, direct calculation yields $(I-\mathrm{C}) x^{n}=\left(1-\frac{1}{n+1}\right) x^{n}$. It follows that

$$
\begin{equation*}
\operatorname{span}\left\{x^{n}: n \in \mathbb{N}\right\} \subseteq(I-\mathrm{C})(C([0,1])) \subseteq Z \tag{2.2}
\end{equation*}
$$

Fix $g \in Z$. By Weierstrass' theorem there exists a sequence of polynomials $\left\{P_{k}\right\}_{k=1}^{\infty}$ such that $P_{k} \rightarrow g$ uniformly on $[0,1]$. Since $\mathbf{1} \notin Z$, the polynomials $\left\{P_{k}\right\}_{k=1}^{\infty=1}$ may not lie in $(I-\mathrm{C})(C([0,1])) \subseteq Z$. However, it follows from $P_{k}(0) \rightarrow$ $g(0)=0$ that the sequence of polynomials $Q_{k}(x):=P_{k}(x)-P_{k}(0)$, for $x \in[0,1]$ and $k \in \mathbb{N}$, lies in the left-side of (2.2). Since also $Q_{k} \rightarrow g$ uniformly on $[0,1]$, we have (via (2.2)) that $g \in \overline{\operatorname{span}\left\{x^{n}: n \in \mathbb{N}\right\}}$ and the result is proved.
(ii) Let $f \in C([0,1])$ satisfy $(I-\mathrm{C}) f=g$. Then $g(0)=0$ and

$$
f(x)-\frac{1}{x} \int_{0}^{x} f(t) d t=g(x), \quad x \in(0,1]
$$

The function $h:=(f-g) \in C([0,1])$ satisfies $h(x)=\frac{1}{x} \int_{0}^{x} f(t) d t$, for $x \in(0,1]$, and hence, $h$ is continuously differentiable on $(0,1]$. Since $x h(x)=\int_{0}^{x} f(t) d t$, for $x \in(0,1]$, we can conclude via differentiation that $h(x)+x h^{\prime}(x)=f(x)$, for $x \in(0,1]$. It follows that $h^{\prime}(x)=\frac{g(x)}{x}$ on $(0,1]$.

Fix $x \in(0,1]$. For each $\varepsilon \in(0, x)$, the continuity of $h^{\prime}$ on $[\varepsilon, x]$ implies that

$$
h(x)-h(\varepsilon)=\int_{\varepsilon}^{x} h^{\prime}(t) d t=\int_{\varepsilon}^{x} \frac{g(t)}{t} d t
$$

As $h \in C([0,1])$, it follows that $\lim _{\varepsilon \rightarrow 0^{+}} \int_{\varepsilon}^{x} \frac{g(t)}{t} d t=h(x)-h(0)$ exists.
Remark 2.5. One can use Proposition 2.4 to provide an alternate, more transparent proof of the fact that $C: C([0,1]) \rightarrow C([0,1])$ is not uniformly mean ergodic: Consider the continuous function $g(x):=-1 /(\log x)$, for $x \in(0,1 / 2]$,
with $g(0):=0$ and $g(x):=1 /(\log 2)$, for $x \in[1 / 2,1]$. By Proposition 2.4(i), the function $g \in \overline{(I-C)(C([0,1]))}$. On the other hand, for every $\varepsilon \in(0,1 / 2)$, we have

$$
\int_{\varepsilon}^{1 / 2} \frac{g(t)}{t} d t=-\int_{\varepsilon}^{1 / 2} \frac{d t}{t \log t}=\log (-\log \varepsilon)-\log (\log 2)
$$

which tends to $\infty$ as $\varepsilon \rightarrow 0^{+}$. By Proposition $2.4(\mathrm{ii})$, it follows that $g \notin(I-$ C) $(C([0,1]))$, i.e., $(I-\mathrm{C})(C([0,1]))$ is not closed in $C([0,1])$. Then a result of M. Lin [24] yields that $C$ is not uniformly mean ergodic.

Theorem 2.6. The Cesàro operator $\mathrm{C}: C_{l}([0, \infty]) \rightarrow C_{l}([0, \infty])$ is power bounded (hence, not hypercyclic) and not mean ergodic. Moreover,

$$
\begin{equation*}
\overline{(I-\mathrm{C})\left(C_{l}([0, \infty])\right)}=\left\{f \in C_{l}([0, \infty]): f(0)=f(\infty)=0\right\} \tag{2.3}
\end{equation*}
$$

Proof. For each $n \in \mathbb{N}$, we have $\left\|\mathrm{C}^{n}\right\|_{o p}=1$ and so C is power bounded. In particular, $C$ is then not hypercyclic.

We first prove the identity (2.3). Clearly,

$$
Z:=\left\{f \in C_{l}([0, \infty]): f(0)=f(\infty)=0\right\}
$$

is closed in $C_{l}([0, \infty])$ and $(I-\mathrm{C})\left(C_{l}([0, \infty])\right) \subseteq Z$. So, $\overline{(I-\mathrm{C})\left(C_{l}([0, \infty])\right)} \subseteq Z$.
For each $m, n \in \mathbb{N}$, define $h_{m, n}(x)=x^{n}$ if $x \in[0, m]$ and $h_{m, n}(x)=m^{n}$ if $x \in$ $[m, \infty)$. Then $(I-\mathrm{C}) h_{m, n}(x)=\left(1-\frac{1}{n+1}\right) x^{n}$ if $x \in[0, m]$ and $(I-\mathrm{C}) h_{m, n}(x)=$ $\left(1-\frac{1}{n+1}\right) \frac{m^{n+1}}{x}$ if $x \in[m, \infty)$. For each $m, n \in \mathbb{N}$, let $g_{m, n}:=\frac{n+1}{n}(I-\mathrm{C}) h_{m, n}$. Then, for every $m, n \in \mathbb{N}$, we have $g_{m, n} \in(I-\mathrm{C})\left(C_{l}([0, \infty])\right)$ with $g_{m, n}(x)=x^{n}$ if $x \in[0, m]$ and $g_{m, n}(x)=\frac{m^{n+1}}{x}$ if $x \in[m, \infty)$. So, $\operatorname{span}\left\{g_{m, n}: m, n \in \mathbb{N}\right\} \subseteq$ $(I-\mathrm{C})\left(C_{l}([0, \infty])\right)$.

Fix $\psi \in Z$. For each $\varepsilon>0$, there is $M \in \mathbb{N}$ with $|\psi(x)| \leq \frac{\varepsilon}{3}$ whenever $x \geq M$ (as $\psi(\infty)=0$ ). By Weierstrass' Theorem there is a polynomial $Q(x)=\sum_{j=1}^{r} a_{j} x^{j}$ with $Q(0)=0$ such that $|\psi(x)-Q(x)| \leq \frac{\varepsilon}{3}$ for $x \in[0, M]$. Observe that $|Q(M)| \leq$ $|Q(M)-\psi(M)|+|\psi(M)| \leq \frac{2 \varepsilon}{3}$. Moreover, the function $h:=\sum_{j=1}^{r} a_{j} g_{M, j}$ belongs to $(I-\mathrm{C})\left(C_{l}([0, \infty])\right)$ and coincides with $Q$ on $[0, M]$. Now, if $x \in[0, M]$, then

$$
|\psi(x)-h(x)|=|\psi(x)-Q(x)| \leq \frac{\varepsilon}{3}
$$

and, if $x \geq M$, then

$$
\begin{aligned}
& |\psi(x)-h(x)|=\left|\psi(x)-\sum_{j=1}^{r} a_{j} \frac{M^{j+1}}{x}\right| \leq|\psi(x)|+\frac{M}{x}\left|\sum_{j=1}^{r} a_{j} M^{j}\right| \\
& =|\psi(x)|+\frac{M}{x}|Q(M)| \leq \frac{\varepsilon}{3}+\frac{2 \varepsilon}{3}=\varepsilon
\end{aligned}
$$

Accordingly, $\|\psi-h\|_{\infty} \leq \varepsilon$. It follows that $\psi \in \overline{(I-\mathrm{C})\left(C_{l}([0, \infty])\right)}$.
Finally, we show that the power bounded operator C is not mean ergodic in $C_{l}([0, \infty])$. On the contrary, if C is mean ergodic, then $C_{l}([0, \infty])=\operatorname{Ker}(I-$ C) $\oplus \overline{(I-\mathrm{C})\left(C_{l}([0, \infty])\right)},[20, \S 2.1$, Theorem 1.3], and so the function $f(x)=$ $(\cos x) /(x+1) \in C_{l}([0, \infty])$ could be written as $f=c \mathbf{1}+g$ with $g(0)=g(\infty)=0$; see (2.3). This implies that $f(0)=c=f(\infty)$. But, $f(0)=1$ and $f(\infty)=0$ which gives a contradiction.

Our next result for $C([0,1])$ is stated (correctly) in [23, Theorem 2.7]. However, the proof given there is incorrect as it is based on the claim that $\sigma_{p t}\left(\mathrm{C}^{\prime}\right)=\emptyset$, which is not the case. Indeed, the Dirac point measure $\delta_{0}$ induces the element of $(C([0,1]))^{\prime}$ given by $\delta_{0}: f \mapsto f(0)$, which satisfies $\mathrm{C}^{\prime} \delta_{0}=\delta_{0}$. Hence, $\sigma_{p t}\left(\mathrm{C}^{\prime}\right) \neq \emptyset$. This result was also proved correctly in [16, Prop. 16].

Proposition 2.7. Neither of the two Cesàro operators $C: C([0,1]) \rightarrow C([0,1])$ and $\mathrm{C}: C_{l}([0, \infty]) \rightarrow C_{l}([0, \infty])$ is supercyclic.

Proof. Proceeding by contradiction, suppose that there exists a supercyclic vector $g \in C([0,1])$ for C, i.e., the set $\left\{\lambda \mathbb{C}^{n} g: \lambda \in \mathbb{C}, n \in \mathbb{N}_{0}\right\}$ is dense in $C([0,1])$. Then there exist a sequence $\left\{\lambda_{k}\right\}_{k=1}^{\infty} \subseteq \mathbb{C}$ and an increasing sequence $\left\{n_{k}\right\}_{k=1}^{\infty} \subseteq \mathbb{N}$ such that $\lambda_{k} \mathrm{C}^{n_{k}} g \rightarrow \mathbf{1}$ in $C([0,1])$ for $k \rightarrow \infty$. In particular, $\lambda_{k} \mathrm{C}^{n_{k}} g(0)=\lambda_{k} g(0) \rightarrow 1$ for $k \rightarrow \infty$ and so $g(0) \neq 0$. On the other hand, given any function $f \in C([0,1])$ such that $f \neq 0$ but $f(0)=0$ (eg., $f(x)=x$ for $x \in[0,1]$ ), there exist a sequence $\left\{\mu_{r}\right\}_{r=1}^{\infty} \subseteq \mathbb{C}$ and an increasing sequence $\left\{m_{r}\right\}_{r=1}^{\infty} \subseteq \mathbb{N}$ such that $\mu_{r} \mathrm{C}^{m_{r}} g \rightarrow f$ in $C([0,1])$ for $r \rightarrow \infty$. Hence, $\mu_{r} \mathrm{C}^{m_{r}} g(0)=\mu_{r} g(0) \rightarrow f(0)=0$ for $r \rightarrow \infty$ and so $\mu_{r} \rightarrow 0$ for $r \rightarrow \infty($ as $g(0) \neq 0)$. Since $\left\|\mu_{r} \mathrm{C}^{m_{r}} g\right\|_{\infty} \leq\left|\mu_{r}\right| \cdot\|g\|_{\infty}$ for all $r \in \mathbb{N}$, it follows that $\|f\|_{\infty}=0$; a contradiction to $f \neq 0$.

The proof for C: $C_{l}([0, \infty]) \rightarrow C_{l}([0, \infty])$ is similar. It suffices to replace the continuous function $f$ used there (i.e., $f(x)=x$, for $x \in[0,1])$ with $f \in C_{l}([0, \infty])$ given by $f(x)=x$ if $x \in[0,1]$ and $f(x)=1$ if $x \geq 1$.

## 3. The Cesàro operator on the Fréchet space $C\left(\mathbb{R}^{+}\right)$

The lc-topology of the Fréchet space $C\left(\mathbb{R}^{+}\right)$(see $\S 1$ ) is generated by the increasing sequence of seminorms

$$
\begin{equation*}
q_{j}(f):=\max _{x \in[0, j]}|f(x)|, \quad f \in C\left(\mathbb{R}^{+}\right), j \in \mathbb{N} \tag{3.1}
\end{equation*}
$$

For each $j \in \mathbb{N}$, we denote by $C([0, j])$ the Banach space of all $\mathbb{C}$-valued, continuous functions on $[0, j]$ endowed with the norm

$$
\begin{equation*}
\|f\|_{j}:=\max _{x \in[0, j]}|f(x)|, \quad f \in C([0, j]) \tag{3.2}
\end{equation*}
$$

For each $j \in \mathbb{N}$, let $Q_{j}: C\left(\mathbb{R}^{+}\right) \rightarrow C([0, j])$ and $Q_{j, j+1}: C([0, j+1]) \rightarrow$ $C([0, j])$ be the respective restriction maps, i.e., $Q_{j} f:=\left.f\right|_{[0, j]}$ for $f \in C\left(\mathbb{R}^{+}\right)$ and $Q_{j, j+1} f:=\left.f\right|_{[0, j]}$ for $f \in C([0, j+1])$. Clearly, $Q_{j, j+1} \circ Q_{j+1}=Q_{j}$ with $\left\|Q_{j} f\right\|_{j}=q_{j}(f)$ and $\left\|Q_{j, j+1} g\right\|_{j}=\|g\|_{j} \leq\|g\|_{j+1}$ for every $f \in C\left(\mathbb{R}^{+}\right)$, $g \in C([0, j+1])$ and $j \in \mathbb{N}$. Moreover, we have the projective limit $C\left(\mathbb{R}^{+}\right)=$ $\operatorname{proj}_{j \in \mathbb{N}}\left(C([0, j]), Q_{j, j+1}\right)$. Observe that all of the operators $Q_{j, j+1}$ and $Q_{j}$, for $j \in \mathbb{N}$, are surjective.

We investigate the Cesàro operator $C: C\left(\mathbb{R}^{+}\right) \rightarrow C\left(\mathbb{R}^{+}\right)$defined, for every $f \in C\left(\mathbb{R}^{+}\right)$, by $\mathrm{C} f(0)=f(0)$ and $\mathrm{C} f(x)=\frac{1}{x} \int_{0}^{x} f(t) d t$, for $x>0$. To do this we denote by $\mathrm{C}_{j}: C([0, j]) \rightarrow C([0, j])$ the Banach space operator defined by the same formulae but, now for $f \in C([0, j]), j \in \mathbb{N}$. It is routine to check that $\mathrm{C}_{j} Q_{j}=Q_{j} \mathrm{C}$ and $Q_{j, j+1} \mathrm{C}_{j+1}=\mathrm{C}_{j} Q_{j, j+1}$ for every $j \in \mathbb{N}$. The continuity of C on $C\left(\mathbb{R}^{+}\right)$is immediate from the inequalities $q_{j}(\mathrm{C} f) \leq q_{j}(f)$, for $f \in C\left(\mathbb{R}^{+}\right)$and $j \in \mathbb{N}$. For each $j \in \mathbb{N}$, define $T_{j}: C([0,1]) \rightarrow C([0, j])$ by $T_{j} g(x):=g(x / j)$, for $x \in[0, j]$ and $g \in C([0,1])$. The linear operator $T_{j}$ is an isometry with inverse given by $T_{j}^{-1} h(x):=h(j x)$, for $x \in[0,1]$ and $h \in C([0, j])$. Moreover,
$T_{j} \mathrm{C}_{1}=\mathrm{C}_{j} T_{j}$, for each $j \in \mathbb{N}$. To see this, fix $f \in C([0,1])$ and $x \in[0, j]$. Since $\left(T_{j} \mathrm{C}_{1} f\right)(0)=\left(\mathrm{C}_{j} T_{j} f\right)(0)=f(0)$ we may assume that $x \in(0, j]$. Then

$$
\begin{aligned}
& \left(\mathrm{C}_{j} T_{j} f\right)(x)=\frac{1}{x} \int_{0}^{x}\left(T_{j} f\right)(t) d t=\frac{1}{x} \int_{0}^{x} f(t / j) d t \\
& =\frac{1}{x / j} \int_{0}^{x / j} f(s) d s=\left(\mathrm{C}_{1} f\right)(x / j)=\left(T_{j} \mathrm{C}_{1}\right) f(x) .
\end{aligned}
$$

It follows from $T_{j} \mathrm{C}_{1}=\mathrm{C}_{j} T_{j}$ that $T_{j} \mathrm{C}_{1}^{n}=\mathrm{C}_{j}^{n} T_{j}$ and hence, that $T_{j} \mathrm{C}_{1}^{n} T_{j}^{-1}=\mathrm{C}_{j}^{n}$ for all $j, n \in \mathbb{N}$. Since both $T_{j}, T_{j}^{-1}$ are isometries, we can conclude that $\left\|\mathrm{C}_{j}^{n}\right\|_{o p}=$ $\left\|\mathrm{C}_{1}^{n}\right\|_{o p}=1$, for each $j, n \in \mathbb{N}$, and that both

$$
\begin{equation*}
\sigma\left(\mathrm{C}_{j} ; C([0, j])\right)=\sigma\left(\mathrm{C}_{1} ; C([0,1])\right) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{p t}\left(\mathrm{C}_{j} ; C([0, j])\right)=\sigma_{p t}\left(\mathrm{C}_{1} ; C([0,1])\right), \tag{3.4}
\end{equation*}
$$

for each $j \in \mathbb{N}$. So, for each $j \in \mathbb{N}$, the operator $\mathrm{C}_{j}$ is power bounded. Moreover, the identities $\left(\mathrm{C}_{j}\right)_{[n]}=T_{j}\left(\mathrm{C}_{1}\right)_{[n]} T_{j}^{-1}$, for $j, n \in \mathbb{N}$, together with Theorem 2.3 and Proposition 2.7 imply, for each $j \in \mathbb{N}$, that $\mathrm{C}_{j}$ is mean ergodic but, not uniformly mean ergodic and not supercyclic (hence, not hypercyclic).
Theorem 3.1. The Cesàro operator $C: C\left(\mathbb{R}^{+}\right) \rightarrow C\left(\mathbb{R}^{+}\right)$is power bounded and mean ergodic but, not uniformly mean ergodic and not supercyclic (hence, not hypercyclic). Moreover,

$$
\sigma\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{1}{2}\right| \leq \frac{1}{2}\right\}
$$

and

$$
\sigma_{p t}\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right)=\sigma\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right) \backslash\{0\} .
$$

Proof. All the assumptions of Lemmas 5.1 and 5.4 (in the Appendix) are satisfied with $X:=C\left(\mathbb{R}^{+}\right), X_{j}:=C([0, j]), S:=\mathrm{C} \in \mathcal{L}(X)$ and $S_{j}:=\mathrm{C}_{j} \in \mathcal{L}\left(X_{j}\right)$, for $j \in \mathbb{N}$.

By Theorem 2.3 the operator $\mathrm{C}_{1}: C([0,1]) \rightarrow C([0,1])$ is power bounded and mean ergodic. The comments prior to Theorem 3.1 ensure that $\mathrm{C}_{j}: C([0, j]) \rightarrow$ $C([0, j])$ is also power bounded and mean ergodic, for each $j \in \mathbb{N}$. So, Lemma 5.4 (i) \&(iii) in the Appendix yield that $C: C\left(\mathbb{R}^{+}\right) \rightarrow C\left(\mathbb{R}^{+}\right)$is both power bounded and mean ergodic.

If C were uniformly mean ergodic on $C\left(\mathbb{R}^{+}\right)$, then also $\mathrm{C}_{1}: C([0,1]) \rightarrow C([0,1])$ would be uniformly mean ergodic by Lemma $5.4(\mathrm{ii})$ in the Appendix. This contradicts Theorem 2.3. So, C is not uniformly mean ergodic.

Observe that $\mathrm{C}_{1} Q_{1}=Q_{1} \mathrm{C}$ with $Q_{1}$ surjective. If $\mathrm{C}: C\left(\mathbb{R}^{+}\right) \rightarrow C\left(\mathbb{R}^{+}\right)$is supercyclic, then $\left\{\lambda \mathrm{C}^{n} f: n \in \mathbb{N}_{0}, \lambda \in \mathbb{C}\right\}$ is dense in $C\left(\mathbb{R}^{+}\right)$for some $f \in C\left(\mathbb{R}^{+}\right)$. By the properties mentioned in the previous two sentences it follows, with $g:=$ $Q_{1} f \in C([0,1])$, that $\left\{\lambda \mathrm{C}_{1}^{n} g: n \in \mathbb{N}_{0}, \lambda \in \mathbb{C}\right\}$ is dense in $C([0,1])$, i.e., $\mathrm{C}_{1}$ is supercyclic in $C([0,1])$. This contradicts Proposition 2.7. So, C is not supercyclic in $C\left(\mathbb{R}^{+}\right)$.

Concerning the spectra, by (5.2) of Lemma 5.1 (in the Appendix) and Proposition 2.1 we have via (3.3) that

$$
\begin{equation*}
\sigma\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right) \subseteq \cup_{j=1}^{\infty} \sigma\left(\mathrm{C}_{j} ; C([0, j])\right)=\sigma\left(\mathrm{C}_{1} ; C([0,1])\right) . \tag{3.5}
\end{equation*}
$$

On the other hand, for every $\lambda \in \sigma_{p t}\left(\mathrm{C}_{1} ; C([0,1])\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{1}{2}\right| \leq \frac{1}{2}\right\} \backslash\{0\}$ (see Proposition 2.1), the function $f_{\lambda}(x)=x^{\frac{1}{\lambda}-1}$, for $x \in[0,1]$, when defined by the same formula for all $x \in \mathbb{R}^{+}$, belongs to $C\left(\mathbb{R}^{+}\right)$and satisfies $C f_{\lambda}=\lambda f_{\lambda}$. So, $\lambda \in \sigma_{p t}\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right)$and we have

$$
\begin{equation*}
\sigma_{p t}\left(\mathrm{C}_{1} ; C([0,1])\right) \subseteq \sigma_{p t}\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right) \subseteq \sigma\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right) \tag{3.6}
\end{equation*}
$$

Since the range $C\left(C\left(\mathbb{R}^{+}\right)\right) \subseteq C^{1}\left(\mathbb{R}^{+}\right)$with $C^{1}\left(\mathbb{R}^{+}\right)$a proper subspace of $C\left(\mathbb{R}^{+}\right)$, we see that C is not surjective and so $0 \in \sigma\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right)$. So, we also have via Proposition 2.1 that

$$
\sigma_{p t}\left(\mathrm{C}_{1} ; C([0,1])\right) \cup\{0\}=\sigma\left(\mathrm{C}_{1} ; C([0,1])\right) \subseteq \sigma\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right)
$$

By (5.2) of Lemma 5.1 (in the Appendix) and (3.4), (3.6), it follows that

$$
\begin{aligned}
& \sigma\left(\mathrm{C}_{1} ; C([0,1])\right) \subseteq \sigma\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right) \cup \cup_{j=1}^{\infty} \sigma_{p t}\left(\mathrm{C}_{j} ; C([0, j])\right) \\
& =\sigma\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right) \cup \sigma_{p t}\left(\mathrm{C}_{1} ; C([0,1])\right) \subseteq \sigma\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right)
\end{aligned}
$$

Combined with (3.5) this yields that

$$
\sigma\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right)=\sigma\left(\mathrm{C}_{1} ; C([0,1])\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{1}{2}\right| \leq \frac{1}{2}\right\}
$$

Finally, by (5.3) of Lemma 5.1 (in the Appendix), we have

$$
\sigma_{p t}\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right) \subseteq \cup_{j=1}^{\infty} \sigma_{p t}\left(\mathrm{C}_{j} ; C([0, j])\right)=\sigma_{p t}\left(\mathrm{C}_{1} ; C([0,1])\right) \subseteq \sigma_{p t}\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right)
$$

Thus, from Proposition 2.1 it follows that

$$
\sigma_{p t}\left(\mathrm{C} ; C\left(\mathbb{R}^{+}\right)\right)=\sigma_{p t}\left(\mathrm{C}_{1} ; C([0,1])\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{1}{2}\right| \leq \frac{1}{2}\right\} \backslash\{0\}
$$

4. The Cesàro operator on the Fréchet space $L_{l o c}^{p}\left(\mathbb{R}^{+}\right), 1<p<\infty$

Recall that $L_{\text {loc }}^{p}\left(\mathbb{R}^{+}\right), 1<p<\infty$, is the Fréchet space of all $\mathbb{C}$-valued, measurable functions $f$ on $\mathbb{R}^{+}$such that

$$
\begin{equation*}
q_{j}(f):=\left(\int_{0}^{j}|f(x)|^{p} d x\right)^{1 / p}<\infty, \quad j \in \mathbb{N} \tag{4.1}
\end{equation*}
$$

endowed with the lc-topology generated by the increasing sequence of seminorms $\left\{q_{j}\right\}_{j \in \mathbb{N}}$.

Fix $1<p<\infty$. For each $j \in \mathbb{N}$, denote by $L^{p}([0, j])$ the Banach space of all $\mathbb{C}$ valued, measurable functions on $[0, j]$ with the norm $\|f\|_{j}:=\left(\int_{0}^{j}|f(x)|^{p} d x\right)^{1 / p}$, for $f \in L^{p}([0, j])$.

For each $j \in \mathbb{N}$, denote by $Q_{j}: L_{l o c}^{p}\left(\mathbb{R}^{+}\right) \rightarrow L^{p}([0, j])$ and $Q_{j, j+1}: L^{p}([0, j+$ 1]) $\rightarrow L^{p}([0, j])$ the respective restriction maps on $[0, j]$, i.e., $Q_{j} f:=\left.f\right|_{[0, j]}$ for $f \in$ $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$and $Q_{j, j+1} f:=\left.f\right|_{[0, j]}$ for $f \in L^{p}([0, j+1])$. Clearly, for each $j \in \mathbb{N}$, we have $Q_{j, j+1} \circ Q_{j+1}=Q_{j}$ with $\left\|Q_{j} f\right\|_{j}=q_{j}(f)$, for $f \in L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$, and $\left\|Q_{j, j+1} g\right\|_{j}=$ $\|g\|_{j} \leq\|g\|_{j+1}$, for $g \in L^{p}([0, j+1])$. Observe that the maps $Q_{j}$ and $Q_{j, j+1}$ are surjective for all $j \in \mathbb{N}$. Moreover, $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)=\operatorname{proj}_{j \in \mathbb{N}}\left(L^{p}([0, j]), Q_{j, j+1}\right)$.

We consider the Cesàro operator $\mathrm{C}: L_{l o c}^{p}\left(\mathbb{R}^{+}\right) \rightarrow L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$given by $\mathrm{C} f(x):=$ $\frac{1}{x} \int_{0}^{x} f(t) d t$, for $x>0$ and all $f \in L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$, which is well defined as $L^{p}([0, x]) \subseteq$
$L^{1}([0, x])$ for each $x>0$. For each $j \in \mathbb{N}$, denote by $\mathrm{C}_{j}$ the operator defined in the same way on the Banach space $L^{p}([0, j])$. By Hardy's inequality, [19, p.240], the linear operators C and $\mathrm{C}_{j}, j \in \mathbb{N}$, are continuous. Moreover, it is routine to check that $\mathrm{C}_{j} Q_{j}=Q_{j} \mathrm{C}$ and $Q_{j, j+1} \mathrm{C}_{j+1}=\mathrm{C}_{j} Q_{j}$, for each $j \in \mathbb{N}$. More detailed information about the Fréchet space $L_{\text {loc }}^{p}\left(\mathbb{R}^{+}\right)$can be found in [1], [2], [3], for example.

Fix $j \in \mathbb{N}$ and define $T_{j}: L^{p}([0,1]) \rightarrow L^{p}([0, j])$ by $\left(T_{j} f\right)(x):=f(x / j)$, for $x \in[0, j]$ and $f \in L^{p}([0,1])$. Then the linear operator $T_{j}$ is a bijection with norm $\left\|T_{j}\right\|_{o p}=j^{1 / p}$. Indeed, for every $f \in L^{p}([0,1])$, we have

$$
\|T f\|_{j}^{p}=\int_{0}^{j}|(T f)(x)|^{p} d x=\int_{0}^{j}|f(x / j)|^{p} d x=j \int_{0}^{1}|f(y)|^{p} d y=j\|f\|_{1}^{p} .
$$

The inverse of $T_{j}$ is the operator $T_{j}^{-1}: L^{p}([0, j]) \rightarrow L^{p}([0,1])$ given by $\left(T_{j}^{-1} f\right)(x):=$ $f(j x)$, for $x \in[0,1]$ and $f \in L^{p}([0, j])$, with $\left\|T_{j}^{-1}\right\|_{o p}=j^{-1 / p}$.

The same calculations as in $\S 3$ show that $\mathrm{C}_{j} T_{j}=T_{j} \mathrm{C}_{1}$, for $j \in \mathbb{N}$. It follows that $T_{j} \mathrm{C}_{1}^{n}=\mathrm{C}_{j}^{n} T_{j}$ and hence, also that $T_{j} \mathrm{C}_{1}^{n} T_{j}^{-1}=\mathrm{C}_{j}^{n}$ for all $j, n \in \mathbb{N}$. Accordingly, $\left\|\mathrm{C}_{j}^{n}\right\|_{o p} \leq\left\|T_{j}\right\|_{o p}\left\|\mathrm{C}_{1}^{n}\right\|_{o p}\left\|T_{j}^{-1}\right\|_{o p}=\left\|\mathrm{C}_{1}^{n}\right\|_{o p}$. In a similar way it follows from $\mathrm{C}_{1}^{n}=$ $T_{j}^{-1} \mathrm{C}_{j}^{n} T_{j}$ that $\left\|\mathrm{C}_{1}^{n}\right\|_{o p} \leq\left\|\mathrm{C}_{j}^{n}\right\|_{o p}$ and hence, for every $j, n \in \mathbb{N}$, that $\left\|\mathrm{C}_{j}^{n}\right\|_{o p}=$ $\left\|\mathrm{C}_{1}^{n}\right\|_{o p}=q^{n}$, where $\frac{1}{p}+\frac{1}{q}=1$.

We now collect some known results about the Cesàro operator C: $L^{p}([0,1]) \rightarrow$ $L^{p}([0,1]), 1<p<\infty$, that are needed below.

Theorem 4.1. The Cesàro operator $\mathrm{C}: L^{p}([0,1]) \rightarrow L^{p}([0,1]), 1<p<\infty$, is not power bounded and not mean ergodic. On the other hand, it is hypercyclic, chaotic and satisfies

$$
\sigma\left(\mathrm{C} ; L^{p}([0,1])\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{q}{2}\right| \leq \frac{q}{2}\right\}
$$

and

$$
\sigma_{p t}\left(\mathbb{C} ; L^{p}([0,1])\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{q}{2}\right|<\frac{q}{2}\right\} .
$$

The statements about the spectrum are due to G.M. Leibowitz, [21]; see also [22, Theorem 1]. León-Saavedra et al. have shown in [23, Theorems 2.3 and 2.6], that C is both hypercyclic and chaotic on $L^{p}([0,1])$ and so, it is not power bounded. Moreover, C cannot be mean ergodic because the spectrum of a mean ergodic operator is contained in the closed unit disc; see Section 1.
Theorem 4.2. Let $1<p<\infty$. The Cesàro operator $C$ : $L_{\text {loc }}^{p}\left(\mathbb{R}^{+}\right) \rightarrow L_{\text {loc }}^{p}\left(\mathbb{R}^{+}\right)$ is not power bounded and not mean ergodic but, it is hypercyclic, chaotic and satisfies

$$
\sigma\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{q}{2}\right| \leq \frac{q}{2}\right\}
$$

and

$$
\sigma_{p t}\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{q}{2}\right|<\frac{q}{2}\right\} .
$$

Proof. All the assumptions of Lemmas 5.1 and 5.4 (in the Appendix) are satisfied with $X:=L_{l o c}^{p}\left(\mathbb{R}^{+}\right), X_{j}:=L^{p}([0, j]), S:=\mathrm{C} \in \mathcal{L}(X)$ and $S_{j}:=\mathrm{C}_{j} \in \mathcal{L}\left(X_{j}\right)$, for $j \in \mathbb{N}$. By Theorem 4.1 the operator $\mathrm{C}_{1}: L^{p}([0,1]) \rightarrow L^{p}([0,1])$ is neither power bounded nor mean ergodic. So, by applying Lemma 5.1 (i)\&(iii) (in the Appendix)
we can conclude that also $C: L_{l o c}^{p}\left(\mathbb{R}^{+}\right) \rightarrow L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$is not power bounded and not mean ergodic.

Since $\left(\mathrm{C}_{j}\right)_{[n]}=T_{j}\left(\mathrm{C}_{1}\right)_{[n]} T_{j}^{-1}$, the operator $\mathrm{C}_{j}$ is hypercyclic on $L^{p}([0, j])$ for all $j \in \mathbb{N}$ (cf. Theorem 4.1). On account of the comments immediately prior to Theorem 4.2 and the identities $\mathrm{C}_{j} Q_{j}=Q_{j} \mathrm{C}$, for each $j \in \mathbb{N}$, we can apply [10, Proposition 2.1] to conclude that C is hypercyclic on $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$.

Theorem 4.1 and the identities $\mathrm{C}_{j}=T_{j} \mathrm{C}_{1} T_{j}^{-1}$, for each $j \in \mathbb{N}$, imply that

$$
\begin{equation*}
\sigma\left(\mathrm{C}_{j} ; L^{p}([0, j])\right)=\sigma\left(\mathrm{C}_{1} ; L^{p}([0,1])\right) \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{p t}\left(\mathrm{C}_{j} ; L^{p}([0, j])\right)=\sigma_{p t}\left(\mathrm{C}_{1} ; L^{p}([0,1])\right) \tag{4.3}
\end{equation*}
$$

for each $j \in \mathbb{N}$. Accordingly, we can apply (5.2) of Lemma 5.1 to conclude, via (4.2), that

$$
\begin{equation*}
\sigma\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right) \subseteq \cup_{j=1}^{\infty} \sigma\left(\mathrm{C}_{j} ; L^{p}([0, j])\right)=\sigma\left(\mathrm{C}_{1} ; L^{p}([0,1])\right) \tag{4.4}
\end{equation*}
$$

Now, if $\lambda \in \sigma_{p t}\left(\mathrm{C}_{1} ; L^{p}([0,1])\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{q}{2}\right|<\frac{q}{2}\right\}$ (see Theorem 4.1), then $\operatorname{Re}\left(\frac{1}{\lambda}\right)>\frac{1}{q}$ and so the function $f_{\lambda}(x):=x^{\frac{1}{\lambda}-1}$ belongs to $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$and is an eigenvector of $C$ corresponding to the eigenvalue $\lambda$. To see this, observe for every $j \in \mathbb{N}$ that

$$
\left(q_{j}\left(f_{\lambda}\right)\right)^{p}=\int_{0}^{j}\left|x^{\frac{1}{\lambda}-1}\right|^{p} d x=\int_{0}^{j} x^{p\left(\operatorname{Re}\left(\frac{1}{\lambda}\right)-1\right)} d x<\infty
$$

as $p\left(\operatorname{Re}\left(\frac{1}{\lambda}\right)-1\right)>p\left(\frac{1}{q}-1\right)=-1$. Thus, $f_{\lambda} \in L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$. It is routine to check that $\mathrm{C} f_{\lambda}=\lambda f_{\lambda}$. Hence,

$$
\sigma_{p t}\left(\mathrm{C}_{1} ; L^{p}([0,1])\right) \subseteq \sigma_{p t}\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right) \subseteq \sigma\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right)
$$

So, by (5.2) of Lemma 5.1 it follows that

$$
\begin{aligned}
& \sigma\left(\mathrm{C}_{1} ; L^{p}([0,1])\right) \subseteq \sigma\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right) \cup \cup_{j=1}^{\infty} \sigma_{p t}\left(\mathrm{C}_{j} ; L^{p}([0, j])\right) \\
& =\sigma\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right) \cup \sigma_{p t}\left(\mathrm{C}_{1} ; L^{p}([0,1])\right) \subseteq \sigma\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right)
\end{aligned}
$$

Combined with (4.4) this shows that

$$
\sigma\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right)=\sigma\left(\mathrm{C}_{1} ; L^{p}([0,1])\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{q}{2}\right| \leq \frac{q}{2}\right\}
$$

Now, by (5.3) of Lemma 5.1 we obtain
$\sigma_{p t}\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right) \subseteq \cup_{j=1}^{\infty} \sigma_{p t}\left(\mathrm{C}_{j} ; L^{p}([0, j])\right)=\sigma_{p t}\left(\mathrm{C}_{1} ; L^{p}([0,1])\right) \subseteq \sigma_{p t}\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right)$, and hence, that

$$
\sigma_{p t}\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right)=\sigma_{p t}\left(\mathrm{C}_{1} ; L^{p}([0,1])\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{q}{2}\right|<\frac{q}{2}\right\}
$$

We already know that $C$ is hypercyclic. It remains to show that $C$ is chaotic in $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$. For this we need the following result.
Lemma 4.3. Let $1<p<\infty$ and the sequence $\left\{\alpha_{n}\right\}_{n=1}^{\infty} \subseteq \mathbb{C}$ satisfy $\operatorname{Re}\left(\alpha_{n}\right)>-\frac{1}{p}$ for each $n \in \mathbb{N}$. Suppose that $\left\{\alpha_{n}\right\}_{n=1}^{\infty}$ has an accumulation point in the open set $H_{p}^{+}=\left\{z \in \mathbb{C}: \operatorname{Re}(z)>-\frac{1}{p}\right\}$. Then

$$
Y:=\operatorname{span}\left\{x^{\alpha_{n}}: n \in \mathbb{N}\right\}
$$

is a dense subspace of $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$.
Proof. For each $\alpha \in H_{p}^{+}$, set $f_{\alpha}:=x^{\alpha}$, in which case $\operatorname{Re}(\alpha)>-\frac{1}{p}$ ensures that $f_{\alpha} \in L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$. Suppose that $F \in\left(L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right)^{\prime}$ satisfies $F(g)=0$ for each $g \in Y$. Then $F\left(f_{\alpha_{n}}\right)=0$, for each $n \in \mathbb{N}$. By the structure of the dual space of $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$, [2], there exist $j \in \mathbb{N}$ and $h \in L^{q}\left(\mathbb{R}^{+}\right)$, where $\frac{1}{p}+\frac{1}{q}=1$, such that $\operatorname{supp}(h) \subseteq[0, j]$ and

$$
F(f)=\int_{0}^{j} f(x) h(x) d x, \quad f \in L_{l o c}^{p}\left(\mathbb{R}^{+}\right)
$$

Define $\Phi: H_{p}^{+} \rightarrow \mathbb{C}$ by $\Phi(\alpha):=F\left(f_{\alpha}\right)=\int_{0}^{j} x^{\alpha} h(x) d x$, for $\alpha \in H_{p}^{+}$. The function $\Phi$ is analytic on $H_{p}^{+}$and vanishes on the sequence $\left\{\alpha_{n}\right\}_{n=1}^{\infty}$, which has an accumulation point in $H_{p}^{+}$. So, $\Phi$ is identically zero on $H_{p}^{+}$, i.e., $F\left(f_{\alpha}\right)=0$ for all $\alpha \in H_{p}^{+}$. In particular, $F$ vanishes on all $\mathbb{C}$-valued polynomials on $\mathbb{R}^{+}$. Since such polynomials form a dense subspace of $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$, it follows that $F=0$ on $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$. As $F$ is arbitrary, we can conclude via the Hahn-Banach theorem that $Y$ is dense in $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$.

Returning to showing that $C$ is chaotic in $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$, it suffices to verify that the space

$$
H:=\operatorname{span}\left\{\operatorname{Ker}(\lambda I-\mathrm{C}): \lambda=e^{2 \pi i \theta} \text { for some } \theta \in \mathbb{Q}\right\}
$$

is dense in $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$; see [18, Proposition 2.33]. We already know that

$$
\sigma_{p t}\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right)=\left\{\lambda \in \mathbb{C}:\left|\lambda-\frac{q}{2}\right|<\frac{q}{2}\right\}
$$

Since $q>1$, we can select $\left\{\theta_{n}\right\}_{n=1}^{\infty} \subseteq \mathbb{Q}$ such that $\lambda_{n}:=e^{2 \pi i \theta_{n}} \in \sigma_{p t}\left(\mathrm{C} ; L_{l o c}^{p}\left(\mathbb{R}^{+}\right)\right)$ for each $n \in \mathbb{N}$ with $\lambda_{n} \rightarrow 1$ as $n \rightarrow \infty$. Define $\beta_{n}:=\frac{1}{\lambda_{n}}-1$, for $n \in \mathbb{N}$. Since $\lim _{n \rightarrow \infty} \beta_{n}=0$, also $\lim _{n \rightarrow \infty} \operatorname{Re}\left(\beta_{n}\right)=0$ and so there exists $N \in \mathbb{N}$ such that $\operatorname{Re}\left(\beta_{n}\right)>-\frac{1}{p}$ for all $n>N$. Hence, the sequence $\alpha_{n}:=\beta_{n+N}$, for $n \in \mathbb{N}$, satisfies $\operatorname{Re}\left(\alpha_{n}\right)>-\frac{1}{p}$ for all $n \in \mathbb{N}$ and $\left\{\alpha_{n}\right\}_{n=1}^{\infty}$ has $0 \in H_{p}^{+}$as an accumulation point. Then, by Lemma 4.3 applied to $\left\{\alpha_{n}\right\}_{n=1}^{\infty}$, the space $Y:=\operatorname{span}\left\{x^{\alpha_{n}}: n \in \mathbb{N}\right\}$ is dense in $L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$. Since $C x^{\alpha_{n}}=\lambda_{n} x^{\alpha_{n}}$ with $x^{\alpha_{n}} \in L_{l o c}^{p}\left(\mathbb{R}^{+}\right)$, for all $n \in \mathbb{N}$, it follows that $Y \subseteq H$. Hence, C has a dense set of periodic points, i.e., it is chaotic (being also hypercyclic).

## 5. Appendix

Here we collect a few relevant results concerning the spectrum and mean ergodic properties of continuous linear operators defined on certain classes of Fréchet spaces.

Lemma 5.1. Let $X$ be a Fréchet space and $S \in \mathcal{L}(X)$. Suppose that $X=$ $\operatorname{proj}_{j \in \mathbb{N}}\left(X_{j}, Q_{j, j+1}\right)$, with $X_{j}$ a Banach space (having norm $\left\|\|_{j}\right.$ ) and linking maps $Q_{j, j+1} \in \mathcal{L}\left(X_{j+1}, X_{j}\right)$ which are surjective for all $j \in \mathbb{N}$, and suppose, for each $j \in \mathbb{N}$, that there exists $S_{j} \in \mathcal{L}\left(X_{j}\right)$ satisfying

$$
\begin{equation*}
S_{j} Q_{j}=Q_{j} S \tag{5.1}
\end{equation*}
$$

where $Q_{j} \in \mathcal{L}\left(X, X_{j}\right), j \in \mathbb{N}$, denotes the canonical projection of $X$ onto $X_{j}$ (i.e., $\left.Q_{j, j+1} \circ Q_{j+1}=Q_{j}\right)$. Then

$$
\begin{equation*}
\sigma(S) \subseteq \cup_{j=1}^{\infty} \sigma\left(S_{j}\right) \subseteq \sigma(S) \cup \cup_{j=1}^{\infty} \sigma_{p t}\left(S_{j}\right) \tag{5.2}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\sigma_{p t}(S) \subseteq \cup_{j=1}^{\infty} \sigma_{p t}\left(S_{j}\right) \tag{5.3}
\end{equation*}
$$

Proof. It follows from (5.1) that

$$
\begin{equation*}
\left(\lambda I_{j}-S_{j}\right) Q_{j}=Q_{j}(\lambda I-S) \tag{5.4}
\end{equation*}
$$

for all $j \in \mathbb{N}$ and $\lambda \in \mathbb{C}$, where $I_{j}$ denotes the identity map on $X_{j}$.
Fix any $\lambda \in \cap_{j=1}^{\infty} \rho\left(S_{j}\right)$. If $(\lambda I-S) x=0$ for some $x \in X$, then by (5.4) we have $\left(\lambda I_{j}-S_{j}\right) Q_{j} x=Q_{j}(\lambda I-S) x=0$ for all $j \in \mathbb{N}$. It follows that $Q_{j} x=0$ for all $j \in \mathbb{N}$. This implies that $x=0$ as $x \in X=\operatorname{proj}_{j \in \mathbb{N}}\left(X_{j}, Q_{j, j+1}\right)$. The proof of the surjectivity of $(\lambda I-S)$ follows as in the last part of the proof (cf. p.154) of Theorem 4.1 of [6] via (5.4) and the fact that $\left(\lambda I_{j}-S_{j}\right)$ is bijective for all $j \in \mathbb{N}$. As $X$ is a Fréchet space, we can conclude that $(\lambda I-S) \in \mathcal{L}(X)$ and so $\lambda \in \rho(S)$. This establishes that $\sigma(S) \subseteq \cup_{j=1}^{\infty} \sigma\left(S_{j}\right)$.

To verify the second containment in (5.2) we first observe that if $\mu \in \rho(S)$, then $(\mu I-S)$ is invertible in $\mathcal{L}(X)$ and hence, $\left(\mu I_{j}-S_{j}\right) \in \mathcal{L}\left(X_{j}\right)$ is surjective for all $j \in \mathbb{N}$; this follows routinely from (5.4) and the fact that each operator $Q_{j}$, for $j \in \mathbb{N}$, is surjective. Suppose that $\nu \in \rho(S) \backslash \cap_{j=1}^{\infty} \rho\left(S_{j}\right)$. Then $\nu \notin \rho\left(S_{j_{0}}\right)$ for some $j_{0} \in \mathbb{N}$, i.e., $\left(\nu I_{j_{0}}-S_{j_{0}}\right)$ is not invertible in $\mathcal{L}\left(X_{j_{0}}\right)$. Since $\left(\nu I_{j_{0}}-S_{j_{0}}\right)$ is surjective, it follows that $\nu \in \sigma_{p t}\left(S_{j_{0}}\right)$.

Now, let $\lambda \in \cup_{j=1}^{\infty} \sigma\left(S_{j}\right)$. If $\lambda \in \sigma(S)$, then there is nothing to prove. If $\lambda \notin \sigma(S)$, then $\lambda \in \rho(S)$. From the previous paragraph $\lambda \in \sigma_{p t}\left(S_{j_{0}}\right)$ for some $j_{0} \in \mathbb{N}$, i.e., $\lambda \in \cup_{j=1}^{\infty} \sigma\left(S_{j}\right)$. This establishes the second containment in (5.2). Thereby (5.2) has been proved.

To verify (5.3) let $\lambda \in\left(\cup_{j=1}^{\infty} \sigma_{p t}\left(S_{j}\right)\right)^{c}$, in which case $\left(\lambda_{j} I_{j}-S_{j}\right)$ is injective for each $j \in \mathbb{N}$. Suppose that $x \in X$ satisfies $(\lambda I-S) x=0$ in which case (5.4) implies that $\left(\lambda I_{j}-S_{j}\right) Q_{j} x=0$ for every $j \in \mathbb{N}$. Hence, $Q_{j} x=0$ for every $j \in \mathbb{N}$ and so $x=0$. This shows that $(\lambda I-S)$ is injective and so $\lambda \notin \sigma_{p t}(S)$, i.e., $\lambda \in\left(\sigma_{p t}(S)\right)^{c}$. Thereby (5.3) is established.

A Fréchet space $X$ is always a projective limit of continuous linear operators $R_{j}: X_{j+1} \rightarrow X_{j}$, for $j \in \mathbb{N}$, with each $X_{j}$ a Banach space. If $X_{j}$ and $R_{j}$ can be chosen such that each $R_{j}$ is surjective and $X$ is isomorphic to the projective limit $\operatorname{proj}_{j \in \mathbb{N}}\left(X_{j}, R_{j}\right)$, then $X$ is called a quojection, $[9$, Section 5]. Banach spaces and countable products of Banach spaces are quojections. In [27] Moscatelli gave the first examples of quojections which are not isomorphic to countable products of Banach spaces. Concrete examples of quojection Fréchet spaces are $\omega=\mathbb{C}^{\mathbb{N}}$, the spaces $L_{l o c}^{p}(\Omega)$, for $1 \leq p \leq \infty$, and $C^{(m)}(\Omega)$ for $m \in \mathbb{N}_{0}$, with $\Omega \subseteq \mathbb{R}^{N}$ any open set, all of which are isomorphic to countable products of Banach spaces. We refer the reader to the survey paper [26] for further information. Under the assumptions of Lemma 5.1 the Fréchet space $X$ there is necessarily a quojection. The same is true in Lemma 5.2 and Lemma 5.4 to follow.

Lemma 5.2. Let $X$ be a Fréchet space and $\left\{S_{n}\right\}_{n=1}^{\infty} \subseteq \mathcal{L}(X)$. Suppose that $X=\operatorname{proj}_{j \in \mathbb{N}}\left(X_{j}, Q_{j, j+1}\right)$, with $X_{j}$ a Banach space (having norm $\left\|\|_{j}\right.$ ) and linking maps $Q_{j, j+1} \in \mathcal{L}\left(X_{j+1}, X_{j}\right)$ which are surjective for all $j \in \mathbb{N}$, and suppose, for each $j, n \in \mathbb{N}$, that there exists $S_{n}^{(j)} \in \mathcal{L}\left(X_{j}\right)$ satisfying

$$
\begin{equation*}
S_{n}^{(j)} Q_{j}=Q_{j} S_{n} \tag{5.5}
\end{equation*}
$$

where $Q_{j} \in \mathcal{L}\left(X, X_{j}\right), j \in \mathbb{N}$, denotes the canonical projection of $X$ onto $X_{j}$ (i.e., $\left.Q_{j, j+1} \circ Q_{j+1}=Q_{j}\right)$. Then the following statements are equivalent.
(i) The limit $\tau_{b}-\lim _{n \rightarrow \infty} S_{n}=: S$ exists in $\mathcal{L}_{b}(X)$.
(ii) For each $j \in \mathbb{N}$, the limit $\tau_{b}-\lim _{n \rightarrow \infty} S_{n}^{(j)}=: S^{(j)}$ exists in $\mathcal{L}_{b}\left(X_{j}\right)$.

In this case, the operators $S \in \mathcal{L}(X)$ and $S^{(j)} \in \mathcal{L}\left(X_{j}\right)$, for $j \in \mathbb{N}$, satisfy

$$
\begin{equation*}
S x=\left(S^{(j)} x_{j}\right)_{j}, \quad x=\left(x_{j}\right)_{j} \in X \tag{5.6}
\end{equation*}
$$

Proof. For each $j \in \mathbb{N}$, define $q_{j}(x):=\left\|Q_{j} x\right\|_{j}$ for $x \in X$. Then $\left\{q_{j}\right\}_{j=1}^{\infty} \subseteq \Gamma_{X}$ is a fundamental sequence generating the lc-topology of $X\left(\right.$ as $\left.X=\operatorname{proj}_{j \in \mathbb{N}}\left(X_{j}, Q_{j, j+1}\right)\right)$.
$(\mathrm{i}) \Rightarrow(\mathrm{ii})$. The existence in $\mathcal{L}_{b}(X)$ of the stated limit $S \in \mathcal{L}(X)$ ensures the existence (in the norm of $X_{j}$ ) of

$$
\begin{equation*}
\lim _{n \rightarrow \infty} S_{n}^{(j)} Q_{j} x=\lim _{n \rightarrow \infty} Q_{j} S_{n} x=Q_{j} S x \tag{5.7}
\end{equation*}
$$

for all $j \in \mathbb{N}$ and $x \in X$, via the continuity of $Q_{j}$ and (5.5). In fact, the weaker requirement that $S_{n} \rightarrow S$ in $\mathcal{L}_{s}(X)$ suffices for this.

Fix $j \in \mathbb{N}$. Define $S^{(j)}$ on $X_{j}=Q_{j}(X)$ by $S^{(j)}\left(Q_{j} x\right):=Q_{j} S x$, for $x \in X$. Then $S^{(j)} \in \mathcal{L}\left(X_{j}\right)$. Indeed, $S^{(j)}$ is well defined because if $Q_{j} x=Q_{j} x^{\prime}$ for some $x, x^{\prime} \in X$, then $Q_{j}\left(x-x^{\prime}\right)=0$ and so, via (5.5), $0=S_{n}^{(j)} Q_{j}\left(x-x^{\prime}\right)=Q_{j} S_{n}\left(x-x^{\prime}\right)$ for all $n \in \mathbb{N}$. Passing to the limit for $n \rightarrow \infty$, it follows that $0=Q_{j} S\left(x-x^{\prime}\right)$, i.e., $Q_{j} S x=Q_{j} S x^{\prime}$. Clearly, $S^{(j)}$ is linear as both $Q_{j}$ and $S$ are linear. Finally, since $S^{(j)} u=\lim _{n \rightarrow \infty} S_{n}^{(j)} u$, for each $u \in X_{j}$ (c.f. (5.7)) and $\left\{S_{n}^{(j)}\right\}_{n=1}^{\infty} \subseteq \mathcal{L}\left(X_{j}\right)$ with $X_{j}$ a Banach space, it follows from the Uniform Boundedness Principle that $S^{(j)}$ is continuous and hence, $S_{n}^{(j)} \rightarrow S^{(j)}$ in $\mathcal{L}_{s}\left(X_{j}\right)$ for $n \rightarrow \infty$. It is routine (via (5.5)) to check that $S^{(j)} Q_{j}=Q_{j} S$.

As noted above, $X$ is necessarily a quojection and so there exists $B \in \mathcal{B}(X)$ such that $\mathcal{U}_{j} \subseteq Q_{j}(B)$, [13, Proposition 1], where $\mathcal{U}_{j}$ is the closed unit ball of $X_{j}$. So, by (5.5) we have

$$
\begin{aligned}
& \sup _{u \in \mathcal{U}_{j}}\left\|\left(S_{n}^{(j)}-S^{(j)}\right) u\right\|_{j} \leq \sup _{x \in B}\left\|\left(S_{n}^{(j)}-S^{(j)}\right) Q_{j} x\right\|_{j} \\
& =\sup _{x \in B} \|\left(Q_{j}\left(S_{n}-S\right) x \|_{j}=\sup _{x \in B} q_{j}\left(\left(S_{n}-S\right) x\right)\right.
\end{aligned}
$$

for all $n \in \mathbb{N}$. Since $\sup _{x \in B} q_{j}\left(\left(S_{n}-S\right) x\right) \rightarrow 0$ for $n \rightarrow \infty$ (by assumption), it follows that $\sup _{u \in \mathcal{U}_{j}}\left\|\left(S_{n}^{(j)}-S^{(j)}\right) u\right\|_{j} \rightarrow 0$ for $n \rightarrow \infty$, i.e., $\tau_{b}-\lim _{n \rightarrow \infty} S_{n}^{(j)}=S^{(j)}$. Since $j \in \mathbb{N}$ is arbitrary, the proof is complete.
(ii) $\Rightarrow(\mathrm{i})$. Fix $x=\left(x_{j}\right)_{j} \in X=\operatorname{proj}_{j \in \mathbb{N}}\left(X_{j}, Q_{j, j+1}\right)$ and set $S x:=\left(S^{(j)} x_{j}\right)_{j}$. Then $S x \in X$. Indeed, $Q_{j} x=x_{j}$ for all $j \in \mathbb{N}$ and so, via (5.5), we have

$$
\begin{aligned}
& Q_{j, j+1} S_{j+1} x_{j+1}=\lim _{n \rightarrow \infty} Q_{j, j+1} S_{n}^{(j+1)} Q_{j+1} x=\lim _{n \rightarrow \infty} Q_{j, j+1} Q_{j+1} S_{n} x \\
& \quad=\lim _{n \rightarrow \infty} Q_{j} S_{n} x=\lim _{n \rightarrow \infty} S_{n}^{(j)} Q_{j} x=S^{(j)} x_{j}
\end{aligned}
$$

for all $j \in \mathbb{N}$, i.e., $S x \in X$. Clearly, the linearity of the $S^{(j)}$ 's imply the linearity of the map $S: x \mapsto S x$, for $x \in X$. Moreover, the continuity of $S$ is a consequence of $X=\operatorname{proj}_{j \in \mathbb{N}}\left(X_{j}, Q_{j, j+1}\right)$. Next, fix $j \in \mathbb{N}$ and $B \in \mathcal{B}(X)$. Again via (5.5) we
have

$$
\begin{aligned}
& \sup _{x \in B} q_{j}\left(\left(S_{n}-S\right) x\right)=\sup _{x \in B} \|\left(Q_{j}\left(S_{n}-S\right) x\left\|_{j}=\sup _{x \in B}\right\|\left(S_{n}^{(j)}-S^{(j)}\right) Q_{j} x \|_{j}\right. \\
& \quad=\sup _{u \in Q_{j}(B)}\left\|\left(S_{n}^{(j)}-S^{(j)}\right) u\right\|_{j}
\end{aligned}
$$

for all $n \in \mathbb{N}$. Since $Q_{j}(B) \in \mathcal{B}\left(X_{j}\right)$, it follows from the assumption (ii) that $\sup _{u \in Q_{j}(B)}\left\|\left(S_{n}^{(j)}-S^{(j)}\right) u\right\|_{j} \rightarrow 0$ for $n \rightarrow \infty$. Accordingly, for each $j \in \mathbb{N}$ and each $B \in \mathcal{B}(X)$ we have $\lim _{n \rightarrow \infty} \sup _{x \in B} q_{j}\left(\left(S_{n}-S\right) x\right)=0$, i.e., (i) holds.

Remark 5.3. A careful examination of the proof of Lemma 5.2 shows that the equivalence $(\mathrm{i}) \Leftrightarrow$ (ii) remains valid if $\tau_{b}$ is replaced with $\tau_{s}$.

Lemma 5.4. Let $X=\operatorname{proj}_{j \in \mathbb{N}}\left(X_{j}, Q_{j . j+1}\right)$ be a Fréchet space and operators $S \in \mathcal{L}(X)$ and $S_{j} \in \mathcal{L}\left(X_{j}\right)$, for $j \in \mathbb{N}$, be given which satisfy the assumptions of Lemma 5.1 (with $Q_{j} \in \mathcal{L}\left(X, X_{j}\right), j \in \mathbb{N}$, denoting the canonical projection of $X$ onto $X_{j}$ and $\left\|\|_{j}\right.$ being the norm in the Banach space $X_{j}$ ).
(i) $S \in \mathcal{L}(X)$ is power bounded if and only if each $S_{j} \in \mathcal{L}\left(X_{j}\right), j \in \mathbb{N}$, is power bounded.
(ii) $S \in \mathcal{L}(X)$ is uniformly mean ergodic if and only if each $S_{j} \in \mathcal{L}\left(X_{j}\right)$, $j \in \mathbb{N}$, is uniformly mean ergodic.
(iii) $S \in \mathcal{L}(X)$ is mean ergodic if and only if each $S_{j} \in \mathcal{L}\left(X_{j}\right), j \in \mathbb{N}$, is mean ergodic.

Proof. Let $\left\{q_{j}\right\}_{j=1}^{\infty} \subseteq \Gamma_{X}$ be the fundamental sequence of seminorms generating the lc-topology of $X$ as given in the proof of Lemma 5.2.
(i) Suppose that each $S_{j} \in \mathcal{L}\left(X_{j}\right), j \in \mathbb{N}$, is power bounded, i.e., there exists $M_{j}>0$ such that

$$
\left\|S_{j}^{n} u\right\|_{j} \leq M_{j}\|u\|_{j}, \quad u \in X_{j}, n \in \mathbb{N}
$$

It follows from (5.1) that $S_{j}^{n} Q_{j}=Q_{j} S^{n}$ for all $j, n \in \mathbb{N}$. Fix $j \in \mathbb{N}$. Then, for each $n \in \mathbb{N}$ and $x \in X$ we have

$$
q_{j}\left(S^{n} x\right)=\left\|Q_{j} S^{n} x\right\|_{j}=\left\|S_{j}^{n} Q_{j} x\right\|_{j} \leq M_{j}\left\|Q_{j} x\right\|_{j}=M_{j} q_{j}(x)
$$

Since $\left\{q_{j}\right\}_{j=1}^{\infty}$ generate the lc-topology of the Fréchet space $X$, it follows that $\left\{S^{n}\right\}_{n=1}^{\infty} \subseteq \mathcal{L}(X)$ is equicontinuous, i.e., $S$ is power bounded.

Conversely, suppose that $S$ is power bounded. Fix $j \in \mathbb{N}$ and let $\mathcal{U}_{j}$ be the closed unit ball of $X_{j}$. Since $X$ is a quojection, there exists $B \in \mathcal{B}(X)$ with $\mathcal{U}_{j} \subseteq$ $Q_{j}(B)$. Moreover, the power boundedness of $S$ implies that $C:=\cup_{n \in \mathbb{N}} S^{n}(B) \in$ $\mathcal{B}(X)$ and hence, there exists $M>0$ such that $q_{j}(z) \leq M$ for every $z \in C$. Let $u \in \mathcal{U}_{j}$. Then $u=Q_{j} x$ for some $x \in B$ and so

$$
\left\|S_{j}^{n} u\right\|_{j}=\left\|S_{j}^{n} Q_{j} x\right\|_{j}=\left\|Q_{j} S^{n} x\right\|_{j}=q_{j}\left(S^{n} x\right) \leq M
$$

for every $n \in \mathbb{N}$. This implies that the operator norms satisfy $\left\|S_{j}^{n}\right\|_{o p} \leq M$, for $n \in \mathbb{N}$. Accordingly, $S_{j} \in \mathcal{L}\left(X_{j}\right)$ is power bounded.
(ii) For each $n \in \mathbb{N}$ define $\tilde{S}_{n}:=S_{[n]} \in \mathcal{L}(X)$ and $\tilde{S}_{n}^{(j)}:=\left(S_{j}\right)_{[n]} \in \mathcal{L}\left(X_{j}\right)$, for $j \in \mathbb{N}$. It follows from (5.1) that $\tilde{S}_{n}^{(j)} Q_{j}=Q_{j} \tilde{S}_{n}$, for $j, n \in \mathbb{N}$. Accordingly, we can apply Lemma 5.2 (with $\tilde{S}_{n}$ in place of $S_{n}$ and $\tilde{S}_{n}^{(j)}$ in place of $S_{n}^{(j)}$ ) to conclude
that $S$ is uniformly mean ergodic if and only if each $S_{j}, j \in \mathbb{N}$, is uniformly mean ergodic.
(iii) Apply the same argument as in part (ii) but now apply Lemma 5.2 with $\tau_{s}$ in place of $\tau_{b}$; see Remark 5.3.
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