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Abstract: The flow-shop scheduling problem (FSP) has been widely studied in the literature and having a very active research 
area. Over the last few decades, a number of heuristic/meta-heuristic solution techniques have been developed. Some of 
these techniques offer excellent effectiveness and efficiency at the expense of substantial implementation efforts and being 
extremely complicated. This paper brings out the application of a Multi-Criteria Decision Making (MCDM) method known as 
techniques for order preference by similarity to an ideal solution (TOPSIS) using different weighting schemes in flow-shop 
environment. The objective function is identification of a job sequence which in turn would have minimum makespan (total job 
completion time). The application of the proposed method to flow shop scheduling is presented and explained with a numerical 
example. The results of the proposed TOPSIS based technique of FSP are also compared on the basis of some benchmark 
problems and found compatible with the results obtained from other standard procedures.
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1.	 Introduction

In modern world, where things are changing with a 
pace never before and every aspect of human life is 
affected from this change. Every industry is looking 
for strategies and technologies not only to retain 
their profit margins and market-share but to improve 
them, manufacturing industry is not an exception. 
Concept of cellular manufacturing seems to be a 
solution in this situation. An enormous and growing 
body of literature is available on it. In simplest 
words cellular manufacturing is a manufacturing 
process in which every manufacturing cell acts as 
an independent manufacturing unit. Cell formation, 
cell layout and scheduling are the three basic steps 
in design of any cellular manufacturing system 
(Kumar and Sharma, 2015). Cell formation involves 
identification and grouping of machine cells and 
part families (Albadawi et  al., 2005; Kumar and 
Sharma, 2014, 2015). Cell layout emphasizes 
placing of machines within a manufacturing cell. 
Scheduling is simply sequencing of tasks on different 
machines in a manufacturing cell. Researchers are 

working tirelessly on all three stages of cellular 
manufacturing, considering them independently 
as well as concurrently. Out of these three stages, 
scheduling is one of the important and critical 
issue in the production planning and operation of a 
manufacturing system. Scheduling is the allocation 
of a set of limited resources to a number of jobs over 
time, with the objective of optimizing one or more 
performance criterion (French, 1982). In the set of 
machine, scheduling finds  a sequence of jobs with 
constraints to optimize one or more objectives such 
as makespan, tardiness, work-in-process inventory, 
number of tardy jobs, idle time, etc. (Nakhaeinejad 
and Nahavandi, 2012). Two common issues that 
frequently appear in the scheduling literature 
are flow shop scheduling (Dannenbring, 1977; 
King and Spachis, 1980; Taillard, 1990; Fink and 
Vob, 2003) and job shop scheduling (Guinet and 
Legrand, 1998; Cheung and Zhou, 2001; Wang and 
Zheng, 2001; Schuster and Framinan, 2003).  In 
flow shop scheduling, it is generally assumed that 
the jobs must be processed on the machines in the 
same technological or machine order. In job shop 
scheduling, however, jobs are commonly processed 
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following different machine orders (Laha and 
Chakraborty, 2009). 

Flow shop scheduling has become one of the most 
popular scheduling problems due to its amazingly 
increasing practical usage in manufacturing 
industries (Nakhaeinejad and Nahavandi, 2012). 
The flow shop scheduling performs a set of jobs on 
a set of dedicated machines, where each job follows 
the same processing operation order. Each machine 
processes one job at a time and each job is processed 
on one machine at a time without pre-emption.The 
criterion that is most commonly studied in flow-shop 
scheduling literature is the minimization of total 
completion time, better to say makespan (Cmax), of 
the production sequence. Researchers have optimised 
makespan in flow-shop problems by using various 
techniques like statistical tools, artificial neural 
network, fuzzy logic, genetic algorithm, simulated 
annealing, tabu search, etc. and combination of these 
/such techniques (Ruiz et al., 2006; Zobolas et al., 
2009). Multi-Criteria Decision Making (MCDM) 
methods found their application in scheduling 
problems too. Techniques for Order Preference by 
Similarity to the Ideal Solution (TOPSIS) is such a 
technique which can be effectively used in scheduling 
decisions, however a comparatively less literature is 
observed on application of it in scheduling decision.

In this paper, efforts to bring out the application 
of TOPSIS in FSP with different weight factors in 
scheduling problems are made. The organisation of 
rest of the paper is as follows: review of literature 
relevant to flow shop scheduling is carried out in 
section 2. Procedure for computation of makespan, 
and TOPSIS are explained in section 3, while 
the implementation of the same on an illustrative 
problem is elaborated in section 4. Results are given 
and compared for same problem with different 
weight factors also, for different problems with 
different methods in section 5. Conclusions are 
drawn in section 6.

2.	 Literature Review

Literature pertaining to flow shop scheduling 
problem is studied in the following categories on the 
basis of problem solving techniques:

I.	 Exact/Statistical methods
II.	 Heuristic techniques 
III.	 Meta-heuristic techniques
IV.	 Hybrid Heuristic/Meta-heuristic techniques.

The flow shop scheduling has been widely studied 
by the researchers because of its NP-completeness 
in the sense when number of machines is greater 
than three (Garey et al., 1976; Gonzalez and Sahani, 
1978, may be referred). Due to the complexity of 
the problem, exact methods for the general flow 
shop scheduling (FSP) failed to achieve high quality 
solutions for problems of large size in reasonable 
computational time. Therefore, academic research 
focused on heuristic approaches rather than exact 
methods to solve scheduling problems involving a 
large number of jobs (Gupta and Chauhan, 2015).

The flow-shop problem (FSP) was first studied by 
Johnson (1954) for two machines. Many researchers 
have generalized the Johnson’s rule to ‘m’ machine 
flow shop problems (Ruiz and Stutzle, 2007). It is 
proved that m-machine flow shop problem with the 
makespan objective is NP-hard (Garey et al., 1976; 
French, 1982). The first heuristic for makespan 
minimization for the flow shop scheduling problem 
was introduced by Palmer (1965). Subsequent work 
includes the one on the CDS heuristic (Campbell 
et  al., 1970) and Rapid access (RA) heuristic 
(Dannenbring, 1977). The NEH heuristic by Nawaz 
et  al. (1983) was regarded as the best performing 
heuristic method (Turner and Booth, 1987; Ruiz 
and Maroto, 2005). More advanced methods are 
published by Koulamas (1998), Davoud Pour 
(2001), and Laha and Chakraborty (2009). Various 
heuristics with makespan as decision criterion have 
been reviewed by Hejazi and Saghafian (2005), and 
Ruiz and Maroto (2005).

In the pursuit for solutions closer to the optimum, it 
has become inevitable that new solution approaches 
should be followed by some difficult problem 
instances and academic interest switched to artificial 
intelligence based optimization methods, and 
meta-heuristics (Zobolas et  al., 2009).  Simulated 
annealing based algorithms proposed by Osman and 
Potts (1989), and Ogbu and Smith (1990) are the 
first proposed meta-heuristics for the FSP. Widmer 
and Hertz (1989), Taillard (1990), Reeves (1993) 
and Nowicki and Smutnicki (1996) demonstrated 
different Tabu search approaches. Genetic algorithms 
for solving the FSP have also appeared in Chen et al. 
(1995), Reeves (1995), Wang and Zheng (2003), and 
Aldowaisan and Allahvedi (2003). Other algorithms 
are the path-based method of Werner (1993), the 
iterated local search of Stützle (1998), two very 
effective ant-colony optimization algorithms by 
Rajendran and Ziegler (2004), and a fast Tabu search 
approach of Grabowski and Wodecki (2004).
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The results generated by meta-heuristics are found 
near to the best one/optimum, which provide the 
basis for researchers to develop advanced hybrid 
approaches, by combining different concepts or 
components of more than one meta-heuristic (Blum 
and Roli, 2003). Hybridization, when properly 
applied, may further enhance the effectiveness 
of the solution space search, and may overcome 
any inherent limitations of single meta-heuristic 
algorithms. Therefore, new opportunities emerge, 
which may lead to even more powerful and flexible 
solution methods for combinatorial optimization 
problems.

Even though, by the use of these methods the 
quality of solution is improved, but these methods 
are complex and iterative in nature, need special 
programming skills and require more computations 
to arrive a solution of flow shop problem. On the 
other hand, TOPSIS is a simple multi-criteria 
decision making techniques that provides the 
solution in few steps. The philosophy and procedure 
of TOPSIS could be understood easily. Further it 
does not require any special computation technique 
and advance mathematics for its implementation in a 
flow shop scheduling problem.

3.	 Methodology

The proposed work is an effort of implementation 
of pioneer work of Yoon and Hwang (1980) (called 
TOPSIS) in FSP. The methodology adopted in 
this paper is described in two subsections. In first 
subsection details of TOPSIS and its implementation 
steps in FSP for generation of job sequence whilst 
in second subsection the computation of makespan 
(i.e. total completion time) for selected job sequence 
is explained

3.1.	 Generation of job sequence by Technique 
for Order Preference by Similarity to 
Ideal Solution (TOPSIS)

TOPSIS developed by Yoon and Hwang (1980), is a 
simple and one of the most commonly utilized multi-
criteria/ multi-attribute decision making (MCDM/
MADM) procedure for wide range of real world 
problems. 

It helps decision makers to carryout comparisons, 
rankings and analysis among various available 
options in order to select a best one. (Behzadian et al., 

2012; Shih et al., 2007; Vega et al., 2014).  It attempts 
to choose alternatives that simultaneously have the 
shortest distance from the positive ideal solution and 
the farthest distance from the negative-ideal solution. 
The positive ideal solution maximizes the benefit 
criteria and minimizes the cost criteria, whereas the 
negative ideal solution maximizes the cost criteria 
and minimizes the benefit criteria (Behzadian et al., 
2012; Sarraf et al., 2013). Thus, the best alternative, is 
the alternative having shortest relative distance from 
positive ideal solution and farthest distance from 
negative ideal solution. Researchers have developed 
large number of variants of TOPSIS by combining 
it with different distribution technique, for those 
(Behzadian et al., 2012) may be referred. The step-
wise implementation of Standard TOPSIS in flow 
shop scheduling problem is explained through a self-
explanatory flow chart shown in Figure 1.

Recently, a heuristic based on the reduced weight-
age scheme of machines to generate different com-
bination of sequences for a FSP has been developed 
by Gupta and Chauhan, (2015). Similarly, here the 
weight factors used in TOPSIS are selected as per 
different weighting schemes to obtain a combination 
of job sequences in order to minimize the makespan.

3.2.	 Computation of makespan
In a flow-shop scheduling problem, a set of n jobs 
(1, …, n) are processed on a set of m machines 
(1, …, m) in the same technological order, i.e. first 
in machine 1 then on machine 2 and so on until ma-
chine m. The objective is to find a sequence for the 
processing of the jobs in the machines so that the 
total completion time or makespan of the schedule 
(Cmax) is minimized. Let ti,j denote the processing 
time of the job in position i (i = 1, 2, …, n) on ma-
chine j (j =1, 2, …, m). Let Ci,j represents the com-
pletion time of the job in position i on machine j. 
Therefore, 

C1,1 = t1,1 � (1)

Ci,1 = Ci-1,1 + ti,1  for i = 2, …, n� (2)

C1,j = C1,j-1 +  t1,j  for j = 2, …,m� (3)

Ci,j = max (Ci,j-1 , Ci-1,j ) + ti>� (4)
	 for	i = 2, …, n

	j =2, …, m

Total Completion Time (Cmax) = Cn,m
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Figure 1: Steps for implementation of standard TOPSIS in flow shop scheduling 

Step 1: Draw a matrix containing processing time tij for each job ‘i'  on each machine ‘j’ 

Step 2: Construct normalized decision matrix 
        nij =

tij

tij
2

i=1

n
∑

     for     i =1, 2,…., n ;    j =1, 2,…., m 

where tij and nij are original and normalized processing time for decision matrix, respectively 
 

Step 3: Assign the weights wj for each machine ‘j’ based on selected weightage criteria 
 

Step 4: Construct the weighted normalized decision matrix 
nwv ijiij ⋅=  

Step 5: Determine the positive-ideal and negative-ideal solutions. 
 A+ = v1

+,v2
+,...,vm

+{ }  = max j vij j ∈Ωb( ), min j vij j ∈Ωc( ){ }   

A− = v1
−,v2

−,...,vm
−{ }  = min j vij j ∈Ωb( ), max j vij j ∈Ωc( ){ }  

Where, Ωb  is the set of benefit criteria and Ωc   is the set of cost criteria. 

Step 6: Calculate the separation measures for each alternative (job) - 
(i) The separation from positive-ideal alternative  –    

Si
+ = vj

+ − vij( )
2

j=1

m
∑ ,   i = 1, 2,…., n, 

(ii) The separation from negative-ideal alternative –      

Si
− = vj

− − vij( )
2

j=1

m
∑ ,   i = 1, 2,…., n, 

 

Step 7: Calculate the relative closeness to the ideal solution. 

RCi =
Si
−

Si
+ + Si

−
,  i = 1, 2,…., n,  0 ≤ RCi

 ≤ 1 

Step 8: Ranking the alternatives (jobs) according to the decreasing value of RCi and make the job sequence. 

Step 9: Compute the value of makespan according to the job sequence. 

Figure 1. Steps for implementation of standard TOPSIS in flow shop scheduling.
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4.	 Implementation with illustration

The proposed flow shop scheduling procedure is 
implemented on an arbitrarily designed flow shop 
scheduling problem illustrated below in subsection 
4.1.

4.1.	 Illustrative problem
For illustration purpose, a flow shop scheduling 
problem of five jobs and five machines with random 
data has been developed and given in Table 1  as 
processing time matrix. Jobs and machines are 
represented in rows and columns of problem matrix 
respectively. Order of machines are pre-fixed i.e. each 
job has to be processed in a pre-defined sequence 
of machines. Each cell in the matrix represents 
the processing time of respective job on machine 
concerned. In order to minimize makespan (total job 
completion time), job sequence is to be determined.

Table 1. Processing time matrix for flow shop scheduling 
problem.

Jobs/Machines M1 M2 M3 M4 M5

J1 8 12 9 6 4
J2 14 10 11 2 15
J3 10 7 8 11 2
J4 7 8 14 9 2
J5 3 9 5 13 8

4.2.	 Implementation of standard TOPSIS in 
the above flow shop problem

Step 1: First of all, a problem matrix is introduced 
that consists of the processing time of each job on 
each machine (refer Table 1). 

Step 2: The normalized decision matrix is constructed 
as per the procedure given in step 2 of Figure 1. It 
transforms the various attribute dimensions into non-
dimensional attributes for the purpose of comparison 
across the attributes. The normalized matrix for the 
illustrative problem is given in Table 2.

Table 2. Normalized decision matrix.

Jobs/Machines M1 M2 M3 M4 M5

J1 0.39 0.57 0.41 0.30 0.23
J2 0.68 0.48 0.50 0.10 0.85
J3 0.49 0.33 0.36 0.54 0.11
J4 0.34 0.38 0.63 0.44 0.11
J5 0.15 0.43 0.23 0.64 0.45

Step 3: Weight factors ‘wj’ are assigned for each 
machine ‘j’ based on selected weightage scheme. 
Here, the weight factors are selected based on the 
decreasing rank order of machine.

Step 4: Now, the weighted normalized decision 
matrix is constructed by multiplying the elements of 
normalized decision matrix by the relevant weight 
factor. Thus, obtained weighted normalized decision 
matrix for the illustration is given in Table 3.

Table 3. Weighted normalized decision matrix

Jobs/Machines M1 M2 M3 M4 M5

J1 1.96 2.29 1.22 0.59 0.23
J2 3.42 1.91 1.50 0.20 0.85
J3 2.45 1.34 1.09 1.09 0.11
J4 1.71 1.53 1.90 0.89 0.11
J5 0.73 1.72 0.68 1.28 0.45

Step 5: At this stage, the positive-ideal and negative-
ideal solutions are determined as per the details given 
in Figure 1. Since the matrix (Table 3) is based on 
the processing times of jobs on respective machines, 
therefore, in order to minimize the total completion 
time of jobs (i.e. makespan), the minimum and 
maximum value in each column of the weighted 
normalized decision matrix is selected as positive-
ideal (highlighted by bold letters in Table 4) and 
negative ideal (highlighted by bold letters in Table 5) 
solution respectively.

Table 4. Positive-ideal solution shown in weighted 
normalized decision matrix.

Jobs/Machines M1 M2 M3 M4 M5

J1 1.96 2.29 1.22 0.59 0.23
J2 3.42 1.91 1.50 0.20 0.85
J3 2.45 1.34 1.09 1.09 0.11
J4 1.71 1.53 1.90 0.89 0.11
J5 0.73 1.72 0.68 1.28 0.45

Positive ideal solution  
A+ = (0.73, 1.34, 0.68, 0.20, 0.11)

Table 5.  Negative -ideal solution shown in weighted 
normalized decision matrix.

Jobs/Machines M1 M2 M3 M4 M5

J1 1.96 2.29 1.22 0.59 0.23
J2 3.42 1.91 1.50 0.20 0.85
J3 2.45 1.34 1.09 1.09 0.11
J4 1.71 1.53 1.90 0.89 0.11
J5 0.73 1.72 0.68 1.28 0.45

Negative ideal solution  
A- = (3.42, 2.29, 1.90, 1.28, 0.85)
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Step 6: This stage requires the calculation of 
the separation measures from positive-ideal and 
negative-ideal solutions for each alternative (job) 
according to step 6  of Figure 1. The separation 
of each alternative (job) from positive ideal and 
negative ideal solution is tabulated in Table 6  and 
7 respectively.

Table 6. Separation from positive-ideal solution.

Jobs Separation from positive-ideal solution
J1 1.70
J2 2.97
J3 1.97
J4 1.72
J5 1.20

Table 7. Separation from negative-ideal solution.

Jobs Separation from negative-ideal solution
J1 1.86
J2 1.22
J3 1.76
J4 2.05
J5 3.03

Step 7: Now, relative closeness to the ideal solution 
is calculated as per the details elaborated in step 7 of 
Figure 1. The same is presented in Table 8.

Table 8. Relative closeness to ideal solution for each 
alternative (job).

Jobs Relative closeness to ideal solution (RCi)

J1 0.52
J2 0.29
J3 0.47
J4 0.54
J5 0.72

Step 8: Jobs (alternatives) are ranked according to 
the decreasing value of relative closeness RCi and 
job sequence are made to be processed on the pre-
defined order of machines. From the above table, the 
job sequence J5-J4-J1-J3-J2 has been obtained.   

Step 9: Finally, makespan value is computed based 
on the above job sequence using the equation 1-4. 

The makespan value of 80 units is obtained for the 
illustrative problem, according to the job sequence 
generated in step 8. 

5.	 Result comparison
Results are compared in two phases, as explained in 
section 5.1 and 5.2.

5.1.	 Comparison on the basis of different 
weighting scheme: 

In this phase the TOPSIS procedure is repeated for 
the same illustrative problem for different weightage 
schemes (explained below) to obtain different 
makespan value. 

I.	 Decreasing order – Under this criteria, 
machine having the first rank (or position), is 
given highest weightage which decreases with 
the number of rank increases. 

II.	 Increasing order – Under this criteria, 
machine having the first rank (or position), is 
given lowest weightage which decreases with 
the number of rank increases.

III.	 Higher machine utilization – A machine 
with the highest load (or utilization), is given 
highest weightage, which decreases with 
decreasing the load.

IV.	 Lower machine utilization – A machine 
with the higher load (or utilization), is given 
lowest weightage which increases with 
decreasing the load.

V.	 Equal weightage – All the machines is 
assigned with the equal weights to process jobs.

Job sequences are generated according to above 
different weighting schemes, by using standard 
TOPSIS procedure. Then makespan is computed 
for each job sequence. The same is summarized in 
Table 9.

Table 9. Comparison of makespan with different weightage scheme.

S. No.
Weightage for machines

Job sequence obtained through TOPSIS Makespan (units)Weightage Scheme Weight Factors
1. Decreasing order 5, 4, 3, 2, 1 J5-J4-J1-J3-J2 80
2. Increasing order 1, 2, 3, 4, 5 J1-J3-J4-J5-J2 96
3. Higher Machine utilization 3, 4, 5, 2, 1 J5-J3-J1-J4-J2 84
4. Lower Machine utilization 3, 2, 1, 4, 5 J1-J4-J3-J5-J2 99
5. Equal weightage 1, 1, 1, 1, 1 J1-J3-J4-J5-J2 96
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Selection of weighting scheme is one of key 
consideration in any TOPSIS application (Olson, 
2004). In this problem, a minimum value of 
makespan is observed with decreasing order weight 
scheme. Makespan value for job sequence based on 
weighting scheme namely higher machine utilisation 
is close to minimum makespan value.

5.2.	 Result comparison with some standard 
methods

First, the above problem is solved by five well-known 
heuristic algorithms namely Palmer (Palmer, 1965), 
Gupta (Gupta, 1971), Campbell, Dudek and Smith 
(CDS) (Campbell et al., 1970), Rapid Access (RA) 
(Dannenbring, 1977) and Nawaz, Enscore and Ham 
(NEH) (Nawaz et  al., 1983)  makespan values of 
85, 82, 82, 79 and 79 respectively are obtained. For 
results from TOPSIS based proposed method, all five 
weighting schemes discussed above are implemented 
on a particular problem, and the minimum value of 
those, presented here, is 80. Results are found to be 
compatible.

Secondly, for better comparison, results of some 
benchmark problems are compared with other 
well-known methods. These benchmark problems 
prescribed by J. Carlier (1978) and C.R. Reeves 
(1995) are taken from the OR-Library (http://people.
brunel.ac.uk/~mastjjb/jeb/orlib/files/flowshop1.txt). 
11  problem instances are taken for comparison 
purpose, 8  instances of Carlier and 3  instances of 
Reeves (1995). These problems are designed the for 
the purpose of comparing the heuristic algorithms 
with an objective of makespan minimization. Details 

of problems taken for comparison are shown in 
Table 10.

For above tabulated problems, minimum makespan 
time for the completion of the process is calculated 
based on the schedule derived by the respective 
algorithms. The results are presented in Table 11. The 
minimum figures across the algorithms are presented 
by bold letters in the table. 

Table 10. Benchmark problems taken for result 
comparison.

S. No.
Size of the problems

Instances No. of jobs No. of machines
1. Carlier 01 11 5
2. Carlier 02 13 4
3. Carlier 03 12 5
4. Carlier 04 14 4
5. Carlier 05 10 6
6. Carlier 06 8 9
7. Carlier 07 7 7
8. Carlier 08 8 8
9. ReC 01 20 5
10. ReC 03 20 5
11. ReC 05 20 5

The results indicate that introduction of TOPSIS 
method in the field of scheduling provides compatible 
results to some extent. For benchmark problems of 
10x6 and 7×7, result of proposed method is closest 
to the least makespan values obtained by NEH 
and CDS respectively and also for other problems, 
makespan value is near about the least ones. Most 
of the minimum results obtained from proposed 
methods are obtained by using the decreasing order 
weighting scheme.

Table 11. Comparison of makespan time obtained by TOPSIS based proposed method with other standard heuristics.

S. No. Problem Instances
Makespan (time measurable unit)

Proposed Method Palmer Gupta CDS RA NEH
1. Carlier01-11x5 7332 7472 7348 7202 7817 7038
2. Carlier02-13x4 8123 7940 7534 7410 7509 7940
3. Carlier03-12x5 8567 7725 7399 7399 7399 7503
4. Carlier04-14x4 9170 8423 8423 8423 8357 8003
5. Carlier05-10x6 8309 8520 8773 8627 8940 8190
6. Carlier06-8x9 9647 9487 9441 9553 9514 9159
7. Carlier07-7x7 7563 7639 7639 6819 6923 7668
8. Carlier08-8x8 9345 9023 9224 8903 9062 9032
9. ReC01-20x5 1595 1391 1434 1399 1399 1334
10. ReC03-20x5 1289 1223 1380 1273 1159 1136
11. ReC05-20x5 1479 1290 1429 1338 1434 1294
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6.	 Conclusion
This paper successfully presented a new approach 
based on a MCDM method called ‘TOPSIS’ for 
minimization of makespan criterion in flow shop 
scheduling. The technique demonstrated is simple, 
easy to understand, and implement. It has been 
illustrated by using five different weighting schemes 
to generate the job sequences. The makespan 

value obtained from these sequences shows the 
compatibility of this technique in flow shop 
environment. The results can further be improved 
by incorporating a weighting scheme which could 
consider machine utilization and other production 
related parameters. The proposed procedure could 
also be implemented for other scheduling problems 
such as job shop, flexible job shops and flow shops.
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