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Abstract

Despite great practical interest in how sprays emanate from fuel injectors,
the near-nozzle region has remained a challenge for spray modelers. Re-
cently, Eulerian models have shown promise in capturing the fast gas-liquid
interactions in the near field. However, with the inclusion of compressibility,
it can be difficult to maintain consistency between the hydrodynamic and
thermodynamic variables. In order to resolve numerical inconsistencies that
occur in segregated solutions of Eulerian spray model equations as well as
to provide good scalability and stability, a new construction of a Σ-Y model
is introduced. This construction is built around an IMEX-RK3 algorithm
which offers accuracy and efficiency. The new algorithm is compared to an
existing implementation for speed and is validated against experimental mea-
surements of spray evolution in order to test the accuracy. The predictions
of the new construction are slightly more accurate and, when tested on 256
processors, 34 times faster.

Keywords: Eulerian, Diesel spray, IMEX-RK3 algorithm, Near-field, CFD,
OpenFOAMr

1. Introduction

Fuel injector design is a critical factor in internal combustion engine per-
formance. Unfortunately, the dense spray region just outside of fuel injectors
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remains an enigma. This optically dense space within the first few millime-
ters of the injector is only penetrable with special diagnostics such as x-ray
radiography [21, 22, 39]. This greatly limits the extent to which the flow can
be experimentally characterized and leaves scientists with very speculative
ideas of how the dense spray region evolves. Furthermore, the computational
characterization of this region is challenging due to the complexity of the flow.
Here the Reynolds and Weber numbers are very high and the flow typically
contains large density ratios, phase change, and often near-supercritical fluids
[9]. These factors make the direct numerical simulation of the dense spray
region extremely expensive, spurring both industry and academia towards
the development of primary atomization models. Although numerous pri-
mary atomization models have received wide-spread attention, these models
are not necessarily predictive, requiring inputs such as initial drop size and
mass and momentum flux.

One common approach to spray modeling treats the liquid phase using a
Lagrangian reference frame and the gaseous phase using an Eulerian refer-
ence frame. This approach is naturally applied to the relatively independent
evolution of isolated droplets in the far-field region. However, problems occur
when trying to apply it to the dense spray region. Here the spray spans the
whole range of liquid volume fractions, from zero to unity. The Lagrangian
particle tracking approach struggles here because nearly all existing drag,
collision, breakup, and vaporization models are based on assumptions of
near-spherical droplets in a sparse spray, an assumption that simply is not
true in the dense spray region.

For the more convoluted evolution of the dense core, a fully Eulerian mod-
eling approach has shown great promise. Not only are numerical challenges
with Lagrangian modeling in dense sprays avoided [1], but the physics are
also more appropriate. The approaches of Beau, Blokkeel, Demoulin, Lebas,
Vallet [3, 5, 10, 11, 26, 51, 52] emphasize the turbulent mixing of the gas
and liquid. This is consistent with the observations of Siebers [46, 47, 48],
based on numerous experiments, that “the processes of atomization and the
ensuing interphase transport of mass and energy at droplet surfaces are not
limiting steps with respect to fuel vaporization in DI diesel sprays.” So fully
Eulerian treatments of the dense spray seem to have both numerical and
physical advantages. In addition to this, simulating the liquid phase using
an Eulerian reference frame allows for the solution to include both the ex-
ternal spray and the internal nozzle flow, thus capturing the effects of the
nozzle geometry and resulting in a more fully predictive model [43, 13, 57].
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More recently, work by Oefelein et al. [9, 35, 36] indicates that the in-
cylinder conditions for diesel fuel injection are supercritical or near-supercritical.
Even if the spray is not quite above the critical point, the elevated tempera-
tures and pressures result in very small surface tension forces and extremely
high Weber numbers. Under these conditions, the gas/liquid interface disap-
pears and spray modeling becomes largely an exercise in modeling variable-
density turbulent mixing. With the emphasis on turbulent mixing, Eulerian
modeling produces good results and is gaining popularity. Recent successful
Eulerian treatments include: [3, 4, 5, 10, 11, 12, 14, 19, 25, 26, 32, 34, 38,
43, 50, 54, 56, 57].

These Eulerian models often transition the liquid phase of the spray to
the Lagrangian reference frame in the downstream sparse region. These
are referred to as ELSA (Eulerian Lagrangian Spray Atomization) models
[5, 25]. The focus of the current paper, however, is strictly Eulerian since
the Lagrangian phase may not be necessary for high-ambient pressure diesel
simulations [12, 19].

Our experience, and that that of others in the field, have revealed some
numerical difficulties when the liquid mass transport equation is solved in
a compressible context. We have found a tendency of the thermodynamic
variables to lose consistency [2, 19], though ad-hoc corrections can minimize
the discrepancy.

The root of the problem is that the equations are usually solved in a seg-
regated fashion. For example, conservation of mass is often solved first, due
to the presence of density in the other equations. The transport of liquid
mass fraction is then likely solved second. However, density and liquid mass
fraction are strongly correlated due to the high density ratio between phases.
Though the liquid mass fraction largely determines density, the two quan-
tities have been determined through two different equations. Compounding
the problems, the later solution of velocity and pressure results in a combina-
tion of density, liquid mass fraction, and pressure that are often inconsistent
with the equation of state. Other investigators have noted that the order of
solving equations impacts the performance of Eulerian multiphase solvers.
For example, Payri et al. [38] noted the challenge of calculating fluxes at
various points in the time step.

Finally, we wish to move away from the typical elliptic pressure equation
that is at the core of many PISO-like algorithms. Large pressure fluctuations
occur due to the large density ratio between phases, as will be discussed in
the next section. Because of the high velocities prevalent in modern diesel
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fuel injection systems, a density-based approach is well-suited to the highly
compressible flow that accompanies these sprays.

The specific contribution of this paper will be to propose a new numerical
construction, implemented in the OpenFOAM CFD open source c++ library,
that resolves past difficulties with maintaining consistency between hydro-
dynamic and thermodynamic variables in compressible flow. Not only will
the new implementation provide some improvements in accuracy, it will also
offer benefits in stability and parallel scalability. With the inexorable march
towards large, parallel computations, parallel scalability is a key indicator of
the future utility of these models.

2. Analysis

The key equation for the transport of liquid fraction is given in Eqn. 1.
Here, Ỹ , represents the Favre-averaged mass fraction of liquid, convected by
the velocity ~U (the tilde representing Favre-averaging is omitted for clarity
from vectors). In a finite volume implementation, the fluxes φ are the normal
component of mass flux at the cell faces. The variable ρ̄ is the average density
and the right hand side (RHS) of the equation is a consequence of Favre
averaging [17, 18].

∂ρ̄Ỹ

∂t
+ ~∇ ·

(
φỸ
)

= −~∇ · ρ̄Ỹ ′ ~U ′ (1)

The right side of Eqn. 1 is modeled based on several hypotheses [3, 10,
52]. The current work will employ a Boussinesq assumption without loss of
generality. Using a standard turbulent diffusion formulation, Eqn. 1 becomes
2.

∂ρ̄Ỹ

∂t
+ ~∇ ·

(
φỸ
)

= ~∇ ·
(
µt
Sct

~∇Ỹ
)

(2)

The key idea is that the mass fraction of liquid evolves according to
the model prescribed in this equation. Historically, such models have been
applied to turbulent mixing with great success. However, when applied to
multiphase mixing, subtle problems appear.

The fundamental reason that problems appear is that the two phases
usually have densities that differ by orders of magnitude. Hence, the Ỹ field
strongly effects the density field. For immiscible fluids, the two quantities
are algebraically related through Eqn. 3.
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1

ρ̄
=
Ỹ

ρl
+

1− Ỹ
ρg

(3)

For constant phase densities, ρg and ρl, this relationship indicates a one-
to-one correspondence between density and mass fraction. This correspon-
dence is more complex in compressible formulations where the phase densities
are each determined through an equation of state. In either case, the phase
densities in addition to Eqns. 2 and 3 completely determine ρ, which is
usually calculated from conservation of mass, as in Eqn. 4.

∂ρ̄

∂t
+ ~∇ · (φ) = 0 (4)

Velocity is solved from the momentum equation, shown below in Eqn. 5.

∂ρ~U

∂t
+∇ · (φ~U) = −~∇p+ ~∇ · ~~τ (5)

If we consider other variables such as µt to be pre-determined, we appear
to have a well-posed system. The four unknowns are ρ̄, Ỹ , ~U , and p, and we
have four equations. Pressure, the remaining variable, is typically calculated
through the projection of velocity into a flux field that satisfies conservation
of mass. Thus, inconsistencies in ρ and Ỹ can manifest themselves through
large velocity divergence and gradients in pressure.

The exact order in which the equations should be solved is an interesting
question that has previously been explored [50, 38]. Eqn. 2 requires density
to be known, which would normally be determined through the conservation
of mass. However, solving these two equations and ignoring Eqn. 3 can lead
to large violations of consistency. Ad-hoc solutions like correcting the value
of Ỹ are usually necessary.

Once compressibility is introduced, however, the situation becomes more
complicated and potentially less stable. With compressibility, the pure phase
densities, ρg and ρl are now functions of pressure. The equations were solved
in the following order in Trask et al. [50]:

1. Conservation of Mass

2. Mass Fraction Evolution

3. Conservation of Momentum

4. Pressure projection

5. Correct Mass Fraction based on Eqn. 3
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However, the mass fraction evolution, combined with conservation of
mass, determines ρ̄ and Ỹ , requiring a specific flux field from the pressure
projection. When the pressure is calculated to produce this projection, it
changes the species densities. Because there is no natural bounding of pres-
sure in a projection method, these changes can be large, requiring internal
iteration. Payri et al. [38] observed the requirement of numerous iterations,
driving up the expense of their method. Trask’s approach [50] can suffer
from stability problems and inconsistency of the thermodynamic variables,
as was noted by Garcia-Oliver et al. [19].

The difficulty comes from the segregated nature of these pressure-based
algorithms. Using a coupled, density-based algorithm would provide a natu-
ral means for keeping the fields synchronized. Following a standard Runge-
Kutta procedure would offer a formal sequence that determines exactly when
fields should be updated that avoids the conundrums that are a consequence
of segregated methods. The order of field updates within a substep is imma-
terial.

An additional benefit of relying on a more explicit formulation, is that
parallel scalability should be excellent. The inter-processor communication
required for solution of linear systems is greatly reduced. The time step will
be smaller with an explicit scheme, but the cost per time step should be
greatly reduced. Using a mixture of implicit and explicit (IMEX) methods
could potentially offer the best of both approaches. Other advantages are:

1. Convergence issues are avoided by solving pressure explicitly.

2. The temporal order of accuracy can easily be improved over first order.

3. New equations can easily be added to the scheme, cavitation, for ex-
ample, without substantially disturbing the arrangement of the code.

4. Because only the orthogonal part of fluxes are treated implicitly in
OpenFOAM, skewed meshes often create stability problems. The present
implementation relies little on implicit fluxing and may offer better tol-
erance of skewed meshes.

3. Approach

The IMEX-RK3 algorithm is based on the definition of the explicit third
order Runge-Kutta (RK3) scheme which is coupled with an implicit second
order Crank-Nicolson (CN) scheme for the stiff terms at each Runge-Kutta
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substep. The judicious use of implicit treatments avoids the strictest time-
step limitations while still maintaining a largely explicit character. This
approach is used to solve the following initial-value problem:

∂y

∂t
= f(t, y), y(t0) = y0 (6)

There is no unique RK3 scheme. The general representation has the
following form:

yn+1 = yn + b1k1 + b2k2 + b3k3

k1 = hf(tn, yn)

k2 = hf(tn + c2h, yn + a2,1k1)

k3 = hf(tn + c3h, yn + (a3,1k1 + a3,2k2))

(7)

This can be summarized with a tableau in the usual Butcher notation [6]
as:

c1 0
c2 a2,1 0
c3 a3,1 a3,2 0

b1 b2 b3

To determine the values of each constant, the exact solution of Eqn. 6 is
expanded in a Taylor’s series and compared with the solution of Eqn. 7 with
each ki term also expanded. After this process, six expressions that a RK3
scheme must satisfy are obtained:

b1 + b2 + b3 = 1

b2c2 + b3c3 =
1

2
c2 = a2,1

c3 = a3,1 + a3,2

b2c
2
2 + b3c

2
3 =

1

3

b3c2a3,2 =
1

6

(8)

However, with eight unknowns the solution is clearly not unique and two
of them must be chosen. The scheme is implemented in the OpenFOAM
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CFD open source C++ library [55]. Dividing every time step into three sub-
steps using the ’subcycling’ utility in OpenFOAM, results in equal sub-step
sizes. As a result, the values of the parameters c2 = 1/3 and c3 = 2/3 are
fixed. Hence the unknowns take the following values, defining the explicit
RK3 scheme which is known as Heun’s third order method (RK3-Heun):

0 0
1/3 1/3 0
2/3 0 2/3 0

1/4 0 3/4

The implementation of the RK3-Heun method is made in a Predictor-
Corrector notation [28] in three steps as follows:

1) tn + c2h

yn+c2 = yn + a2,1hy
′
n

2) tn + c3h

yn+c3 = yn + a3,1hy
′
n + a3,2hy

′
n+c2

3) tn + h

yn+1 = yn + b1hy
′
n + b2hy

′
n+c2

+ b3hy
′
n+c3

(9)

In order to construct the IMEX-RK3 scheme Eqn. 6 is first split in the
following way:

∂y

∂t
= f(t, y) + g(t, y), (10)

where g(t,y) represents the stiff part of the RHS (advanced with the CN
scheme) and f(t,y) represents the nonstiff part of the RHS (advanced with
the RK3-Heun scheme).

A similar scheme to the classical CN/RK3-Wray [23] is developed us-
ing an Explicit Singly Diagonally Implicit (ESDIRK) CN scheme with four
stages as in Cavaglieri and Bewly [8]. This means that a first-same-as-last
(FSAL) scheme is constructed, where the implicit part of the last stage of one
timestep is precisely the implicit part of the first stage of the next timestep.
The corresponding Butcher’s tableau for this IMEX scheme is written be-
low. Identically as explained in [8], a careful implementation of CN/RK3-
Heun IMEX method incorporates only three implicit stages and three explicit
stages per timestep, although it was written in four-stage notation.
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0 0
1/3 1/6 1/6
2/3 1/6 1/3 1/6
1 1/6 1/3 1/3 1/6

1/6 1/3 1/3 1/6

0 0
1/3 1/3 0
2/3 0 2/3 0
1 1/4 0 3/4 0

1/4 0 3/4 0

The numerical solution of the IMEX scheme is updated as follows in every
step of the Predictor-Corrector notation:

1. Update the explicit part of the equation (function f(t, y) on Eqn. 10),
using the corresponding stage in Eqn. 9.

2. Add the implicit contribution: Solving Eqn. 11 for U i (example for the
velocity field):

U i = U i
EX+∆t

i−1∑
j=1

aIMi,j g(U j)+∆taIMi,i g(U i),where i is RK3 stage (11)

Following Vuorinen et al. [53], after every IMEX-RK sub-step the primi-
tive variables such as velocity are updated at the cell centers and boundary
conditions are explicitly updated.

Numerical experiments indicated that a classical, fully explicit RK3 scheme
was sufficient for most of the transport equations. The IMEX-RK3 scheme
is only applied to the liquid mass fraction equation (Eqn. 13 below), solving
the turbulent diffusion of mass (second term on the right side of the equa-
tion) with the CN implicit scheme while the RK3-Heun explicit scheme is
used for solving all the other equations. This mixture of schemes provides
minimal use of implicitness while avoiding the strictest stability constraints.

3.1. Model Equations

The model equations for mass conservation, liquid mass fraction trans-
port, momentum, energy (enthalpy) and mean surface interface density (Σ)
have to be written in the form of Eqn. 6, as follows:

∂ρ̄

∂t
= −~∇ · (φ) (12)

∂ρ̄Ỹ

∂t
= −~∇ ·

(
φỸ
)

+ ~∇ ·
(
µt
Sct

~∇Ỹ
)

(13)
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∂ρ~U

∂t
= −∇ · (φ~U)− ~∇p+ ~∇ · ~~τ (14)

∂ρ̄h

∂t
= −~∇ · (φh) + ~∇ ·

(
αeff ~∇h

)
+
∂p

∂t
+ ~U · ~∇p (15)

∂ρΣ

∂t
= −~∇ ·

(
φΣ
)

+ ~∇ ·
(
DΣ

~∇ρΣ
)

+ (A+ a) ρΣ− VsρΣ
2

(16)

where αeff is the effective turbulent thermal diffusivity and DΣ a suitable
diffusion coefficient usually taken as the turbulent viscosity over a Schmidt
number. A detailed explanation of the different terms in Eq. 16 and an
extensive description of the Σ-Y model can be found in [3, 4, 5, 10, 11, 12, 19].

Finally, as explained in Sec. 2, the pressure equation is derived from an
equation of state. The gas phase obeys an ideal gas law, while the liquid
phase is assumed to have a linear compressibility, denoted by ψl

ρg =
p

RgT
= pψg (17)

ρl = ρl,0 + ψl(p− p0) (18)

where ρl,0 and p0 denote reference density and pressures, respectively, about
which the equation of state is linearized.

Replacing the above expressions in Eq. 3 and taking into account that

the mean liquid volume fraction denoted by Y is defined as (Y = ρ̄Ỹ
ρl

), the
explicit pressure equation is:

p =
ρ̄− Y (ρl,0 − ψlp0)

ψg(1− Y ) + Y ψl
(19)

4. Experimental data

In order to evaluate and validate the new IMEX-RK3 algorithm for spray
simulations, the ECN Spray A database [15, 20] has been used. The “Spray
A” condition consists of a free diesel spray injected into a quiescent envi-
ronment, where well-defined boundary conditions and experimental data are
available for model validation purposes. The nominal condition for Spray A
corresponds to 150 MPa injection pressure, 900 K ambient temperature and
a 22.8 kg/m3 ambient density.
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In this case, the Spray A non-evaporating condition is used in order to
evaluate the model in terms of the near-field structure (dense region) of diesel
sprays, taking advantage of the available x-ray radiography measurements
available in the ECN database [21]. This experiment is conducted with the
ambient gas at room temperature (303 K) due to the x-ray transparent poly-
mer windows used, which cannot withstand high temperature. Nevertheless,
the same ambient density of the nominal evaporating Spray A condition is
matched in order to reproduce similar conditions for the spray breakup pro-
cess, assuming that density is a more critical parameter than pressure for
atomization [31]. The main conditions of this experiment are presented in
Table 1. Further details about the experimental set-up are provided in [21].

Table 1: Conditions for non-evaporating Spray A exper-
iment

Fuel n-Dodecane
Ambient composition 100% N2

Injection pressure [MPa] 150
Ambient temperature [K] 303
Ambient density [kg/m3] 22.8

Fuel injection temperature [K] 343

A detailed internal nozzle geometric characterization has been performed
for the injector employed in these experiments, where the main characteristics
are presented in Table 2. The nozzle orifice outlet diameter, nozzle orifice
inlet diameter, length, and inlet radius are denoted by Do, Di, L and r,
respectively. The nozzle convergence is described by the k-factor, as defined
in [29]. This smooth entrance and strong convergent angle indicate that the
nozzle is unlikely to cavitate, providing a simplification of the nozzle/spray
connection.

Table 2: Nozzle geometric characteristics for single-hole Spray A ECN injector

Injector Serial# Do[µm] Di[µm] L/Do[-] r/Do[-] k-factor
210675 89.4 116 11.5 0.23 2.7

Even though the internal nozzle geometry has some impact on the first
millimeters of the spray, in this work only external flow is considered. A basic
evaluation case is enough to accomplish the main objective of validating and
evaluating the newly implemented solver against the existing one.
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5. Results and Discussion

The new construction of the Σ-Y model built around the IMEX-RK3
algorithm is compared for speed and accuracy to an existing implicit imple-
mentation [12, 19] based on a PISO algorithm.

5.1. Computational Domain and Model set-up

In order to simulate the single-hole Spray A injector (Serial# 210675)
external flow, a fully three-dimensional domain is considered. This computa-
tional domain represents a cylindrical spray chamber with 80 mm in length
and 50 mm in diameter. The mesh is structured with non-uniform grid res-
olution, containing regular cells along the nozzle orifice and stretched with
an expansion ratio of 1.01 and 1.06 in the axial and radial directions, re-
spectively. This grid consists of around 2.2 million hexahedral cells and it is
designed with a similar mesh structure as in [12, 19]. In the present study, in
order to accurately reproduce the near nozzle spray structure and especially
at close axial positions, i.e. below 1 mm, outlet orifice grid resolution has
been increased, after a grid convergence study using 6, 10, 20 and 30 cells
along the orifice diameter. Modeling predictions are compared with the x-
ray radiography measurements conducted at Argonne National Laboratory.
This measurements, conducted in the near nozzle dense region of a diesel
spray, provide a variable called the projected mass density of the fuel, which
is calculated by a line-of-sight integration along the x-ray beam [21, 39]. A
similar procedure is replicated with the simulation data in order to enable
fair comparisons against experiments.

In Fig. 1, detailed comparison is made along the transverse direction for
the CFD simulations and x-ray radiography data. This comparison is made
at 0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit. Note that the
experimental profiles have been shifted to be centred at the axis in order to
avoid the effect produced by the offset of the orifice outlet with respect to
the needle axis present in the single-hole Spray A injector (Serial# 210675).
Neglecting these asymmetries present in the nozzle, results depict at 0.1 mm
a progressively enhanced performance with mesh refinement and also the
achievement of mesh convergence results. Better agreement is also revealed
at 2 mm in terms of peak projected density while at 6 mm quite similar
predictions are computed by all the grid resolutions. At the sight of the
results, clearly the 20 cells orifice diameter resolution mesh is chosen for the
following calculations.
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Figure 1: Computed and measured profiles of projected mass density [µg/mm2] at 500 µs
after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit.
Different orifice mesh resolution

Concerning the boundary conditions, no-slip conditions were selected for
all the walls of the domain. A non-reflexive boundary condition is used for
the outlet and a time varying velocity condition is used for the inlet. The inlet
velocity is obtained from mass flow rate and momentum flux measurements
[37], applying a constant radial profile of axial velocity and density at nozzle
outlet.

The k-ε turbulence model was employed for the simulations. Due to the
well known round jet spreading overprediction of k-ε type models [40], a
corrected value (1.60) for C1ε is used, as indicated in [12, 19]. Pope [40] has
previously suggested that the latter value should be used for round jets. The
turbulent intensity was set to 5% [12, 19, 24, 30] and the length scale to 10%
of the orifice diameter, as suggested in [42] . In any case, the sensitivity to
inlet boundary condition turbulence level is studied around these reference
values (see Table 3).

Table 3: Turbulence level sensitivity study

Study Turbulent intensity (It) [%] Length scale (Lt) [%]
Base 5 10
It2.5 2.5 10
Lt5 5 5

In Fig. 2, projected density profiles are compared again at the three axial
locations of 0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit for the
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Figure 2: Computed and measured profiles of projected mass density [µg/mm2] at 500 µs
after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit.
Different turbulence levels

different turbulence levels. Results depict fair agreement with measurements
for each of this pair of values investigated, a small impact is notice at 2 mm
in terms of peak value but the radial dispersion is equally captured in all
simulations and locations. The important outcome of this study is that the
conclusions of this work are independent of the turbulence level used as long
as suitable values are chosen.

Finally, note that the liquid turbulent flux closure [3] is calculated by
means of a gradient closure and the discretization of the divergence terms
was solved with a Gamma NVD scheme for both solver approaches. However,
a first order Euler scheme is applied for time derivative terms in the case of
the existing Σ − Y solver [12, 19] while with the IMEX-RK3 algorithm a
second order accuracy is achieved.

5.2. Scalability Test

CFD simulations have been conducted making used of the Extreme Sci-
ence and Engineering Discovery Environment (XSEDE) [49]. Specifically,
the computations utilized the TACC Stampede system (at The University of
Texas at Austin), which consists of a 10 PFLOPS (PF) Dell Linux Cluster
based on 6400+ Dell PowerEdge server nodes, each outfitted with 2 Intel
Xeon E5 (Sandy Bridge) processors.

In order to investigate the efficiency of the implementations, several sim-
ulations were conducted using different number of processors (32, 64, 128 and
256). The parallel speedup comparison is made against the ideal linear scal-
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Figure 3: Speedup comparison between both CFD solvers

ability prediction in Fig. 3. The improvement is quite significant; the IMEX-
RK3 approach achieves extremely good scalability, scaling linearly down to
below 18 thousand cells per core. On the other hand, the previous implicit
Σ− Y implementation is not able to scale.

OpenFOAM and FOAM-extend employ a no-halo paradigm for paral-
lelization. This paradigm avoids the complexity of maintaining and sharing
a set of halo cells that overlap neighboring processor domains, but may re-
quire more frequent communication between processors. Some past tests of
OpenFOAM scalability have noted poor parallel efficiency [7, 27, 33, 41].
None of these works observed good parallel efficiency beyond 64 processors.
Rivera et al. [41] investigated the parallel efficiency in detail, noting that
scalability required at least 34,000 cells per processor. They did point out
that, with much larger test problems, and with a regular block domain that
permits simple decomposition, speedup with up to 1024 processors has been
demonstrated in prior work.

In the present work, for situations where the number of cells per processor
is very large, the older solver is faster. For example, with only 32 processors,
the PISO Σ − Y treatment is roughly twice as fast as the new algorithm.
However, with 256 processors, the new algorithm is 34 times faster than the
PISO algorithm.
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5.3. Accuracy Test
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(a) x-ray data
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(b) IMEX-RK3 CFD simulation
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(c) Σ-Y CFD simulation

Figure 4: Projected mass density distributions [µg/mm2] at 500 µs after SOI from x-ray
data and CFD simulations

As previously described, the projected mass density of the fuel from x-ray
radiography measurements conducted at Argonne National Laboratory are us
is used for comparison. From the projected density contours, Fig. 4, it is seen
that both simulations can capture the fuel distribution in the very near nozzle
region (i.e., within 6 mm) with both approaches. However, downstream of
this axial position, especially further than 8 mm, the IMEX-RK3 solver
produces results that are slightly better in terms of peak value, while the
radial dispersion of both simulations tend to be over-predicted.

A more detailed comparison is made along the transverse direction com-
paring the simulations and x-ray radiography data in Fig. 5. The results
are not dramatically different and only a slightly lower peak value can be
detected in the case of IMEX-RK3 solver predictions in the dense spray re-
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gion (0.1 mm, 2 mm). But the differences at 6 mm start to be noticeable,
with a peak value prediction by IMEX-RK3 approach almost in the range
of experimental data while the base-solver implementation’s profile tends to
over-predict it. These contrast could be expected due to the results depicted
from the projected density contours (Fig. 4). In terms of radial dispersion,
results are well matched by both CFD approaches.
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Figure 5: Computed and measured profiles of projected mass density [µg/mm2] at 500 µs
after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit
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Figure 6: Computed and measured spray penetration [left] and centerline liquid volume
fraction at 500 µs after SOI [right]

Apart from the projected mass density variable, a tomographic recon-
struction of the radiography data for liquid volume fraction (LVF) was made
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by Pickett et al. [39]. These measurements, publicly available at [16], eluci-
date the effects on the spray dispersion and the intact core length predictions
of CFD models. In Fig. 6, the axial profile of the reconstructed liquid vol-
ume fraction is compared with CFD computed profiles (right) and a typical
characterization spray parameter such as penetration is also evaluated (left).
In terms of spray penetration, note in this case that the data are given based
on two independent datasets: x-ray radiography from Argonne (black circles)
and schlieren imaging from Sandia National Laboratories (black line), show-
ing the limitations of this last technique for capturing the spray within the
dense zone near the nozzle exit. In regards to the simulations, both models
predict very similar results, although the IMEX-RK3 model is slightly better
and seems to fall almost within the experimental uncertainty of measured
values. Concerning the LVF axial profiles, the experimental measurements
are available only within the first 12 mm. Again the new implementation
of the model performs slightly better, predicting a longer intact liquid core
(LV F = 1), in more agreement with measurements, and a better approx-
imated decay of the liquid volume fraction profile. Discrepancies of the
near-nozzle liquid volume profiles with respect to the measurements could
be overcome by using a boundary condition from an internal nozzle flow sim-
ulation [13]. The effect of using these simulated profiles (not constant at
the orifice exit), derived from coupled calculations, prevent the fast mixing
process that occurs when using constant inlet profiles, improving the intact
core but also with a different decay which match with experimental measure-
ments. Nevertheless, this effects takes place only within 5 mm or 6 mm of
the spray and vanishes further downstream, as it has been previously shown
in [13].

The tomographic reconstruction is also available for radial profiles at
different axial positions, so a more detailed comparison between simulations
was made in Fig. 7. Three computed and reconstructed liquid volume fraction
radial profiles are compared. The axial locations are the same as in the case of
projected mass density analyses (x = 0.1 mm, 2 mm and 6 mm downstream
of the nozzle exit). It is seen that the radial dispersion at all locations is quite
similar for both simulations. However, remarkable differences are depicted
in terms of peak value as previously seen in the axial profiles Fig. 6 (right).
The most interesting are the greatest differences seen at 6 mm downstream,
as shown for the projected mass density in Fig. 5, where the IMEX-RK3
implemented solver clearly outperforms the implicit one. In summary, the
IMEX-RK3 solver produces a marginally better simulation due to the density
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Figure 7: Computed and reconstructed liquid volume fraction radial profiles at 500 µs
after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit

based solver algorithm keeps the fields better synchronized, which can be seen
in the small differences detected in projected density profiles at 6 mm (Fig. 5)
and the smoother LVF axial predicted profile (Fig. 6).

Finally, the results were used to check the consistency between variables.
This test uses pressure, volume fraction of liquid, and the two pure phase
densities to calculate the density. This density represents what would be
predicted by the equation of state. However, conservation of mass is used to
calculate the actual density in the simulations.

Figure 8 shows the percentage discrepancy between the density of the
equation of state and conservation of mass along a transverse section. Three
curves are shown, each corresponding to three different numerical methods
for simulating compressible Eulerian mixing. The original scheme employed
by Trask et al. [50] made no attempt to maintain consistency between these
two densities. The second curve represents using an ad-hoc penalty function
in the pressure equation. This method, employed by Garcia et al. [19],
seems to maintain consistency well. However, the present work maintains
even better consistency without any ad-hoc adjustment.

6. Summary and Conclusions

A new solver construction is reported that improves the accuracy, stabil-
ity, and parallel efficiency of Eulerian spray simulations. This construction
is well-suited for large-scale parallel computation of the near-nozzle spray
evolution. The wall-clock time for the 256-processor test was about nine
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Figure 8: Assessment of consistency between the equation of state and conservation of
mass. The three methods correspond to the present work, Garcia-Oliver et al. [19] and
Trask et al. [50], respectively

hours, permitting fast enough turn-around for such modeling to be part of
a practical injector design cycle. As an additional benefit, validation tests
have shown that the predictions are superior to those from a past PISO-based
construction.

The use of the Runge-Kutta construction has long-term value, not only
for its present performance, but also for its potential. Adding new transport
equations, even ones that are tightly coupled to the existing equations, does
not require substantial reorganization of the code, because the order in which
the equations are solved no longer matters.

Also, the density-based construction is well-suited to handling the high
Mach numbers that can occur in bubbly flows, such as cavitation. Hence, this
approach shows great potential for inclusion of a cavitation model, which is
planned to be included by means of a Homogeneous Relaxation Model (HRM)
[44]. For example, Schmidt et al. [45] employed a 3rd order Runge-Kutta
construction for simulating cavitation in diesel fuel injector nozzles. Such
an extension would be a logical topic for future work. In summary, the new
solver shows great promise for future simulations of diesel sprays in the age
of peta-scale computing.
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