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#### Abstract

In this paper we prove first some abstract theorems on existence of global attractors for differential inclusions generated by $\omega$-dissipative operators. Then these results are applied to reaction-diffusion equations in which the Banach space $L_{p}$ is used as phase space. Finally, new results concerning the fractal dimension of the global attractor in the space $L_{2}$ are obtained.
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## 1. Introduction

The theory of global attractors for partial differential equations have been applied to a wide range of equations of parabolic and reaction-diffusion types. It is very important in this theory to choose an appropriate phase space for the system. The existence, uniqueness and properties of solutions of partial differential equations depend strongly on the phase space.

The more common phase space used for reaction-diffusion equations is the space $L_{2}(\Omega)$ (see [3], [4], [5], [6], [7], [13], [17], [18], [21], [25], [26], [28], [29], [31], [32], [33]).

However, other spaces like $L_{\infty}(\Omega)$ [1], $H^{\gamma}(\Omega), 0<\gamma \leq 1$ (see [2], [11], [12], [20] and their bibliography) or $C(\Omega)$ (see [15]-[16], [27]) have been also used succesfully.

As far as we know, the space $L_{p}(\Omega)$, where $2<p<\infty$, has not been considered so far.

In this paper we shall consider the existence of global attractors for differential inclusions of the type

$$
\left\{\begin{array}{c}
x^{\prime}(t) \in A(x(t)), \\
u(0)=u_{0},
\end{array}\right.
$$

where $A$ is a multivalued $\omega$-dissipative operator.

This general framework allows us to apply the obtained results in order to prove the existence of a global attractor for the following reaction-diffusion equation

$$
\left\{\begin{array}{c}
\left.\frac{\partial u}{\partial t}-\Delta u+f(u) \ni \omega u+h, \text { on }\right] 0, T[\times \Omega, \\
u=0, \text { on }] 0, T[\times \Gamma, \\
u(0, x)=u_{0}(x) \in L_{p}(\Omega),
\end{array}\right.
$$

where $f: \mathbb{R} \rightarrow 2^{\mathbb{R}}$ is a multivalued maximal monotone map and $2 \leq p<\infty$. Therefore, we extend the results of attractors for reaction-diffusion equations to the case where the phase space $L_{p}(\Omega)$ is used. Moreover, the nonlinear function $f$, which is usually a continuous one, can be in our case multivalued. Hence, our results are valid also for differential equations with discontinuous nonlinearities. We obtain also a result (see Theorem 4.4), which is new in the case where $f \in C^{1}$ and $p=2$.

In the case $p=2$ we obtain some estimates of the fractal dimension of the global attractor. Such estimates are well known under different conditions on the function $f$ (see [3]-[5], [7], [18], [25]). In all these papers the function $f$ is at least Lipschitz on any bounded set of $\mathbb{R}$. We shall extend these result by considering a function $f(s)$ which is Lipschitz on a fixed bounded set $[-a, a]$ but can be even discontinuous for $s \notin[-a, a]$.

We shall recall now some definitions of the theory of dynamical systems (see [20], [22]-[23], [29] for more details). Let $Y$ be a complete metric space with the metric denoted by $\rho(\cdot, \cdot), V: \mathbb{R}_{+} \times Y \rightarrow Y$ be a semigroup of operators, i.e., the following properties hold

$$
\begin{gathered}
V\left(t_{1}, V\left(t_{2}, x\right)\right)=V\left(t_{1}+t_{2}, x\right), \text { for all } t_{1}, t_{2} \in \mathbb{R}_{+}, x \in Y, \\
V(0, \cdot)=I .
\end{gathered}
$$

The map $x \longmapsto V(t, x)$ is supposed to be continuous for each $t \in \mathbb{R}_{+}$.
Let us introduce the next notation:
$\mathcal{B}(Y)$ is the set of all bounded subsets of $Y$;
$\gamma_{\tau}^{+}(x)=\underset{t \geq \tau}{\cup} V(t, x), \gamma_{\tau}^{+}(A)=\underset{x \in A}{\cup} \gamma_{\tau}^{+}(x)$, where $t, \tau \in \mathbb{R}_{+}, x \in Y, A \in \mathcal{B}(Y)$;
$\omega(B)=\bigcap_{t>0} \overline{\gamma_{t}^{+}(B)}$ is the $\omega$-limit set.
We denote by $Z$ the set of stationary points of $V$, i.e.,

$$
Z=\left\{u \in Y \mid V(t, u)=u, \quad \text { for all } t \in \mathbb{R}_{+}\right\}
$$

The continuous function $L: Y \rightarrow \mathbb{R}$ is called a Lyapunov function on $Y$ for $V$ if $L(V(t, x))<L(x)$ for any $t>0, x \in Y, x \notin Z$.

Let us recall the concept of distance between sets. Let $A, B \subset Y$. Then the distance from $A$ to $B$ is determined as follows:

$$
d(A, B)=\sup _{x \in A}\left\{\inf _{y \in B} \rho(x, y)\right\} .
$$

Definition 1.1. The compact set $\Re \subset Y$ is called a global attractor of the semigroup $V$ if the following conditions hold:
(1) It attracts each set $B \in \mathcal{B}(Y)$, that is,

$$
d(V(t, B), \Re) \rightarrow 0, \text { as } t \rightarrow+\infty .
$$

(2) It is invariant, i.e., $V(t, \Re)=\Re$, for all $t \geq 0$.

Definition 1.2. The semigroup $V$ is called "pointwise dissipative" if there exists a bounded set $B_{1}$ which attracts each $x \in Y$.

Remark 1.3. We note that if for any $B \in \mathcal{B}(Y)$ there exists some $T=T(B) \in$ $\mathbb{R}_{+}$for which $\gamma_{T}^{+}(B) \in \mathcal{B}(Y)$, then pointwise dissipativeness is equivalent to the existence of a bounded set $B_{0}$ such that for each $x \in Y$ there exists $T(x)$ for which $V(T, x) \in B_{0}$. In such a case we can take $B_{1}=\gamma_{T\left(\mathrm{~B}_{0}\right)}^{+}\left(B_{0}\right)$.

Definition 1.4. The semigroup $V$ is said to be time-continuous if the map $t \mapsto V(t, x)$ is continuous for each $x \in Y$.

Theorem 1.5. ([23, p.107-109] and [19, p.4-5])Let $V(t, \cdot)$ be compact for some $t>0$ and let $V$ be pointwise dissipative. Suppose that for any $B \in \mathcal{B}(Y)$ there exists $T=T(B) \in \mathbb{R}_{+}$such that $\gamma_{T}^{+}(B) \in \mathcal{B}(Y)$. Then $V$ has the global attractor $\Re$. If $V$ is time-continuous and $Y$ is connected, then $\Re$ is connected.

This paper is organized as follows. In the second section we prove the existence of attractors for abstract differential inclusions in Banach spaces generated by $\omega$-dissipative operators. In the third section we apply the abstract results of the preceding section to differential inclusions generated by subdifferential maps in Hilbert spaces. In the fourth section we prove the existence of global attractors for reaction-diffusion equations in $L_{p}(\Omega)$ spaces. Finally, in the fifth section we obtain estimates of the fractal dimension of the global attractor of reaction-diffusion equations in the Hilbert space $L_{2}(\Omega)$.

## 2. Existence of attractors of differential inclusions generated BY $\omega$-DISSIPATIVE OPERATORS

Let $X$ be a real Banach space with its dual denoted by $X^{*}$. We shall denote by $\|\cdot\|$ and $\|\cdot\|_{*}$ the norms in $X$ and $X^{*}$ respectively. $\langle\cdot, \cdot\rangle$ will denote pairing between the spaces $X$ and $X^{*}$. Consider the next differential inclusion

$$
\left\{\begin{array}{c}
\frac{d u(t)}{d t} \in A(u(t)), 0 \leq t<\infty  \tag{2.1}\\
u(0)=u_{0} \in X
\end{array}\right.
$$

where $A: D(A) \subset X \rightarrow 2^{X}$ is a multivalued nonlinear operator and $u: \mathbb{R}_{+} \rightarrow$ $X$.

We remind that the dual operator $J: X \rightarrow 2^{X^{*}}$ (may be multivalued) is defined as follows:

$$
J(x)=\left\{j \in X^{*} \mid\|x\|^{2}=\|j\|_{*}^{2}=\langle x, j\rangle\right\} .
$$

Consider the next conditions:
(A1) The operator $A$ is $\omega$-dissipative, i.e., for all $x_{1}, x_{2} \in D(A), y_{1} \in A\left(x_{1}\right)$, $y_{2} \in A\left(x_{2}\right)$, there exists $j\left(x_{i}, y_{i}\right) \in J\left(x_{1}-x_{2}\right)$ such that

$$
\left\langle y_{1}-y_{2}, j\right\rangle \leq \omega\left\|x_{1}-x_{2}\right\|^{2},
$$

where $\omega \geq 0$.
When $\omega=0$ the operator $A$ is called dissipative. It is easy to check that condition (A1) is equivalent to the dissipativeness of the operator $\underline{A-\omega}$.
(A2) $\frac{A-\omega)}{D(A)} \subset \underset{0<\lambda<\lambda_{0}}{\cap} \operatorname{Im}(I-\lambda A)$, where $\lambda_{0}>0, \lambda_{0} \omega<1$.
Notice that $\overline{D(A)}$ is a complete metric space endowed with the usual metric $\rho(x, y)=\|x-y\|$, for all $x, y \in \overline{D(A)}$.

If conditions A1 and A2 are satisfied, then there exists a semigroup of operators $V: \mathbb{R}_{+} \times \overline{D(A)} \rightarrow \overline{D(A)}$ corresponding to the operator $A$ (see [8, p.108] or [14, p.63]) such that $V$ is determined by the next formula

$$
\begin{equation*}
V(t, x)=\lim _{n \rightarrow \infty}\left(I-\frac{t}{n} A\right)^{-n} x, x \in \overline{D(A)}, t \in \mathbb{R}_{+} . \tag{2.2}
\end{equation*}
$$

Moreover, for any fixed $t \in \mathbb{R}_{+}$one has

$$
\begin{equation*}
\|V(t, x)-V(t, y)\| \leq \exp (\omega t)\|x-y\|, \text { for all } x, y \in \overline{D(A)} \tag{2.3}
\end{equation*}
$$

It follows from inequality (2.3) that the map $x \longmapsto V(t, x)$ is continuous for each $t \in \mathbb{R}_{+}$.

A map $u:[0, T] \rightarrow X$ is called a strong solution of inclusion (2.1) on $[0, T]$ if:
(1) $u$ is continuous on $[0, T]$ and $u(0)=u_{0}$;
(2) $u$ is absolutely continuous on any compact subset of $(0, T)$;
(3) $u$ is almost everywhere (in short, a.e.) differentiable on $(0, T)$ and satisfies inclusion (2.1) a.e. on $(0, T)$.

Remark 2.1. If $u(\cdot), u(0)=u_{0}$, is a strong solution of (2.1) and (A1), (A2) hold, then $u(t)=V\left(t, u_{0}\right)$ [14, Theorem 3.1], where $V$ is the semigroup defined by (2.2).

Remark 2.2. Suppose that the space $X$ is reflexive, (A1), (A2) hold and the operator $A$ is closed. Then the map $u(t)=V\left(t, u_{0}\right)$ is a strong solution of (2.1) for any $T>0, u_{0} \in D(A)$ [14, p.77].

We also must consider the next condition:
(A3) $\operatorname{Im}(I-\lambda A)=X$,for all $\lambda>0$.
A dissipative operator which satisfies A3 is called m-dissipative. In such a case A2 is always satisfied. Moreover, every m-dissipative operator is closed [8, p.75].

If $A=B+\omega I$ with $B$ m-dissipative, then $A$ is closed and (A1), (A2) are satisfied. Indeed,

$$
\operatorname{Im}(I-\lambda A)=\operatorname{Im}(I-\lambda B-\lambda \omega I)=\operatorname{Im}((1-\lambda \omega) I-\lambda B)=
$$

$$
=\operatorname{Im}\left(I-\frac{\lambda}{1-\lambda \omega} B\right)=X,
$$

if $1-\lambda \omega>0$. Hence,

$$
\cap_{0<\lambda<\lambda_{0}}^{\cap} \operatorname{Im}(I-\lambda A)=X, \text { if } \quad \lambda_{0} \omega<1 .
$$

In that case we have the inclusion:

$$
\begin{equation*}
\frac{d u(t)}{d t} \in B(u(t))+\omega u(t), u(0)=u_{0} . \tag{2.4}
\end{equation*}
$$

Remark 2.3. It is easy to prove that if $u(t)=V(t, x)$ is a strong solution of (2.1) for each $x \in \overline{D(A)}$, then the set of stationary points $Z$ can be characterized as follows:

$$
Z=\{u \in D(A) \mid 0 \in A(u)\}
$$

It may be proved also that if $A=B+\omega I$, where $B$ is m-dissipative, then this characterization is also true.

First we shall recall the next result, which states the existence of a compact attractor for m-dissipative operators.
Theorem 2.4. [30, p.609] Let $A$ be an m-dissipative operator. Suppose that the semigroup $V$ generated by $A$ is compact for some $t_{0}>0$ and that $Z$ is nonempty and bounded. Assume also that the next condition is satisfied:

$$
\begin{align*}
& \text { If } x \in \overline{D(A)} \text { and }\|V(t, x)-v\|=\|x-v\| \text { for all } v \in Z \text {, for all } t \geq 0 \text {, }  \tag{2.5}\\
& \text { then } x \in Z \text {. }
\end{align*}
$$

Then $Z$ is the global attractor of $V$. Moreover, the following conditions hold:
(1) $Z$ is connected if $\overline{D(A)}$ is connected;
(2) Every positive trajectory $\left\{x(t)=V\left(t, x_{0}\right), t \in \mathbb{R}_{+}, x_{0} \in \overline{D(A)}\right\}$ converges to some element $z \in Z$, i.e., $\omega(x)=z \in Z$, for all $x \in \overline{D(A)}$.
Remark 2.5. In fact, m-dissipativeness is too strong. The statement of the theorem remains valid if $(A 1)-(A 2)$ hold with $\omega=0$.
Remark 2.6. The proof of Theorem 2.4 is based on the results from [23]. It is remarked in [19] that in the abstract result of that paper on the connectivity of the global attractor is necessary to supppose the semigroup $V$ to be timecontinuous. Since the semigroup $V$ is time-continuous, the statement of point (1) remains valid.

To obtain suitable conditions on $A$ and also to study the $\omega$-dissipative case we need strong solutions of (2.1).

Further, we shall prove two results on existence of the global attractor for the semigroup $V$.
Lemma 2.7. Suppose that $A$ satisfies (A1)-(A2) and that $u(t)=V\left(t, u_{0}\right)$ is a strong solution of (2.1) for any $u_{0} \in \overline{D(A)}$. Suppose also that there exists $u \in Z$ such that the next condition holds:
for all $x \in D(A), x \notin Z, y \in A(x)$, there exists $j \in J(x-u)$ for which

$$
\begin{equation*}
\langle y, j\rangle<0 \tag{2.6}
\end{equation*}
$$

Then the function $L(x)=\|x-u\|$ is a Lyapunov function for $V$ on $\overline{D(A)}$.
Proof. Suppose that $x \notin Z$. Since the map $x(t)=V(t, x)$ is continuous on $t$, there exists an interval $[0, s)$ such that $x(t) \notin Z$ for any $t \in[0, s)$. Multiplying (2.1) by $j \in J(x(t)-u)$ and using (2.6), we have

$$
\left\langle\frac{d x(t)}{d t}, j\right\rangle<0 \text { a.e. } t \in(0, s) .
$$

By Lemma 1.2 from [8, p.100] we have $\left\langle\frac{d x(t)}{d t}, j\right\rangle=\left(\frac{d}{d t}\|x(t)-u\|\right)\|x(t)-u\|$. Hence,

$$
\left(\frac{d}{d t}\|x(t)-u\|\right)\|x(t)-u\|<0 \text { a.e. } t \in(0, s) .
$$

By integration we obtain

$$
\|x(t)-u\|<\|x(0)-u\|, \text { if } t \in(0, s) .
$$

It is easy to see that the last inequality holds for any $t>0$. Indeed, let $x(s) \in Z$. Then $x(t)=x(s)$, for all $t \geq s$, and

$$
\|x(s)-u\|=\lim _{\tau \rightarrow s}\|x(\tau)-u\|=\inf _{0<\tau<s}\|x(\tau)-u\|<\|x(0)-u\|,
$$

since $\|x(\tau)-u\|$ is a decreasing function on $[0, s)$. So, $L(x)=\|x-u\|$ is a Lyapunov function for $V$ on $\overline{D(A)}$.

Theorem 2.8. Let A satisfy conditions (A1) - (A2), $V$ be compact for some $t_{0}>0$, the map $u(t)=V\left(t, u_{0}\right)$ be a strong solution for all $u_{0} \in \overline{D(A)}, Z$ be nonempty and bounded and (2.6) hold for some $u \in Z$. Then $V$ has the global attractor $\Re$. It is connected if $\overline{D(A)}$ is connected.

Proof. It follows from Lemma 2.7 that $L(x)=\|x-u\|$ is a Lyapunov function for $V$ on $\overline{D(A)}$ and also that for some $u \in Z$ one has

$$
\left\|V\left(t, u_{0}\right)-u\right\| \leq\left\|u_{0}-u\right\|, \text { for all } u_{0} \in B \in \mathcal{B}(\overline{D(A)}) .
$$

Then, it is obvious that $\gamma_{0}^{+}(B) \in \mathcal{B}(\overline{D(A)})$.
$Z$ is nonempty and bounded by assumption. It is well known from [23, Theorems 2.1 and 2.4] that if $V$ is compact for some $t>0$, there exists a Lyapunov function and $\gamma_{0}^{+}(x)$ is a bounded set, then $\omega(x)$ is nonempty, compact and attracts $x$. Moreover, $\omega(x) \subset Z$. It follows that $Z$ attracts any $x \in \overline{D(A)}$, so that $V$ is pointwise dissipative.

We conclude the proof by applying Theorem 1.5.
Corollary 2.9. Under the conditions of Theorem 2.8, $\Re=Z$ if we suppose that one of the next conditions holds:
(1) (2.6) holds for any $u \in Z$;
(2) $A$ is $m$-dissipative.

Moreover, in the second case $\omega(x)=z \in Z$, for all $x \in \overline{D(A)}$.

Proof. Let us prove the first statement. Let $u \in \Re$. We must prove that in this case $u \in Z$.

Recall that the function $u(\cdot): \mathbb{R} \rightarrow X$ is called a complete trajectory of $V$ if $u\left(t+t_{1}\right)=V\left(t, u\left(t_{1}\right)\right)$, for all $t_{1} \in \mathbb{R}, t \in \mathbb{R}_{+}$. This function will be called a complete trajectory of the point $x$ if $u(0)=x$.

From the definition, every global attractor is the union of all bounded complete trajectories of $V$ (for a proof see [22, p.10]). Hence, the point $u$ belongs to some bounded complete trajectory $\{u(t), t \in \mathbb{R}\}$. Without loss of generality we can put $u(0)=u$. From each sequence $\left\{u\left(t_{n}\right)\right\}, t_{n} \nearrow+\infty$ (that is, an increasing sequence of times converging to $+\infty$ ) or $t_{n} \searrow-\infty$ (that is, a decreasing sequence of times converging to $-\infty$ ), belonging to a complete bounded trajectory $\{u(t), t \in \mathbb{R}\}$, we can choose a subsequence converging to some stationary point (see [23, Theorem 2.4]). It follows that there exist two sequences $\left\{u\left(t_{n}\right)\right\}, t_{n} \nearrow+\infty,\left\{u\left(t_{m}\right)\right\}, t_{m} \searrow-\infty$, such that

$$
\lim _{n \rightarrow \infty} u\left(t_{n}\right)=u_{1} \in Z, \lim _{m \rightarrow \infty} u\left(t_{m}\right)=u_{2} \in Z
$$

Let us prove by contradiction that $u \in Z$. Suppose the opposite. Then by (2.6) and using Lemma 2.7 we have

$$
\left\|u\left(t_{n}\right)-u_{2}\right\|<\left\|u-u_{2}\right\|<\left\|u\left(t_{m}\right)-u_{2}\right\|, \text { for all } t_{n}>0, t_{m}<0 .
$$

Since $\lim _{t_{m} \rightarrow-\infty}\left\|u\left(t_{m}\right)-u_{2}\right\|=0$, we obtain $u=u_{1}=u_{2} \in Z$. Thus, $\Re \subset Z$, from which $\Re=Z$.

Let us prove the second statement. Since $L(x)=\|x-u\|$ is a Lyapunov function for some $u \in Z$, (2.5) is immediately satisfied. Thus, the second statement is a consequence of Theorem 2.4.

Remark 2.10. If $A=B+\omega I$, where $B$ is m-dissipative (or satisfies ( $A 1$ ) and (A2) with $\omega=0$ ), (2.6) can be written in the next way: there exists $u \in Z$ such that
for all $x \in D(A), x \notin Z, y \in B(x)$, there exists $j \in J(x-u)$ for which

$$
\begin{equation*}
\langle y, j\rangle<-\omega\langle x, j\rangle \tag{2.7}
\end{equation*}
$$

In the preceding theorem we have used conditions providing the existence of a compact attractor. In the next one we shall consider another kind of conditions without using the set of stationary points $Z$.

Theorem 2.11. Let A satisfy (A1)-(A2), $V$ be compact for some $t_{0}>0$, $u(t)=V\left(t, u_{0}\right)$ be a strong solution for any $u_{0} \in D(A)$ and the next condition hold: there exist $C>0, \delta>0$ such that

$$
\begin{align*}
& \text { for all } u \in D(A),\|u\|>C, y \in A(u), \text { there exists } j \in J(u) \text { for which }  \tag{2.8}\\
& \qquad<y, j>\leq-\delta .
\end{align*}
$$

Then $V$ has the global attractor $\Re$. It is connected if $\overline{D(A)}$ is connected.
Proof. First we shall prove that for all $x \in D(A)$ there exists $t(x)$, for which $V(t, x) \in B_{0}$, where

$$
B_{0}=\{u \in \overline{D(A)} \mid\|u\| \leq C+\epsilon\},
$$

with $\epsilon>0$.
Let $x \notin B_{0}$, so that $\|x\|>C+\epsilon$. Suppose that $u(t)=V(t, x) \notin B_{0}$, for all $t \geq 0$. Then, using (2.8) and arguing as in the proof of Lemma 2.7 we get

$$
\|u(t)\|^{2} \leq\|u(0)\|^{2}-2 \delta t, \text { for all } t \geq 0
$$

For $t$ great enough $u(t) \in B_{0}$. The resulting contradiction proves that $u(t) \in B_{0}$ for some $t$.

Further, let us prove the inclusion $\gamma_{0}^{+}(B) \in \mathcal{B}(\overline{D(A)})$, if $B \in \mathcal{B}(\overline{D(A)})$, $B \subset D(A)$. For this purpose it suffices to show that if $\left\|u_{0}\right\| \leq M, u_{0} \in$ $D(A), M>C$, then $\|u(t)\|=\left\|V\left(t, u_{0}\right)\right\| \leq M$, for all $t \geq 0$. Indeed, suppose that $\left\|u\left(t_{1}\right)\right\|>M$, for some $t_{1}>0$. Since the map $u(\cdot)$ is continuous on $[0, \infty)$ it is clear that there exists $t_{2}<t_{1}$ such that $\left\|u\left(t_{2}\right)\right\|=M$ and $\|u(t)\|>M$ for $t_{2}<t \leq t_{1}$. But in this case we obtain arguing as before that $\left\|u\left(t_{1}\right)\right\|^{2} \leq\left\|u\left(t_{2}\right)\right\|^{2}-2 \delta\left(t_{2}-t_{1}\right)$, which is a contradiction.

It remains to consider the case where $x \in \overline{D(A)} \backslash D(A)$. Let us show first that $V(t, x) \in B_{0}$ for some $t(x) \geq 0$. Let it not be so, i.e., $V(t, x) \notin B_{0}$, for all $t \geq$ 0 . Since $x \in \overline{D(A)}$, we can find a sequence $\left\{x_{k}\right\} \subset D(A)$ such that $\lim _{k \rightarrow \infty} x_{k}=$ $x$. Let $t$ be fixed. Then using (2.3) we obtain that there exists $k_{0}$ such that $\left\|V\left(t, x_{k}\right)\right\| \geq C+\epsilon / 2$, for all $k \geq k_{0}$. Since for any $M>C$ and $x \in D(A)$ we have that $\|V(\tau, x)\| \leq M$, for all $\tau \geq 0$, if $\|x\| \leq M$, we deduce that $\left\|V\left(\tau, x_{k}\right)\right\| \geq C+\epsilon / 2$, for all $\tau \in[0, t], k \geq k_{0}$. Then, using (2.8) again we get

$$
\left\|V\left(t, x_{k}\right)\right\|^{2} \leq\left\|V\left(\tau, x_{k}\right)\right\|^{2}-2 \delta(t-\tau), t>\tau, \text { for all } k \geq k_{0} .
$$

When $k \rightarrow \infty$ we obtain

$$
\|V(t, x)\|^{2} \leq\|V(\tau, x)\|^{2}-2 \delta(t-\tau), t>\tau
$$

It is easy to see that choosing $t$ great enough we have that $V(t, x) \in B_{0}$. Hence, we obtain a contradiction.

It remains to prove that $\gamma_{0}^{+}(B) \in \mathcal{B}(\overline{D(A)})$, for all $B \in \mathcal{B}(\overline{D(A)})$. We shall prove that $V\left(t, B_{M}\right) \subset B_{M}$, for all $t \geq 0$, where

$$
B_{M}=\{v \in \overline{D(A)} \mid\|v\| \leq M\}, M>C .
$$

For any $B \subset B_{M}, B \subset D(A)$, we have already verified the inclusion $V(t, B) \subset$ $B_{M}$, for all $t \geq 0$. Suppose that there exist $x \in \overline{D(A)} \backslash D(A), x \in B_{M}$, and $t>0$ such that $\|V(t, x)\|>M$. Choosing $\left\{x_{k}\right\} \subset D(A),\left\|x-x_{k}\right\| \underset{k \rightarrow \infty}{\rightarrow} 0$, and using (2.3), we have $\left\|V(t, x)-V\left(t, x_{k}\right)\right\| \underset{k \rightarrow \infty}{\rightarrow} 0$. Then $\left\|V\left(t, x_{k}\right)\right\|>M$, for all $k \geq k_{0}$. The resulting contradiction shows that $V\left(t, B_{M}\right) \subset B_{M}$ and then $\gamma_{0}^{+}(B) \in \mathcal{B}(\overline{D(A)})$, for all $B \in \mathcal{B}(\overline{D(A)})$.

Therefore, $\gamma_{0}^{+}(B) \in \mathcal{B}(\overline{D(A)})$, for all $B \in \mathcal{B}(\overline{D(A)})$, and, in view of Remark 1.3, the semigroup $V$ is pointwise dissipative. We conclude the proof by using Theorem 1.5.

Remark 2.12. In view of Remark 2.2 if $X$ is reflexive and $A$ is closed, then $u(t)=V\left(t, u_{0}\right)$ is a strong solution of (2.1) for any $u_{0} \in D(A)$.

Remark 2.13. It is easy to see that if there exist $\epsilon>0, M \geq 0$ such that for all $u \in D(A), y \in A(u)$, there exists $j \in J(u)$ for which

$$
\begin{equation*}
\langle y, j\rangle \leq-\epsilon\|u\|^{2}+M, \tag{2.9}
\end{equation*}
$$

then (2.8) holds.

## 3. Applications to inclusions generated by subdifferential maps

Let $H$ be a real Hilbert space where is given the scalar product denoted by $(\cdot, \cdot)$. We identify $H$ with its dual $H^{*}$ and then the dual operator $J$ is the identity map $I$. We recall that the multivalued operator $A: D(A) \subset H \rightarrow 2^{H}$ is called monotone if

$$
\left(y_{1}-y_{2}, x_{1}-x_{2}\right) \geq 0, \text { for all } x_{1}, x_{2} \in D(A), y_{1} \in A\left(x_{1}\right), y_{2} \in A\left(x_{2}\right)
$$

A monotone operator is called maximal monotone if there does not exist another monotone operator $B$ such that $\operatorname{Graph}(A) \subset \operatorname{Graph}(B)$, where

$$
\operatorname{Graph}(A)=\{(x, y) \in H \times H: y \in A(x)\}
$$

Remark 3.1. The operator $A$ is maximal monotone if and only if $-A$ is $\mathrm{m}-$ dissipative [8, p.71].

Consider the problem

$$
\left\{\begin{array}{c}
\frac{d u}{d t} \in-\partial \varphi(u(t))+\omega u(t)+h,  \tag{3.10}\\
u(0)=u_{0},
\end{array}\right.
$$

where $\omega \geq 0, \partial \varphi: H \rightarrow H$ is the subdifferential of a convex proper lower semicontinuous function $\varphi: H \rightarrow]-\infty,+\infty]$ and $h \in H$. It is well known that $\overline{D(\varphi)}=\overline{D(\partial \varphi)}$ and also that $\partial \varphi$ is a maximal monotone operator $[8$, p.54]. Then $-\partial \varphi$ is m-dissipative in view of Remark 3.1 and $-\partial \varphi+h$ is also m -dissipative.

For any $u_{0} \in \overline{D(\partial \varphi)}$ and $T>0$ there exists a unique strong solution of (3.10), $u(\cdot) \in C([0, T], H)$ (see [9, p.82] or [21, p.1399]). In view of Remark 2.1 we have $u(t)=V\left(t, u_{0}\right)$.

Let us recall the next well-known criterion of compacity of the semigroup $V$ (see [21, p.1398]). We shall give the proof for the sake of completeness.

Lemma 3.2. The semigroup $V(t, \cdot)$ is compact (that is, the map $V(t, \cdot)$ is compact for any $t>0$ ) if the following property is satisfied:
( $L$ ) The level sets $B_{C}$ defined by

$$
B_{C}=\{u \in D(\varphi) \mid\|u\| \leq C, \varphi(u) \leq C\}
$$

are compact in $H$ for every $C \in \mathbb{R}_{+}$.
Moreover, for any $B \in \mathcal{B}(\overline{D(\varphi)})$ and $t>0$ there is $R>0$ such that $V(t, B) \subset B_{R}$.

Proof. We must prove that for every $B \in \mathcal{B}(\overline{D(\varphi)})$ and any $t>0$ the set $V(t, B)$ is precompact in $H$. Let $B_{N}=\{u \in H \mid\|u\|<N\}, N>0$. We take an arbitrary $u_{0} \in B_{N}, u_{0} \in D(\varphi), u(t)=V\left(t, u_{0}\right)$. It follows from [9, p.82] that if $u_{0} \in D(\varphi)$, then

$$
t\left\|\frac{d u}{d t}\right\|^{2}+t \frac{d}{d t} \varphi(u)=t\left(h+\omega u, \frac{d u}{d t}\right) \text { a.e. on }(0, T),
$$

and $\frac{d u}{d t} \in L_{2}(0, T ; H)$. Therefore, it follows that $\varphi(u(t))$ is absolutely continuous on $[0, T][8$, p.189]. Hence, integrating by parts we have

$$
\int_{0}^{T} t\left\|\frac{d u}{d t}\right\|^{2} d t+T \varphi(u(T))=\int_{0}^{T} t\left(h+\omega u, \frac{d u}{d t}\right) d t+\int_{0}^{T} \varphi(u(t)) d t
$$

and then

$$
\begin{align*}
& T \varphi(u(T)) \leq \frac{1}{2} \int_{0}^{T} t\left\|\frac{d u}{d t}\right\|^{2} d t+T \varphi(u(T)) \\
& \leq \frac{1}{2} \int_{0}^{T} t(\|h\|+\omega\|u\|)^{2} d t+\int_{0}^{T} \varphi(u(t)) d t . \tag{3.11}
\end{align*}
$$

On the other hand, without loss of generality we can assume that $\min \{\varphi(u)$ : $u \in H\}=\varphi\left(x_{0}\right)=0$. Indeed, let $x_{0} \in D(\partial \varphi), y_{0} \in \partial \varphi\left(x_{0}\right)$. If we introduce the new function $\widetilde{\varphi}(u)=\varphi(u)-\varphi\left(x_{0}\right)-\left(y_{0}, u-x_{0}\right)$, the inclusion

$$
\frac{d u}{d t}+\partial \varphi(u) \ni h+\omega u
$$

is equivalent to

$$
\frac{d u}{d t}+\partial \widetilde{\varphi}(u) \ni h-y_{0}+\omega u=\widetilde{h}+\omega u
$$

and $\min \{\widetilde{\varphi}(u): u \in H\}=\widetilde{\varphi}\left(x_{0}\right)=0$. It is clear that $\widetilde{\varphi}$ satisfies $(L)$.
Hence, since $h+\omega u(t)-\frac{d u(t)}{d t} \in \partial \varphi(u(t))$ a.e. on $(0, T)$, we have

$$
\varphi(u(t)) \leq\left(h+\omega u(t)-\frac{d u(t)}{d t}, u(t)-x_{0}\right) .
$$

Integrating over $(0, T)$ we get

$$
\begin{gathered}
\int_{0}^{T} \varphi(u(t)) d t \\
\leq \frac{1}{2}\left\|u(0)-x_{0}\right\|^{2}-\frac{1}{2}\left\|u(T)-x_{0}\right\|^{2}+\int_{0}^{T}(\|h\|+\omega\|u(t)\|)\left\|u(t)-x_{0}\right\| d t \\
\leq \frac{1}{2}\left\|u(0)-x_{0}\right\|^{2}+\int_{0}^{T}(\|h\|+\omega\|u(t)\|)\left\|u(t)-x_{0}\right\| d t .
\end{gathered}
$$

Let $v_{0} \in \overline{D(\varphi)}$ be fixed. Obviously, there exists a constant $C$ such that $\|v(t)\| \leq$ $C$, for all $t \in[0, T]$, where $v(t)=V\left(t, v_{0}\right)$. It follows from inequality (2.3) that

$$
\|u(t)-v(t)\| \leq \exp (\omega T)\left\|u_{0}-v_{0}\right\|, \text { for } 0 \leq t \leq T .
$$

Therefore, there are constants $D_{1}, D_{2}$ (depending on $T$ and $N$, but not on $u_{0} \in B_{N}$ ) for which

$$
\begin{gather*}
\|u(t)\| \leq D_{1}, \text { for all } t \in[0, T],  \tag{3.12}\\
\int_{0}^{T} \varphi(u(t)) d t \leq D_{2}<\infty \tag{3.13}
\end{gather*}
$$

Using (3.12)-(3.13) in relation (3.11) we obtain that for any $T>0$ there exists $K>0$ such that $\varphi(u(T)) \leq K$.

Consider now that $u_{0} \in \overline{D(\varphi)}, u_{0} \in B_{N}$. We take a sequence $\left\{u_{0}^{n}\right\} \subset D(\varphi)$ such that $u_{0}^{n} \rightarrow u_{0}$, as $n \rightarrow \infty$. It is clear by inequality (2.3) that $u^{n}(T) \rightarrow$ $u(T)$. Since $\varphi$ is lower semicontinuous, we get

$$
\varphi(u(T)) \leq \liminf _{n \rightarrow \infty} \varphi\left(u^{n}(T)\right) \leq K
$$

Then

$$
V\left(T, B_{N}\right) \subset B_{R}
$$

where $R=\max \left\{K, D_{1}\right\}$. It follows from $(L)$ that $V\left(T, B_{N}\right)$ is precompact in $H$.

Thus, as a consequence of Theorem 2.11 we obtain the following result, which is a slight improvement of Corollary 2.1 from [21].

Corollary 3.3. Let $\varphi$ satisfy ( $L$ ) and let the following condition hold: there exist $\delta, C>0$ such that for all $u \in D(\partial \varphi),\|u\|>C$, for all $y \in-\partial \varphi(u)$ one has

$$
\begin{equation*}
(y, u) \leq-\delta-\omega\|u\|^{2}-(h, u) . \tag{3.14}
\end{equation*}
$$

Then $V$ has the global attractor $\Re$, which satisfies the next property of smoothness: there exists $C \in \mathbb{R}_{+}$such that $\Re \subset B_{C}$.

Proof. It is straightforward to prove by using (3.14) that (2.8) holds. Hence, by Lemma 3.2 all conditions of Theorem 2.11 hold. Finally, since the attractor $\Re$ is invariant, we have $V(t, \Re)=\Re$, for all $t \geq 0$. Taking $t>0$ we obtain by Lemma 3.2 that $\Re \subset B_{C}$ for some $C>0$, as claimed.

Further, as a consequence of Theorem 2.8 and Lemma 3.2 we obtain:
Corollary 3.4. Let $(L)$ be satisfied and let the following conditions hold:
(1) There exists $u \in Z$ such that for all $x \in D(\partial \varphi), x \notin Z$, for all $y \in$ $\partial \varphi(x)$, one has

$$
\begin{equation*}
(y, x-u)>\omega(x, x-u)+(h, x-u) . \tag{3.15}
\end{equation*}
$$

(2) The set of stationary points Z, i.e., the set of solutions of the inclusion

$$
\begin{equation*}
\partial \varphi(u) \ni \omega u+h, u \in H, \tag{3.16}
\end{equation*}
$$ is bounded.

Then $V$ has the global attractor $\Re$.

Remark 3.5. It is possible to transform (3.15) as follows. By the definition of the subdifferential map we have

$$
(y, x-u) \geq \varphi(x)-\varphi(u), \text { for all } y \in \partial \varphi(x)
$$

Hence, (3.15) will be satisfied if

$$
\varphi(x)-\varphi(u)>\omega(x, x-u)+(h, x-u), \text { for all } x \notin Z .
$$

As a consequence of Corollary 2.9 we have:
Corollary 3.6. Let $\omega=0, h=0$, and let $(L)$ be satisfied. If $\varphi$ is coercive, i.e., $\varphi(u) \rightarrow+\infty$, as $\|u\| \rightarrow+\infty$, then $\Re=Z \neq \varnothing$ is the global attractor of $V$.

Proof. Since $\varphi$ is coercive, we have [8, p.52]

$$
\begin{equation*}
Z=\{x \mid 0 \in \partial \varphi(x)\}=\left\{x \in D(\varphi) \mid \varphi(x)=\min _{y \in D(\varphi)} \varphi(y)\right\} \neq \varnothing . \tag{3.17}
\end{equation*}
$$

On the other hand, using again that $\varphi$ is coercive it is easy to check that $Z$ is bounded. Moreover, in view of Remark 3.5 and since $\omega$ and $h$ are equal to zero, in order to prove (3.15) it suffices to satisfy the next condition: $\varphi(x)-\varphi(u)>$ 0 , for all $x \notin Z$, and some fixed $u \in Z$. This condition is satisfied for any $u \in Z$ in view of (3.17). It remains to apply Lemma 3.2 and Corollary 2.9.

Remark 3.7. From the coerciveness of $\varphi$ it follows that $Z$ is non-empty and bounded. We can also use these two conditions instead of coerciveness. On the other hand, in Corollaries 3.4 and $3.6, \Re \subset B_{C}$ for some $C>0$.

## 4. Applications to reaction-diffusion equations

In the sequel $\Omega$ wil be an open bounded subset of $\mathbb{R}^{n}$ with sufficiently smooth boundary $\Gamma$. Consider the boundary value problem:

$$
\left\{\begin{array}{c}
\left.\frac{\partial u}{\partial t}-\Delta u+f(u) \ni \omega u+h, \text { on }\right] 0, T[\times \Omega,  \tag{4.18}\\
u=0, \text { on }] 0, T[\times \Gamma, \\
u(0, x)=u_{0}(x) \text { on } \Omega,
\end{array}\right.
$$

where $\omega \geq 0, f: D(f) \subset \mathbb{R} \rightarrow 2^{\mathbb{R}}$ is a maximal monotone multivalued map such that $D(f)=\mathbb{R}, h \in L_{p}(\Omega)$ and $2 \leq p<\infty$.

We shall use the Banach space $X=L_{p}(\Omega)$ as phase space. Define the operator $B_{p}: D\left(B_{p}\right) \rightarrow 2^{X}$,

$$
\begin{gathered}
B_{p}(u)=\left\{\xi \in L_{p}(\Omega): \xi(x) \in \Delta u(x)-f(u(x)), \text { a.e. on } \Omega\right\}, \\
D\left(B_{p}\right)=\left\{u \in W^{2, p}(\Omega) \cap W_{0}^{1, p}(\Omega):\right. \\
\left.\exists y \in L_{p}(\Omega) \text { such that } y(x) \in f(u(x)) \text { a.e. on } \Omega\right\} .
\end{gathered}
$$

The operator $B_{p}$ is m-dissipative (see [8, p.87]). Hence, the operator $A_{p}(u)$ $=B_{p}(u)+\omega u+h, D\left(A_{p}\right)=D\left(B_{p}\right)$, satisfies $A 1-A 2$.

Recall that in $L_{p}(\Omega)$ the dual operator $F: L_{p}(\Omega) \rightarrow L_{q}(\Omega), \frac{1}{p}+\frac{1}{q}=1$, is single-valued and defined by $F(u)=\frac{|u|^{p-2} u}{\|u\|_{L_{p}}^{p-2}}$.

Let us denote the semigroup generated by (4.18) in the complete metric space $\overline{D\left(B_{p}\right)} \subset L_{p}(\Omega)$ by $V_{p}$.

Proposition 4.1. Let $f$ satisfy the next condition: there exist $M \geq 0, \varepsilon>0$ such that for all $s \in D(f), y \in f(s)$ one has

$$
\begin{equation*}
y s-\omega|s|^{2} \geq \varepsilon|s|^{2}-M \tag{4.19}
\end{equation*}
$$

Then condition (2.8) holds.
Proof. For $u \in D\left(A_{p}\right)$ and $y \in f(u)$, a.e. on $\Omega, y \in L_{p}(\Omega)$, we obtain by using (4.19) and integrating over $\Omega$ that

$$
\int_{\Omega}(y(x)-\omega u(x)) \frac{|u(x)|^{p-2} u(x)}{\|u\|_{L_{p}}^{p-2}} d x \geq \varepsilon \int_{\Omega} \frac{|u(x)|^{p}}{\|u\|_{L_{p}}^{p-2}} d x-M \int_{\Omega} \frac{|u|^{p-2}}{\|u\|_{L_{p}}^{p-2}} d x .
$$

Then, using integration by parts, for any $\xi \in A_{p}(u)$ we get

$$
\begin{gathered}
\langle\xi, F(u)\rangle= \\
=\int_{\Omega} \Delta u \frac{|u(x)|^{p-2} u(x)}{\|u\|_{L_{p}}^{p-2}} d x-\int_{\Omega}(y(x)-\omega u(x)+h(x)) \frac{|u(x)|^{p-2} u(x)}{\|u\|_{L_{p}}^{p-2}} d x \\
\leq-(p-1) \int_{\Omega}|\nabla u(x)|^{2} \frac{|u(x)|^{p-2}}{\|u\|_{L_{p}}^{p-2}} d x-\varepsilon \int_{\Omega} \frac{|u(x)|^{p}}{\|u\|_{L_{p}}^{p-2}} d x \\
+M \int_{\Omega} \frac{|u|^{p-2}}{\|u\|_{L_{p}}^{p-2}} d x+\int_{\Omega}|h(x)| \frac{|u(x)|^{p-1}}{\|u\|_{L_{p}}^{p-2}} d x .
\end{gathered}
$$

Further, Hölder inequality implies

$$
\begin{gathered}
\langle\xi, F(u)\rangle \leq-\varepsilon\|u\|_{L_{p}}^{2}+M|\Omega|^{\frac{2}{p}} \frac{\|u\|_{L_{p}}^{p-2}}{\|u\|_{L_{p}}^{p-2}}+\|h\|_{L_{p}} \frac{\|u\|_{L_{p}}^{p-1}}{\|u\|_{L_{p}}^{p-2}} \\
=-\varepsilon\|u\|_{L_{p}}^{2}+M|\Omega|^{\frac{2}{p}}+\|h\|_{L_{p}}\|u\|_{L_{p}} \leq-\frac{\varepsilon}{2}\|u\|_{L_{p}}^{2}+M|\Omega|^{\frac{2}{p}}+\frac{1}{2 \varepsilon}\|h\|_{L_{p}}^{2},
\end{gathered}
$$

where $|\Omega|$ denotes the Lebesgue measure of $\Omega$. Fix $\delta>0$. Then there exists $C>0$ such that if $\|u\|_{L_{p}}>C$ we obtain

$$
\langle\xi, F(u)\rangle \leq-\delta .
$$

Thus, condition (2.8) holds.
Remark 4.2. In the case $p=2$ condition (4.19) can be weakened by putting $\varepsilon-\lambda_{1}$ instead of $\varepsilon$, where $\lambda_{1}$ is the first eigenvalue of $-\Delta$ in $H_{0}^{1}(\Omega)$.

Theorem 4.3. If condition (4.19) is satisfied and

$$
\begin{equation*}
2 \leq p \leq \frac{2 n}{n-2}, \text { if } n \geq 3 \tag{4.20}
\end{equation*}
$$

then the semigroup generated by (4.18) has the global attractor $\Re$, which is compact in $L_{p}(\Omega)$ and bounded in $H_{0}^{1}(\Omega)$. If $p=2$, then $\Re$ is connected.

Proof. We have to prove first that the semigroup is compact. Consider first the case where $p=2$. Denote in this case the semigroup by $V_{2}$.

Note that there exists a proper convex lower semicontinuous map $j: \mathbb{R} \rightarrow$ $]-\infty,+\infty]$ such that $f=\partial j$, where $\partial j$ is the subdifferential of $j[8, \mathrm{p} .60]$.

Let us determine the function $\varphi: H \rightarrow]-\infty,+\infty], H=L_{2}(\Omega)$, by

$$
\varphi(u)=\left\{\begin{array}{c}
\frac{1}{2} \int_{\Omega}|\nabla u(x)|^{2} d x+\int_{\Omega} j(u(x)) d x, \text { if } u \in D(\varphi), \\
+\infty, \\
\text { otherwise },
\end{array}\right.
$$

where $D(\varphi)=\left\{u \in H_{0}^{1}(\Omega), j(u) \in L_{1}(\Omega)\right\}$. It is well known [8, p.88] that $y \in \partial \varphi(u)$ if and only if $u \in D(\partial \varphi), y(x) \in-\Delta u(x)+f(u(x))$ a.e. on $\Omega$, and $y(\cdot) \in L_{2}(\Omega)$, where

$$
D(\partial \varphi)=\left\{u \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega) \mid\right.
$$

there exists $v \in L_{2}(\Omega)$ such that $v(x) \in f(x)$ a.e. on $\left.\Omega\right\}$,

$$
\overline{D(\varphi)}=\overline{D(\partial \varphi)}=L_{2}(\Omega) .
$$

Then $B_{2}=\partial \varphi$ and we have problem (3.10).
We must prove that $\varphi(u)$ satisfies $(L)$. Indeed, since the function $j(u)$ is bounded from below by an affine function [8, p.51], for any $u \in B_{C}$ we have

$$
\int_{\Omega}(\mu+v u(x)) d x+\frac{1}{2} \int_{\Omega}|\nabla u(x)|^{2} d x \leq \varphi(u) \leq C
$$

where $\mu, v \in \mathbb{R}$. Since the norms $\|u\|_{H_{0}^{1}(\Omega)}$ and $\|\nabla u\|_{L_{2}(\Omega)}$ are equivalent, the preceding inequality implies that $B_{C}$ is bounded in $H_{0}^{1}(\Omega)$. Finally, we use the fact that the inclusion $H_{0}^{1}(\Omega) \subset L_{2}(\Omega)$ is compact [10, p.169].

Now Lemma 3.2 implies the compacity of $V_{2}(t, \cdot)$ for any $t>0$. Moreover, since for any bounded set $B \subset L_{2}(\Omega)$ and $t>0$ there exists $C$ such that $V_{2}(t, B) \subset B_{C}$, the set $V_{2}(t, B)$ is bounded in $H_{0}^{1}(\Omega)$.

Further, let $p>2$. It is easy to check using the unicity of solutions that $V_{p}\left(t, u_{0}\right)=V_{2}\left(t, u_{0}\right)$, for any $u_{0} \in \overline{D\left(B_{p}\right)}, t \geq 0$. Hence, for any bounded set $B \subset \overline{D\left(B_{p}\right)}$ (in the topology of $\left.L_{p}(\Omega)\right)$ and $t>0$ we have that $V_{p}(t, B)=$ $V_{2}(t, B)$ is bounded in $H_{0}^{1}(\Omega)$. Since in view of condition (4.20) the injection $H_{0}^{1}(\Omega) \subset L_{p}(\Omega)$ is compact (see [10, p.169]), $V_{p}(t, B)$ is a precompact set.

We note that for any $u_{0} \in D\left(A_{p}\right)$ there exists a unique strong solution $u(\cdot)$ of inclusion (4.18) (see [8, p.146]), so that since in view of Remark 2.1, $u(t)=V_{p}\left(t, u_{0}\right)$, the existence of the global attractor follows from Proposition 4.1 and Theorem 2.11.

Further, since the global attractor is bounded in $L_{p}(\Omega)$, we get that $V_{p}(t, \Re)$ is bounded in $H_{0}^{1}(\Omega)$. Therefore, we obtain that $\Re$ is bounded in $H_{0}^{1}(\Omega)$ by the equality $V_{p}(t, \Re)=\Re$.

Finally, if $p=2$ we have that $\overline{D\left(B_{2}\right)}=\overline{D(\partial \varphi)}=L_{2}(\Omega)$. Then since $L_{2}(\Omega)$ is connected, the global attractor is connected.
Theorem 4.4. Let $p=2, h \equiv 0,0 \in f(0)$ and let $f$ satisfy the next condition

$$
\begin{equation*}
y s \geq\left(-\lambda_{1}+\omega\right) s^{2}, \text { for all } s \in \mathbb{R}, y \in f(s) \tag{4.21}
\end{equation*}
$$

where $\lambda_{1}$ is the first eigenvalue of $-\Delta$ in $H_{0}^{1}(\Omega)$. Moreover, there exists $C>0$ such that if $|s| \geq C$, then

$$
\begin{equation*}
y s>\left(-\lambda_{1}+\omega\right) s^{2}, \text { for all } y \in f(s) . \tag{4.22}
\end{equation*}
$$

Then the semigroup generated by (4.18) has the global connected attractor $\Re$, which is compact in $L_{2}(\Omega)$ and bounded in $H_{0}^{1}(\Omega)$.

Proof. We have seen in the proof of the previous theorem that $B_{2}=\partial \varphi$ and $(L)$ holds. We must verify that (3.15)-(3.16) hold. It is clear that the function $v(x) \equiv 0$ is a stationary point of $V_{2}$. Let us check (3.15) for this point. It follows from (4.21) that for all $u \in D(\partial \varphi), y \in f(u)$ a.e. on $\Omega, y \in L_{2}(\Omega)$, one has

$$
y(x) u(x) \geq\left(-\lambda_{1}+\omega\right) u^{2}(x), \text { a.e. on } \Omega,
$$

and so

$$
(y, u)=\int_{\Omega} y(x) u(x) d x \geq\left(-\lambda_{1}+\omega\right)\|u\|_{L_{2}}^{2} .
$$

Therefore,

$$
(-\Delta u+y, u) \geq \omega\|u\|_{L_{2}}^{2}, \text { for all } u \in D(\partial \varphi), y \in L_{2}(\Omega), y \in f(u) \text { a.e. on } \Omega .
$$

It remains to show that this inequality is strict when $u \notin Z$. Suppose that $(-\Delta u+y, u)=\omega\|u\|_{L_{2}}^{2}, y(x) \in f(u(x))$ a.e. on $\Omega, y \in L_{2}(\Omega)$. This implies that $y(x) u(x)=\left(-\lambda_{1}+\omega\right) u^{2}(x)$ a.e. on $\Omega$, and $u \in \operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$, i.e., it belongs to the space generated by the eigenfunctions corresponding to $\lambda_{1}$. Indeed, if $y(x) u(x)>\left(-\lambda_{1}+\omega\right) u^{2}(x)$ on a set $\Omega_{1} \subset \Omega$ such that $\left|\Omega_{1}\right| \neq 0$, then

$$
(y, u)>\left(-\lambda_{1}+\omega\right)\|u\|_{L_{2}}^{2}
$$

Hence $(-\Delta u+y, u)>\omega\|u\|_{L_{2}}^{2}$, which is a contradiction. On the other hand, by using the equality $y(x) u(x)=\left(-\lambda_{1}+\omega\right) u^{2}(x)$, we have

$$
(-\Delta u, u)+(y-\omega, u)=(-\Delta u, u)-\lambda_{1}\|u\|_{L_{2}}^{2}=0 .
$$

The last equality can hold only if $u \in \operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$. Let us suppose that it is not the case. Then

$$
(-\Delta u, u)=\left(\sum_{i=1}^{\infty} \lambda_{i} \gamma_{i} e_{i}, \sum_{i=1}^{\infty} \gamma_{i} e_{i}\right)=\sum_{i=1}^{\infty} \lambda_{i} \gamma_{i}^{2}>\lambda_{1} \sum_{i=1}^{\infty} \gamma_{i}^{2}=\lambda_{1}\|u\|_{L_{2}}^{2},
$$

and thus we obtain a contradiction. We must check that $u \in Z$. We take the partition $\Omega=\Omega_{1} \cup \Omega_{2}$, where $u(x)=0$ a.e. on $\Omega_{1}, u(x) \neq 0$ a.e. on $\Omega_{2}$, and define the function

$$
\xi(x)=\left\{\begin{array}{c}
0, \text { on } \Omega_{1}, \\
y(x), \text { on } \Omega_{2} .
\end{array}\right.
$$

Since $0 \in f(0)$, we have $\xi(x) \in f(u(x))$ a.e. on $\Omega$. On the other hand $\xi(x)=$ $\left(-\lambda_{1}+\omega\right) u(x)$ a.e. on $\Omega$. Since $-\Delta e_{k}=\lambda_{1} e_{k}$ on $\Omega$, for all $k=1, \ldots, m[10$, p.192], we get

$$
-\Delta u(x)+\xi(x)=\omega u(x) \text { a.e. on } \Omega .
$$

Thus, $u \in Z$ and condition (3.15) holds.

Next, we must prove that $Z$ is bounded in $L_{2}(\Omega)$. If $u \in Z$, then for some $y \in L_{2}(\Omega), y(x) \in f(u(x))$ a.e. on $\Omega$, we have

$$
(-\Delta u+y, u)=\omega\|u\|_{L_{2}}^{2},
$$

and then, as we have already proved,

$$
y(x) u(x)=\left(-\lambda_{1}+\omega\right) u^{2}(x) \text { a.e. on } \Omega \text {. }
$$

It follows from this equality that $|u(x)|<C$ a.e. on $\Omega$, because by assumption $y(x) u(x)>-\left(\lambda_{1}+\omega\right) u^{2}(x)$ if $|u(x)| \geq C$. Thus, $Z$ is bounded in $L_{\infty}(\Omega)$ and consequently in $L_{2}(\Omega)$.

The properties of the attractor may be proved in the same way as in Theorem 4.3.

Remark 4.5. We note, as a particular case, that if $y s>-\lambda_{1} s^{2}$, for all $s \in$ $\mathbb{R} \backslash\{0\}, y \in f(s)$, then $u \equiv 0$ is the unique stationary point. It follows from Corollary 2.9 that $\Re=Z=\{0\}$.

## 5. Dimension of the global attractor of reaction-diffusion EQUATIONS IN THE CASE $p=2$

We are now interested in the estimation of the fractal dimension of the global attractor of (4.18) in the Hilbert space $L_{2}(\Omega)$. Such estimates are well known in the case of a differentiable function $f$ (see [3]-[5], [25]). For non-differentiable maps a similar result was obtained in [7] supposing that $f$ is Lipschitz and in [18] in the case where $f \in W_{\text {loc }}^{1, \infty}(\mathbb{R})$. In all these papers the function $f$ is at least Lipschitz on any bounded set of $\mathbb{R}$.

We shall extend these results by considering a function $f(s)$ which is Lipschitz on a fixed bounded set $[-a, a]$ but can be even discontinuous for $s \notin[-a, a]$.

Recall that the fractal dimension of a compact set $\mathcal{A}$ is defined by

$$
d_{f}(\mathcal{A})=\inf \left\{d>0 \mid \mu_{f}(\mathcal{A}, d)=0\right\}
$$

where

$$
\mu_{f}(\mathcal{A}, d)=\varlimsup_{\epsilon \rightarrow 0} \epsilon^{d} n_{\epsilon},
$$

and $n_{\epsilon}$ is the minimum number of balls of radius $r \leq \epsilon$ which is necessary to cover $\mathcal{A}$.

First we have to obtain an estimate of the elements of the global attractor in the norm of the space $L_{\infty}(\Omega)$. For this goal we need to impose a dissipative condition which is stronger than (4.19).

Proposition 5.1. Let us assume that there exist $\varepsilon>0, r>2, M \geq 0$ such that

$$
\begin{equation*}
y s-\omega s^{2} \geq \varepsilon|s|^{r}-M, \text { for any } s \in \mathbb{R}, y \in f(s) . \tag{5.23}
\end{equation*}
$$

Let $k \geq 0, u_{0} \in D\left(A_{k+r}\right)$ and $h \in L_{\infty}(\Omega)$. Then $u(t)=V_{2}\left(t, u_{0}\right)$ satisfies:

$$
\begin{gather*}
\|u(t)\|_{L_{k+2}} \\
\leq|\Omega|^{\frac{1}{k+2}}\left(2^{\frac{1}{k+r}}\left(\left(\frac{4 M}{\varepsilon}\right)^{\frac{1}{r}}+\left(\frac{4\|h\|_{L_{\infty}}}{\varepsilon}\right)^{\frac{1}{r-1}}\right)+\left(\frac{\varepsilon}{2}(r-2) t\right)^{-\frac{1}{r-2}}\right), \tag{5.24}
\end{gather*}
$$

for all $t>0$.

Proof. Let $k \geq 0$ be arbitrary. We note that since $u_{0} \in D\left(A_{k+r}\right)$, we have that $V_{2}\left(t, u_{0}\right)=V_{k+r}\left(t, u_{0}\right)$, so that $u(\cdot) \in C\left([0, T], L_{k+r}(\Omega)\right)$ for any $T>0$. Denote $v(t)=\|u(t)\|_{L_{k+2}}^{k+2}$. Due to the regularity of $u_{0}$ we have that $u(\cdot)$ is a strong solution of (4.18), $u \in W^{1, \infty}\left(0, T ; L_{k+r}(\Omega)\right)$, for any $T>0$, and $u(t) \in W_{0}^{1, k+r}(\Omega) \cap W^{2, k+r}(\Omega)$, for any $t \in[0, T]$ (see [8, p.146]). It follows from [8, Lemma 1.2, p.100] that $\frac{1}{k+2} \frac{d}{d t}\|u\|_{L_{k+2}}^{k+2}=\int_{\Omega} \frac{d u}{d t}|u|^{k} u d x$. Multiplying (4.18) by $|u|^{k} u$ and using the Green formula and (5.23) we obtain

$$
\begin{aligned}
& \frac{1}{k+2} \frac{d}{d t}\|u\|_{L_{k+2}}^{k+2}+(k+1) \int_{\Omega}|\nabla u|^{2}|u|^{k} d x+\varepsilon \int_{\Omega}|u|^{k+r} d x \\
& \quad \leq M \int_{\Omega}|u|^{k} d x+\int_{\Omega} h|u|^{k} u d x
\end{aligned}
$$

Now the Hölder inequalities

$$
\|u\|_{L_{k}}^{k} \leq\|u\|_{L_{k+2}}^{k}|\Omega|^{\frac{2}{k+2}},\|u\|_{L_{k+2}}^{k+r} \leq\|u\|_{L_{k+r}}^{k+r}|\Omega|^{\frac{r-2}{k+2}}
$$

imply

$$
\frac{1}{k+2} \frac{d}{d t}\|u\|_{L_{k+2}}^{k+2}+\varepsilon|\Omega|^{\frac{2-r}{k+2}}\|u\|_{L_{k+2}}^{k+r} \leq M\|u\|_{L_{k+2}}^{k}|\Omega|^{\frac{2}{k+2}}+\int_{\Omega} h|u|^{k} u d x .
$$

Further Young inequality with exponent $q=\frac{k+r}{k}$ and coefficients

$$
a=\frac{\varepsilon}{4}|\Omega|^{-\frac{r}{k+2}}, C_{a}=\left(\frac{\varepsilon}{4}|\Omega|^{-\frac{r}{k+2}}\right)^{-\frac{k}{r}}
$$

gives

$$
\begin{equation*}
\frac{1}{k+2} \frac{d}{d t}\|u\|_{L_{k+2}}^{k+2}+\frac{3 \varepsilon}{4}|\Omega|^{\frac{2-r}{k+2}}\|u\|_{L_{k+2}}^{k+r} \leq|\Omega|\left(\frac{\varepsilon}{4}\right)^{-\frac{k}{r}} M^{\frac{k+r}{r}}+\int_{\Omega} h|u|^{k} u d x . \tag{5.25}
\end{equation*}
$$

Using the Hölder inequalities

$$
\int_{\Omega} h|u|^{k} u d x \leq\|h\|_{L_{\infty}}\|u\|_{L_{k+1}}^{k+1},\|u\|_{L_{k+1}}^{k+1} \leq\|u\|_{L_{k+2}}^{k+1}|\Omega|^{\frac{1}{k+2}}
$$

we have

$$
\begin{aligned}
& \frac{1}{k+2} \frac{d}{d t}\|u(t)\|_{L_{k_{k+2}}^{k+2}}^{k+}+\frac{3 \varepsilon}{4}|\Omega|^{\frac{2-r}{k+2}}\|u\|_{L_{k+2}}^{k+r} \\
& \quad \leq|\Omega|\left(\frac{\varepsilon}{4}\right)^{-\frac{k}{r}} M^{\frac{k+r}{r}}+\int_{\Omega} h|u|^{k} u d x \\
& \quad \leq|\Omega|\left(\frac{\varepsilon}{4}\right)^{-\frac{k}{r}} M^{\frac{k+r}{r}}+\|h\|_{L_{\infty}}\|u\|_{L_{k+1}}^{k+1} \\
& \quad \leq|\Omega|\left(\frac{\varepsilon}{4}\right)^{-\frac{k}{r}} M^{\frac{k+r}{r}}+\|h\|_{L_{\infty}}\|u\|_{L_{k+2}}^{k+1}|\Omega|^{\frac{1}{k+2}} .
\end{aligned}
$$

Now applying the Young inequality with exponent $q=\frac{k+r}{k+1}$ and coefficients $a=\frac{\varepsilon}{4}|\Omega|^{\frac{1-r}{k+2}}, C_{a}=\left(\frac{\varepsilon}{4}|\Omega|^{\frac{1-r}{k+2}}\right)^{\frac{k+1}{1-r}}$ to the last term of the inequality we get

$$
\begin{aligned}
& \frac{1}{k+2} \frac{d}{d t}\|u\|_{L_{k+2}}^{k+2}+\frac{\varepsilon}{2}\|u\|_{L_{k+2}}^{k+r}|\Omega|^{\frac{2-r}{k+2}} \\
& \quad \leq|\Omega|\left(\left(\frac{\varepsilon}{4}\right)^{-\frac{k}{r}} M^{\frac{k+r}{r}}+\left(\frac{\varepsilon}{4}\right)^{-\frac{k+1}{r-1}}\|h\|_{L_{\infty}}^{\frac{k+r}{r-1}}\right) .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\frac{d}{d t} v(t)+\gamma(v(t))^{q} \leq \delta, \tag{5.26}
\end{equation*}
$$

where $\delta=(k+2)|\Omega|\left(\left(\frac{\varepsilon}{4}\right)^{-\frac{k}{r}} M^{\frac{k+r}{r}}+\left(\frac{\varepsilon}{4}\right)^{-\frac{k+1}{r-1}}\|h\|_{L_{\infty}}^{\frac{k+r}{r-1}}\right), \gamma=\frac{\varepsilon}{2}(k+2)|\Omega|^{\frac{2-r}{k+2}}$. $q=\frac{k+r}{k+2}$.

Further we shall use the following version of the Gronwall lemma [29, Chapter III, p.163]:

Lemma 5.2. Let $y(t) \geq 0$ be absolutely continuous on $(0, \infty)$. Suppose that there exist $q>1, \gamma>0, \delta \geq 0$ such that

$$
\begin{equation*}
\frac{d}{d t} y(t)+\gamma y^{q}(t) \leq \delta . \tag{5.27}
\end{equation*}
$$

Then

$$
\begin{equation*}
y(t) \leq\left(\frac{\delta}{\gamma}\right)^{\frac{1}{q}}+(\gamma(q-1) t)^{-\frac{1}{q-1}}, \text { for all } t>0 \tag{5.28}
\end{equation*}
$$

Thus, Lemma 5.2 implies

$$
\begin{aligned}
&\|u(t)\|_{L_{k+2}} \leq\left(\frac{|\Omega|^{\frac{k+r}{k+2}}}{2}\left(\left(\frac{\varepsilon}{4}\right)^{-\frac{k+r}{r}} M^{\frac{k+r}{r}}+\left(\frac{\varepsilon}{4}\right)^{-\frac{k+r}{r-1}}\|h\|_{L_{\infty}}^{\frac{k+r}{r-1}}\right)\right)^{\frac{1}{k+r}} \\
&+\left(\frac{\varepsilon}{2}|\Omega|^{\frac{2-r}{k+2}}(r-2) t\right)^{-\frac{1}{r-2}} \\
& \leq|\Omega|^{\frac{1}{k+2}}\left(\frac{1}{2^{\frac{1}{k+r}}}\left(\left(\frac{4 M}{\varepsilon}\right)^{\frac{1}{r}}+\left(\frac{4\|h\|_{L_{\infty}}}{\varepsilon}\right)^{\frac{1}{r-1}}\right)+\left(\frac{\varepsilon}{2}(r-2) t\right)^{-\frac{1}{r-2}}\right),
\end{aligned}
$$

for all $t>0$.
Corollary 5.3. Let $u_{0} \in C_{0}^{\infty}(\Omega), h \in L_{\infty}(\Omega)$ and let (5.23) hold. Then for any $\eta>0$ we have

$$
\begin{equation*}
\|u\|_{L_{\infty}\left(\eta, \infty ; L_{\infty}(\Omega)\right)} \leq\left(\frac{4 M}{\varepsilon}\right)^{\frac{1}{r}}+\left(\frac{4\|h\|_{L_{\infty}}}{\varepsilon}\right)^{\frac{1}{r-1}}+\frac{1}{\left((r-2) \eta^{\frac{\varepsilon}{2}}\right)^{\frac{1}{r-2}}} . \tag{5.29}
\end{equation*}
$$

Proof. First we shall show that $u_{0} \in D\left(A_{p}\right)$ for any $p \geq 2$. We take an arbitrary single-valued function $g(s)$ such that $g(s) \in f(s)$, for all $s \in \mathbb{R}$. Since $f(s)$ is maximal monotone, $g(s)$ is non-decreasing. Any non-decreasing function is measurable, so that the composition $l(x)=g\left(u_{0}(x)\right)$ is a measurable selection of $f\left(u_{0}(x)\right)$. Let us check that $l(x) \in L_{\infty}(\Omega)$. Since $u_{0} \in C_{0}^{\infty}(\Omega)$, there exists $b>0$ such that $\left|u_{0}(x)\right| \leq b$, for all $x \in \Omega$. Hence,

$$
g(-b) \leq g\left(u_{0}(x)\right) \leq g(b), \quad \text { for all } x \in \Omega,
$$

so that $l(x) \in L_{\infty}(\Omega)$. It follows that $l(x) \in L_{p}(\Omega)$, for any $p \geq 2$, and that $l(x) \in f\left(u_{0}(x)\right)$, a.e. on $\Omega$. Therefore, $u_{0} \in D\left(A_{p}\right)$, for all $p \geq 2$.

Proposition 5.1 implies that (5.24) is satisfied for any $k \geq 0$. Passing to the limit as $k \rightarrow \infty$ we obtain

$$
\|u(t)\|_{L_{\infty}} \leq\left(\frac{4 M}{\varepsilon}\right)^{\frac{1}{r}}+\left(\frac{4\|h\|_{L_{\infty}}}{\varepsilon}\right)^{\frac{1}{r-1}}+\frac{1}{\left((r-2) t \frac{\varepsilon}{2}\right)^{\frac{1}{r-2}}} \text {, for all } t>0
$$

and then for any $\eta>0$ we get

$$
\|u\|_{L_{\infty}\left(\eta, T ; L_{\infty}(\Omega)\right)} \leq\left(\frac{4 M}{\varepsilon}\right)^{\frac{1}{r}}+\left(\frac{4\|h\|_{L_{\infty}}}{\varepsilon}\right)^{\frac{1}{r-1}}+\frac{1}{\left((r-2) \eta^{\frac{\varepsilon}{2}}\right)^{\frac{1}{r-2}}} .
$$

Corollary 5.4. Let $u_{0} \in L_{2}(\Omega), h \in L_{\infty}(\Omega)$ and let (5.23) hold. Then inequality (5.29) holds.
Proof. Let $u_{0}^{n} \in C_{0}^{\infty}(\Omega)$ be a sequence such that $u_{0}^{n} \rightarrow u_{0}$ in $L_{2}(\Omega)$. Then inequality (2.3) implies that $u^{n}(t)=V_{2}\left(t, u_{0}^{n}\right)$ converges to $u(t)=V_{2}\left(t, u_{0}\right)$ in $C\left([0, T], L_{2}(\Omega)\right)$. The sequence $u^{n}$ is bounded in $L_{\infty}\left(\eta, T ; L_{\infty}(\Omega)\right)$ by (5.29). Hence, there exists a subsequence converging to $u$ weakly star in $L_{\infty}\left(\eta, T ; L_{\infty}(\Omega)\right)$. Therefore, (5.29) holds.

Now we can obtain an estimate of the elements of the global attractor $\Re$ (which exists in view of Theorem 4.3) in the norm of the space $L_{\infty}(\Omega)$.
Theorem 5.5. Let $h \in L_{\infty}(\Omega)$ and let (5.23) hold. Then for any $y \in \Re$ the following estimate holds:

$$
\begin{equation*}
\|y\|_{L_{\infty}(\Omega)} \leq\left(\frac{4 M}{\varepsilon}\right)^{\frac{1}{r}}+\left(\frac{4\|h\|_{L_{\infty}}}{\varepsilon}\right)^{\frac{1}{r-1}} \tag{5.30}
\end{equation*}
$$

Proof. Let $\delta>0, y \in \Re$ be arbitrary. We choose $\eta$ such that

$$
\left((r-2) \eta \frac{\varepsilon}{2}\right)^{-\frac{1}{r-2}}<\delta
$$

Since $\Re$ is invariant, there exists $u_{0} \in \Re$ for which $y=u(2 \eta)=V_{2}\left(2 \eta, u_{0}\right)$. Corollary 5.4 implies

$$
\|u\|_{L_{\infty}\left(\eta, 3 \eta ; L_{\infty}(\Omega)\right)} \leq\left(\frac{4 M}{\varepsilon}\right)^{\frac{1}{r}}+\left(\frac{4\|h\|_{L_{\infty}}}{\varepsilon}\right)^{\frac{1}{r-1}}+\delta
$$

Since $u \in C\left(\eta, 3 \eta ; L_{2}(\Omega)\right)$ and it is bounded in $L_{\infty}\left(\eta, 3 \eta ; L_{\infty}(\Omega)\right)$, we have $u \in C_{w}\left(\eta, 3 \eta ; L_{q}(\Omega)\right)$, for any $2 \leq q<\infty$, where $C_{w}$ denotes the weak topology (see [24, p.275]). Hence,

$$
\|y\|_{L_{q}(\Omega)}=\|u(2 \eta)\|_{L_{q}(\Omega)} \leq\left(\left(\frac{4 M}{\varepsilon}\right)^{\frac{1}{r}}+\left(\frac{4\|h\|_{L_{\infty}}}{\varepsilon}\right)^{\frac{1}{r-1}}+\delta\right)|\Omega|^{\frac{1}{q}},
$$

so that

$$
\|y\|_{L_{\infty}(\Omega)}=\|u(2 \eta)\|_{L_{\infty}(\Omega)} \leq\left(\frac{4 M}{\varepsilon}\right)^{\frac{1}{r}}+\left(\frac{4\|h\|_{L_{\infty}}}{\varepsilon}\right)^{\frac{1}{r-1}}+\delta
$$

Since $\delta$ is arbitrary, (5.30) holds.
Theorem 5.6. Let $h \in L_{\infty}(\Omega)$ and let (5.23) hold. Suppose that there exists $a>0$ such that

$$
\begin{equation*}
\left(\frac{4 M}{\varepsilon}\right)^{\frac{1}{r}}+\left(\frac{4\|h\|_{L_{\infty}}}{\varepsilon}\right)^{\frac{1}{r-1}} \leq a \tag{5.31}
\end{equation*}
$$

and in the interval $[-a, a]$ the function $f(s)$ is Lipschitz (with Lipschitz constant $\xi)$.

Then there exists $K$ depending on $\Omega$ and $n$ for which

$$
\begin{equation*}
d_{f}(\Re) \leq K(\omega+\xi)^{\frac{n}{2}} . \tag{5.32}
\end{equation*}
$$

Proof. Let $\left\{\lambda_{N}\right\}_{N=1}^{\infty}$ be the eigenvalues of $-\Delta$ in $H_{0}^{1}(\Omega), P^{N}$ be the orthoprojector to the subspace generated by the eigenfunctions corresponding to the first $N$ eigenvalues and $Q^{N}=I-P^{N}$. It follows from [7, Theorem 4] that if we find $t>0, l \in[1,+\infty), \delta \in\left(0, \frac{1}{\sqrt{2}}\right)$ such that

$$
\begin{gather*}
\left\|V_{2}\left(t, u_{0}\right)-V_{2}\left(t, v_{0}\right)\right\| \leq l\left\|u_{0}-v_{0}\right\|  \tag{5.33}\\
\left\|Q^{N} V_{2}\left(t, u_{0}\right)-Q^{N} V_{2}\left(t, v_{0}\right)\right\| \leq \delta\left\|u_{0}-v_{0}\right\| \tag{5.34}
\end{gather*}
$$

for all $u_{0}, v_{0} \in \Re$, then for any $\eta>0$ such that $(\sqrt{2} 6 l)^{N}(\sqrt{2} \delta)^{\eta}=\sigma<1$ the next estimate holds

$$
\begin{equation*}
d_{f}(\mathcal{A}) \leq N+\eta . \tag{5.35}
\end{equation*}
$$

In view of inequality (2.3) condition (5.33) holds with $l(t)=\exp (\omega t)$.
Further we note that from Theorem 5.5 and the Lipschitz condition of $f$ on $[-a, a]$ it follows that

$$
\begin{equation*}
\|f(u)-f(v)\|_{L_{2}} \leq \xi\|u-v\|_{L_{2}}, \text { for any } u, v \in \Re . \tag{5.36}
\end{equation*}
$$

We take two arbitrary initial conditions $u_{0}, v_{0} \in \Re$. Let now $w(t)=u(t)-$ $v(t), w^{N}(t)=Q^{N} w(t)$, where $u(t)=V_{2}\left(t, u_{0}\right), v(t)=V_{2}\left(t, v_{0}\right)$. From (4.18) we can easily obtain

$$
\frac{1}{2} \frac{d}{d t}\left\|w^{N}(t)\right\|_{L_{2}}^{2}+\left\|\nabla w^{N}\right\|_{L_{2}}^{2}+\left(f(u)-f(v), w^{N}\right)=\omega\left(w, w^{N}\right)
$$

Using the inequality $\left\|\nabla w^{N}\right\|_{L_{2}}^{2} \geq \lambda_{N+1}\left\|w^{N}(t)\right\|_{L_{2}}^{2}$, (2.3) and (5.36) we obtain

$$
\frac{d}{d t}\left\|w^{N}(t)\right\|_{L_{2}}^{2}+2 \lambda_{N+1}\left\|w^{N}(t)\right\|_{L_{2}}^{2} \leq 2(\omega+\xi) \exp (2 \omega t)\|w(0)\|_{L_{2}}^{2}
$$

Multiplying both sides by $\exp \left(2 \lambda_{N+1} t\right)$ and integrating over $(0, t)$ we get

$$
\begin{aligned}
& \left\|w^{N}(t)\right\|_{L_{2}}^{2} \\
& \quad \leq\|w(0)\|_{L_{2}}^{2}\left(\exp \left(-2 \lambda_{N+1} t\right)+\frac{\omega+\xi}{\omega+\lambda_{N+1}}\left(\exp (2 \omega t)-\exp \left(-2 \lambda_{N+1} t\right)\right)\right) \\
& \quad \leq\|w(0)\|_{L_{2}}^{2}\left(\exp \left(-2 \lambda_{N+1} t\right)+\frac{\omega+\xi}{\omega+\lambda_{N+1}} \exp (2 \omega t)\right) \\
& \quad=\delta^{2}(t, N)\|w(0)\|_{L_{2}}^{2} .
\end{aligned}
$$

Repeating exactly the same proof of Theorem 7 from [7] we can obtain that for $t=\frac{\log (\sqrt{2} 12)}{\lambda_{N+1}-\omega}$ there exists a constant $D$ (depending on $\Omega$ ) such that if $N=\left[(D(\omega+\xi))^{\frac{n}{2}}\right]$, where $[x]$ denotes the integer part of $x$, then $\delta(t, N)<\frac{1}{\sqrt{2}}$ and $(12 \delta(t, N) l(t))^{N}<1$, so that $(\sqrt{2} 6 l)^{N}(\sqrt{2} \delta)^{\eta}<1$ for $\eta=N$. It follows from (5.35) that

$$
d_{f}(\mathcal{A}) \leq 2 N \leq K(\omega+\xi)^{\frac{n}{2}},
$$

with $K=2 D^{\frac{n}{2}}$.
Remark 5.7. We note that if $f$ is locally Lipschitz, then it is Lipschitz on any interval $[-b, b]$. We allow the function $f(s)$ to be not Lipschitz (and even discontinuous) for $s \notin[-a, a]$.
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