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Abstract

A new communication paradigm is foreseen for beyond 2020 society, due to the
emergence of new broadband services and the Internet of Things era. The set
of requirements imposed by these new applications is large and diverse, aiming
to provide a ubiquitous broadband connectivity. Research community has been
working in the last decade towards the definition of the Fifth Generation (5G)
mobile wireless networks that will provide the proper mechanisms to reach these
challenging requirements. In this framework, three key research directions have
been identified for the improvement of network capacity in 5G, which are the
increase of the spectral efficiency by means of, for example, the use of massive
Multiple Input Multiple Output (MIMO) technology, the use of larger amounts
of spectrum by utilizing additional frequency bands such as the millimeter wave
band, and the network densification by deploying more base stations per unit
area.

This dissertation addresses densification as the main enabler for the broad-
band and massive connectivity required in future 5G networks. To this aim,
this Thesis focuses on the study of the Ultra Dense Networks (UDNs). In
particular, a set of technology enablers that can lead UDNs to achieve their
maximum efficiency and performance are investigated, namely, the use of higher
frequency bands for the benefit of larger bandwidths, the use of massive MIMO
with distributed antenna systems, and the use of distributed radio resource
management techniques for the inter-cell interference coordination.

Firstly, this Thesis analyzes whether there exists a fundamental perfor-
mance limit related with densification in cellular networks or, contrarily, densi-
fication is associated with limitless performance gains. To this end, the UDNs
performance is evaluated by means of an analytical model consisting of a 1-
dimensional network deployment with equally spaced Base Stations (BSs). The
inter-BS distance is decreased until reaching the limit of densification when this
distance approaches 0. The achievable rates in networks with different inter-BS
distances are analyzed for several levels of transmission power availability, and
for various types of cooperation among cells.
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Moreover, UDNs performance is studied in conjunction with the use of a
massive number of antennas and larger amounts of spectrum. In particular,
the performance of hybrid beamforming and precoding MIMO schemes are
assessed in both indoor and outdoor scenarios with multiple cells and users,
working in the millimeter wave (mmW) frequency band. On the one hand,
beamforming schemes using the full-connected hybrid architecture are ana-
lyzed in BSs with limited number of Radio Frequency (RF) chains, identifying
the strengths and weaknesses of these schemes in a dense-urban scenario. On
the other hand, the performance of different indoor deployment strategies using
Hybrid Precoding (HP) in the mmW band is evaluated, focusing on the use of
Distributed Antenna Systems (DAS). More specifically, a Distributed Hybrid
Precoding (DHP) suitable for DAS is proposed, comparing its performance with
that of HP in other indoor deployment strategies. Lastly, the presence of prac-
tical limitations and hardware impairments in the use of hybrid architectures
is also investigated for both indoor and outdoor scenarios.

Finally, the investigation of UDNs is completed with the study of their
main limitation, which is the increasing inter-cell interference in the network.
In order to tackle this problem, an enhanced Inter-Cell Interference Coordi-
nation (eICIC) scheduling algorithm based on resource partitioning techniques
is proposed, which uses a time and frequency reuse pattern for the scheduling
coordination of all the cells forming a cluster. Its performance is evaluated
and compared to other scheduling algorithms under several degrees of network
densification.

After the completion of this study, the potential of UDNs to reach the chal-
lenging capacity requirements of 5G networks is confirmed. Nevertheless, with-
out the use of larger portions of spectrum, a proper interference management
and the use of a massive number of antennas, densification could turn into a
serious problem for mobile operators. Performance evaluation results obtained
in this Thesis show large system capacity gains with the use of massive MIMO
techniques in UDNs, and even greater when the antennas are distributed. Fur-
thermore, regarding the application of interference management techniques,
results reveal that, besides the increase in system capacity, the application of
eICIC brings significant energy savings to the UDNs.
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Resumen

A partir del año 2020 se prevé que un nuevo paradigma de comunicación surja
en la sociedad, debido a la aparición de nuevos servicios de banda ancha y la
nueva era del Internet de las cosas. El conjunto de requisitos impuesto por estas
nuevas aplicaciones es muy amplio y diverso, y tiene como principal objetivo
proporcionar conectividad de banda ancha y universal. En las últimas décadas,
la comunidad cient́ıfica ha estado trabajando en la definición de la Quinta
Generación de redes móviles o 5G, que brindará los mecanismos necesarios
para garantizar estos exigentes requisitos. En este marco, se han identificado
tres mecanismos clave en las redes 5G para conseguir el necesario incremento
de capacidad: el aumento de la eficiencia espectral a través de, por ejemplo,
el uso de tecnoloǵıas MIMO masivas, la utilización de mayores porciones del
espectro en frecuencia y la densificación de la red mediante el despliegue de
más estaciones base por área.

Esta Tesis doctoral aborda la densificación como el principal mecanismo que
permitirá la futura conectividad de banda ancha y universal requerida en la 5G.
Con este objetivo, esta Tesis se centra en el estudio de las Redes Ultra Densas
o UDNs. En concreto, se analiza el conjunto de tecnoloǵıas habilitantes que
pueden llevar a las UDNs a obtener su máxima eficiencia aśı como sus máximas
prestaciones, incluyendo el uso de altas frecuencias para el aprovechamiento de
mayores anchos de banda, la utilización de MIMO masivo con sistemas de
antenas distribuidas y el uso de técnicas de reparto de recursos distribuidas
para la coordinación de la interferencia entre celdas.

En primer lugar, esta Tesis analiza si existe un ĺımite fundamental en la
mejora de las prestaciones en relación a la densificación en las redes celulares,
o si por el contrario, la densificación brinda ganancias en las prestaciones de
la red de manera indefinida. Con este fin, las prestaciones de las UDNs se
evalúan utilizando un modelo anaĺıtico que consiste en un despliegue de red
unidimensional con estaciones base equiespaciadas, en el que la distancia entre
estaciones base se disminuye hasta alcanzar el limite de densificación cuando
ésta se aproxima a 0. Las tasas alcanzables en redes con distintas distancias
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entre estaciones base son analizadas, considerando distintos niveles de potencia
disponible en la red y varios grados de cooperación entre celdas.

Además, el comportamiento de las UDNs se estudia junto al uso masivo de
antenas y la utilización de anchos de banda mayores. Más concretamente, las
prestaciones de ciertas técnicas h́ıbridas MIMO de precodificación y conforma-
ción de haces se examinan tanto en escenarios de exteriores como de interiores,
considerando múltiples celdas y usuarios y trabajando en la banda de fre-
cuencias milimétricas. Por una parte, los esquemas de conformación de haces
aplicados en estaciones base con arquitectura h́ıbrida se analizan en función
de la disponibilidad limitada de cadenas de radiofrecuencia, identificando los
puntos fuertes y débiles de estos esquemas en un escenario urbano denso. Por
otra parte, se evalúan las prestaciones de ciertos esquemas de precodificación
h́ıbrida en escenarios de interiores, utilizando distintas estrategias de desplie-
gue de red y centrando la atención en los sistemas de antenas distribuidos o
DAS. Además, se propone un algoritmo de precodificación h́ıbrida distribuido
para su aplicación en DAS, y se evalúan y comparan sus prestaciones con las
de los algoritmos de precodificación h́ıbrida utilizados en los otros despliegues.
Por último, se investiga el impacto de algunas limitaciones prácticas y ciertas
deficiencias introducidas por el uso de dispositivos no ideales en las prestacio-
nes de todos los esquemas anteriores, tanto para escenarios de exteriores como
de interiores.

Finalmente, el estudio de las UDNs se completa con el análisis de su prin-
cipal limitación, que es el nivel creciente de la interferencia entre las celdas de
la red. Para tratar este problema, se propone un algoritmo de control de inter-
ferencias basado en la partición de recursos, el cual utiliza un patrón de reuso
en tiempo y frecuencia que coordina las decisiones de asignación de recursos
en grupos de celdas. Las prestaciones del algoritmo propuesto son evaluadas y
comparadas con las de otras técnicas de asignación de recursos.

Completado el estudio presentado en esta Tesis, se puede afirmar que las
UDNs tienen un gran potencial para la consecución de los ambiciosos requisitos
planteados para la futura 5G. Sin embargo, sin el uso conjunto de mayores
porciones del espectro, adecuadas técnicas de control de la interferencia y el uso
masivo de antenas, las UDNs pueden convertirse en serios obstáculos para los
operadores móviles. Los resultados derivados de la evaluación de prestaciones
de estas tecnoloǵıas confirman el gran aumento de la capacidad de las redes
obtenido mediante el uso masivo de antenas y la introducción de mecanismos de
coordinación de interferencias que, además, proporcionan un ahorro de enerǵıa
en las UDNs.

iv



Resum

A partir de l'any 2020 es preveu un nou paradigma de comunicació en la so-
cietat, degut a l'aparició de nous serveis de banda ampla i la nova era de la
Internet de les coses. El conjunt de requeriments imposat per aquestes noves
aplicacions és molt ampli i divers, i té com a principal objectiu proporcionar
conectivitat universal i de banda ampla. En les últimes dècades, la comuni-
tat cient́ıfica ha estat treballant en la definició de la Cinquena Generació (5G)
de xarxes mòbils, que proveirà els mecanismes necessaris per a garantir aque-
sts exigents requeriments. En aquest marc, s'han identificat tres mecanismes
claus en les xarxes 5G per a aconseguir l'increment necessari en la capacitat:
l'augment de l'eficiència espectral a través de, per exemple, l'ús de tecnologies
MIMO massives, la utilització de majors porcions de l'espectre i la densificació
mitjançant el desplegament de més estacions base per àrea.

Aquesta Tesi doctoral aborda la densificació com a principal mecanisme
que permetrà la conectivitat de banda ampla i universal requerida en la futura
5G. Amb aquest objectiu, aquesta Tesi es centra en l'estudi de les xarxes ultra
denses (UDNs). Concretament, el conjunt de tecnologies habilitants que poden
dur a les UDNs a la seua màxima eficiència aix́ı com a les seues màximes
prestacions és analitzat, incloent l'ús d'altes freqüències per a l'aprofitament
de majors amplàries de banda, la utilització de MIMO massiu amb sistemes
d'antenes distribüıdes i l'ús de tècniques distribüıdes de repartiment de recursos
per a la coordinació de la interferència entre cel.les.

En primer lloc, aquesta Tesi analitza si existeix un ĺımit fonamental en les
prestacions en relació a la densificació en les xarxes mòbils, o si al contrari,
la densificació proporciona ganàncies en les prestacions de les xarxes de ma-
nera indefinida. Amb aquesta finalitat, les prestacions de les UDNs s'avaluen
utilitzant un model anaĺıtic que consisteix en un desplegament unidimensional
amb estacions base equidistants, en les quals la distància entre estacions base
es redueix fins assolir el ĺımit de densificació quan aquesta distància s'aproxima
a 0. Les taxes assolibles en xarxes amb diferents distàncies entre estacions base
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s'analitzen considerant diferents nivells de potència disponible i varis graus de
cooperació entre cel.les.

A més, el comportament de les UDNs s'estudia conjuntament amb l'ús
massiu d’antenes i la utilització de majors amplàries de banda. Més concre-
tament, les prestacions de certes tècniques h́ıbrides MIMO de precodificació i
conformació de feixos s'examinen tant en escenaris d'exteriors com d'interiors,
considerant múltiples cel.les i usuaris i treballant en la banda de freqüències
mil.limètriques. D'una banda, els esquemes de conformació de feixos aplicats a
estacions base amb arquitectures h́ıbrides és analitzat amb disponibilitat limi-
tada de cadenes de radiofreqüència, amb l'objectiu d'identificar els punts forts i
dèbils d'aquests esquemes a un escenari urbà dens. D'altra banda, s'avaluen les
prestacions de certs esquemes de precodificació h́ıbrida en escenaris d'interior,
utilitzant diferents estratègies de desplegament i centrant l'atenció en els sis-
temes d'antenes distribüıdes (DAS). A més a més, es proposa un algoritme de
precodificació h́ıbrida distribüıda per a la seua aplicació en DAS, i s'avaluen i
comparen les seues prestacions amb les dels algoritmes de precodificació h́ıbrida
utilitzats en els altres desplegaments. Per últim, s'investiga l'impacte de les
limitacions pràctiques i altres deficiències introdüıdes per l'ús de dispositius no
ideals en les prestacions de tots els esquemes anteriors, tant per a escenaris
d'exteriors com d'interiors.

Finalment, l'estudi de les UDNs es completa amb l'anàlisi de la seua princi-
pal limitació, que és el nivell creixent d'interferència entre les cel.les de la xarxa.
Per tractar aquest problema, es proposa un algoritme de control d'interferències
basat en la partició de recursos, el qual utilitza un patró de reutilització en
temps i freqüència que coordina les decisions d'assignació de recursos entre
grups de cel.les. Les prestacions de l'algoritme proposat s'avaluen i comparen
amb les d'altres tècniques d'assignació de recursos.

Una vegada completat l'estudi presentat en aquesta Tesi, es pot afirmar
que les UDNs tenen un gran potencial per l'aconseguiment dels ambiciosos
requeriments plantejats per a la futura 5G. Tanmateix, sense l'ús conjunt de
majors amplàries de banda, apropiades tècniques de control de la interferència i
l'ús massiu d’antenes, les UDNs poden convertir-se en seriosos obstacles per als
operadors mòbils. Els resultats derivats de l'avaluació de prestacions d'aquestes
tecnologies confirmen el gran augment de la capacitat de les xarxes obtingut
mitjançant l'ús massiu d’antenes i la introducció de mecanismes de coordinació
d'interferències que, a més, proporcionen un estalvi d'energia en les UDNs.
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Chapter 1

Introduction

1.1 Background

In the last years, the evolution of wireless systems and, more specifically, of
the end-user devices, are enabling the emergence of a rich variety of new mo-
bile applications in diverse fields such as agriculture, locomotion, health care
and manufacturing, among others. As a consequence, a huge increase of mobile
networks capacity will be essential for beyond 2020 societies, not only to satisfy
the exponential rise of user traffic derived from these new mobile broadband
services but also to allow for the massive connectivity of devices required for
their application. Motivated by the inability of current technologies to satisfy
such requirements, research community has been actively working during the
last decade towards the establishment of the new Fifth Generation (5G) of mo-
bile wireless networks. Three main paradigms are being considered as possible
enablers to boost network capacity in 5G: the increase of the cell spectral ef-
ficiency, the use of larger amounts of spectrum, and the ultra-densification of
cells [1, 2].

1.1.1 Next generation wireless systems

The increase in the number of connected devices and the wide diversity of their
service requirements impose an additional burden to the already loaded Fourth
Generation (4G) wireless networks. Due to this, new enhanced capabilities
must be added up in the next generation wireless systems to those already
available in 4G networks. With this aim, industrial partners and academia
are working together in the definition of the 5G system concept and the radio
access technologies that will provide the future communication needs.
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In this line, the first efforts were dedicated to identify the main use cases
and scenarios of the 5G. In the Fifth Generation Public Private Partnership
(5GPPP) projects, 6 families of use cases that represent the future of mobile
networks have been identified [3]:

� Urban dense: this family of use cases encompasses both indoor and out-
door urban environments, considering dynamic hotspots, cloud services,
smart homes, etc.

� Broadband everywhere: the focus of these use cases is to provide services
with more than 50 Mbps in suburban, rural and high speed trains.

� Connected vehicles: in this family are grouped the vehicular communi-
cations use cases, such as road safety, traffic jam, automatic driving and
mobile broadband in vehicles.

� Future smart offices: this set of use cases addresses the indoor commu-
nications requiring high capacity and low latency, as it is the case of the
virtual reality or smart offices.

� Low bandwidth Internet of Things (IoT): in this group are collected
the use cases that require a very large number of connected objects, like
networks with massive deployment of sensors, smart cities, etc.

� Tactile internet or automation: this family includes use cases in which
the reliability of the communication is extremely important, as in remote
control or remote surgery applications.

As pointed out by the families of use cases identified for the future com-
munications, the requirements of 5G networks are diverse. Indeed, while the
most important service requirements for road safety applications are the reli-
ability and low latency, for smart cities the massive connectivity of devices is
much more important, highlighting the variability of the use cases demands.
In order to synthesize the needs of all the aforementioned use cases, the large
variety of requirements to be supported by 5G networks has been outlined in
the following points [4]:

� 1 to 10 Gbps data rates in real networks, what implies a 10 times increase
from the theoretical peak data rate in LTE networks.

� 1 ms end to end latency.

� Higher bandwidth per area.

� Enormous number of connected devices to support the emerging IoT.
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� Perceived availability of 99.999% of the time.

� Almost 100% coverage for anywhere connectivity.

� Reduction in energy usage by almost 90% to support the progressive
introduction of green communications.

� High battery life for the devices, by reducing their power consumption.

The research community is exploring new mechanisms to reach these chal-
lenging capacity requirements. Among them, disruptive changes including re-
novated system designs with device-centric architectures, or the use of smarter
devices with local caching and interference rejection capabilities are pointed
out as interesting research lines [5]. Even so, the three fundamental research
directions identified for the improvement of network capacity in 5G are the
increase of the spectral efficiency by means of massive Multiple Input Mul-
tiple Output (MIMO) technology [6], the use of larger amounts of spectrum
by utilizing additional frequency bands such as the millimeter wave band [7],
and the network densification by deploying more base stations per area [8], as
exemplified in Figure 1.1.

Figure 1.1: The three main directions to improve network capacity in 5G
wireless systems.

Massive MIMO technology is characterized by the use of antenna arrays
with many more elements per site than in current systems. This feature allows
Base Stations (BSs) to achieve larger beamforming gains, increasing their cell
spectral efficiencies. Besides, narrower beams can be conformed for the trans-
mission to a higher amount of users in parallel, what makes this technology
especially useful to support the increasing number of connections expected by
the new device-to-device and machine-type communications services [1]. On the
other hand, the use of the available spectrum in the millimeter wave (mmW)
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band enables the allocation of much larger bandwidths, resulting in a great
increase of the data rates [7]. Furthermore, at these higher frequencies an-
tennas can be miniaturized, which makes the application of massive MIMO in
mmW even more appealing. Although the combination of larger bandwidths
and higher spectral efficiencies provides a significant growth in system capacity,
it has been proved in contemporary cellular networks that, in order to satisfy
growing user demands, they should be accompanied by further cell densifica-
tion [8], understood as the deployment of more base stations per unit area.
Indeed, densification is considered as the key enabler for the demanding re-
quirements of future networks, without which it will clearly not be sufficient
to provide the ubiquitous immerse connectivity requirements of the 2020-and-
beyond mobile society.

1.1.2 Ultra Dense Networks deployment

Ultra Dense Networks (UDNs) are one of the main scenarios used to illus-
trate the 5G network challenges, which addresses the high traffic demands via
infrastructure densification [9]. Several definitions for UDN can be found in
the literature, being the most widely accepted the ones considering [10]: a)
networks in which the number of deployed base stations is greater than the
number of active users; b) networks in which the density of BSs is higher than
103 cells/km2. In both cases, UDNs imply the denser deployment of access
points in comparison to current conventional deployments.

From an architectural point of view, spatial densification can be imple-
mented either by adding more BSs per area or increasing and distributing the
number of deployed antennas by using Distributed Antenna Systems (DAS) [8].
As a result, all kind of cells may coexist in ultra dense deployments, such as
macrocells, picocells or relays, what leads to consider the UDNs as a further
evolution of Heterogeneous Networks (HetNets) [11]. Nevertheless, the deploy-
ment of additional macro base stations with the corresponding elaborated site
planning would involve significant costs. This is the reason why, in UDNs,
Small Cells (SCs) are preferred to conventional macrocells, since they are a
simpler cost-effective alternative for spatial densification. Indeed, densification
is expected to be dominated by SCs, thanks to their ability of being deployed
opportunistically in a very irregular fashion [11].

The main benefits of UDNs can be summarized as follows:

� The deployment of more BSs or antennas per unit area increases the
spatial reuse of the resources. As a result, more resources can be allocated
to each user, improving the final data rates delivered to them.
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� The higher density of BSs or antennas results in shorter distances between
the users and their closest access point, improving the average radio link
quality and increasing the probability of Line of Sight (LoS) transmission.

The latter feature turns UDN into a very suitable scenario for the use of mmW,
where large amounts of bandwidth enable very high throughput under LoS
conditions. Indeed, the synergy between UDNs and the logical combination of
massive MIMO and mmW technologies brings important rewards that motivate
the joint analysis of these three mechanisms.

On the other hand, densification also presents big challenges to the network
design. The most important one is how to face the growing level of interference
provoked by the increased number of deployed base stations. The closer prox-
imity of users and access points reduces not only the path loss between a user
and its serving BS, but also the distance to the non-serving base stations in
the network that will act as strong interfering sources. This side effect makes
the application of enhanced interference coordination schemes mandatory in
UDNs. Besides, mobility has also been pointed out as an important issue in
dense deployments, where an excessive number of handovers among cells may
deteriorate the user experience. Backhaul dimensioning as well as energy effi-
ciency are other important challenges in UDNs [12]. This Thesis focuses on the
management of interferences, leaving for further research the other aspects.

1.2 State of the art analysis

This section presents an analysis of the state of the art in the field of study
of this Thesis based on a deep literature review. This analysis is divided into
four parts. The first is devoted to review the most important works related to
the study of the theoretical limits of densification. The second part presents an
overview of the Distributed Antenna Systems (DAS) topic in the literature. The
third part deals with massive MIMO in millimeter wave frequencies. Finally,
the last part conducts a revision of prior art regarding Inter-Cell Interference
Coordination (ICIC) in cellular networks.

1.2.1 Limits of densification

Densification is the most promising solution to provide ubiquitous broadband
connectivity. Thanks to the higher density of nodes deployed, the spatial re-
source reuse is increased, and the distance between users and access points
reduced, what improves the average radio link quality. However, the close
proximity of non-serving base stations increases also the interference in such
a way that the application of ICIC techniques becomes unavoidable [11, 13].
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These techniques reduce the spatial resource reuse, and hence, they counteract,
to certain extent, one of the main benefits of UDNs. All this raises the question
of whether a fundamental limit of densification exists [10].

In a first attempt to analyze the limits of densification from a theoretical
point of view, the work in [14] derived analytically the Signal to Interference Ra-
tio (SIR) distribution in a cellular network modeled by a homogeneous Poisson
Point Process (PPP). The main conclusion drawn by [14] states that, as long
as noise power can be considered negligible in comparison to the interference,
Signal to Interference plus Noise Ratio (SINR) remains constant when BSs
density increases. In other words, SINR is independent of the BSs density and
thus, system throughput increases linearly with the number of deployed BSs.
Same conclusion was obtained for a more generalized scenario in [15] consisting
of a multi-tier heterogeneous cellular network.

Further studies presented in [16] and [17] introduced the consideration of
more sophisticated path loss models. In particular, these works analyze the
SINR distribution in cellular networks when considering a dual-slope path loss
model with a different path loss exponent for the near-field and far-field regions.
This allows for the inclusion of the subduction effect that occurs in the near-
field region, which consists in the reduction of the path loss exponent when
the distance between transmitter and receiver decreases due to densification.
Analytical results show that under the dual-path loss model consideration and
for interference-limited scenarios, SINR decreases monotonically as the BSs
density increases, which contrasts with the behavior observed with standard
path loss models in [14] and [15]. With regards to system throughput, [16]
and [17] concluded that its behavior with densification is determined by the
specific value of the near-field path loss exponent. More specifically, it can be
described by dividing the near-field path loss exponent in three regions: values
larger than 2 provide a linear scale of the system throughput with densification,
values between 1 and 2 provide a sublinear scale of the throughput with base
station density, and values below 1 lead to zero throughput in the limit of
densification.

The system models used in [14–17], however, present several limitations.
The most relevant are the following:

� Fixed power per BS is considered in all of them, resulting in a growing
amount of power per area as the density of BSs increases. This consider-
ation prevents an isolated analysis of the effects of network densification,
and the impact of having increasing power per area.

� The models do not limit the minimum distance between users and BSs,
i.e. they can be at distance zero. This fact together with the used path
loss model implies that the received signal power can be greater than that
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of the transmitted signal, and even infinite when the distance is zero. This
behavior is highly unrealistic and may lead to wrong conclusions.

� Each BS is assumed to always have an active user, and hence, BS density
is lower or equal to user density. This contrasts with one of the widely
accepted definitions of UDN in which the density of access points is con-
sidered ultra-dense if it is greater or equal to the density of users. This
fact can be used to question whether these works actually consider UDNs.

� BSs do not apply any type of interference coordination technique among
them, essential in UDNs where the high reuse of resources generate high
level of interference. Note that the application of any kind of resource
management would modify the expression of SIR derived in these works,
according to the particular criterion maximized by the resource allocation
algorithm applied. A common approach in cellular networks is to choose
a proportionally fair resource allocation algorithm [18].

A different system model, which typically consists on a one-dimensional
deployment with infinite base stations, was proposed by Wyner [19] to analyze
the effect of interference. Even though this model has been of great interest
thanks to its capability to yield new insights about cellular networks by means
of an analytical simple approach [20], it presents some major limitations [21]:

� Wyner model assumes that interference takes place only between adjacent
base stations, which leads to very inaccurate conclusions in the case of
UDNs, since a large amount of interference is neglected.

� The contribution of the adjacent cells to interference is simplified to a
deterministic value, which implies that user locations are predefined and
fixed.

1.2.2 Distributed Antenna Systems

In order to address the huge data rate demands and high connectivity and
mobility required by next generation mobile networks, a deep change in the
cellular architecture design is needed. Specially for indoor users, which rep-
resent approximately the 80% of the total traffic conveyed by a network, the
definition of new deployment strategies is essential [22]. Together with the
use of small cells, DAS was proposed as a promising deployment strategy to
improve coverage and capacity in large indoor zones [23].

DAS are network architectures in which the antenna elements of a BS are
geographically distributed throughout the coverage area. The main advantage
of this approach is that the average distance from any point of the scenario
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to the nearest antenna is reduced [24]. Due to this fact, the link budget,
coverage and outage probability can be in most cases improved. Although
the deployment of SCs can be more flexible and scalable, the use of DAS as
a means for densification allows a simpler coordination among the different
antennas distributed over the space, thanks to the high-bandwidth and low
latency dedicated connection between them and BSs, such as wires, fiber optic
or Radio Frequency (RF) links [25].

DAS can be deployed using either passive or active architectures. On the one
hand, passive DAS is the most used approach for indoor [26], where only passive
components are used to distribute the signals over the space, being a cost-
effective solution for medium-sized distances. On the other hand, active DAS
are the best solution for large areas, since they can provide better radio link
performances and higher data rates but at the expense of a more elevated costs
of deployment and maintenance [26]. Several works studied active DAS from
an energy efficiency perspective [27–29], proposing power allocation schemes
that distribute the transmission power among Remote Antenna Units (RAUs)
in order to maximize the energy efficiency in single-cell scenarios with multiple
users. The work in [30] conducted a performance comparison between active
and passive DAS in an indoor scenario.

Either with active or passive architectures, DAS can be viewed as a multi-
antenna system where the antennas are not co-located with the BS [25]. In
order to make the most of the MIMO channel richness, advanced Single-User
(SU) MIMO and Multi-User (MU) MIMO techniques can be applied to DAS.
The simplest DAS transmission schemes select the RAU with lowest path loss to
the user, what reduces the total network transmission power and increases the
battery life. As a result of the lower transmission power, the interference level
in the network is reduced, and hence, the system capacity is increased [31].
However, these schemes cannot benefit from the natural RAUs cooperation
ability of DAS. At the other end, the transmission from every RAU to serve
a user can be inefficient, due to the significant path loss differences between
the distributed antennas in DAS, so techniques selecting only a subset of the
antennas for transmission can bring large benefits to the system [32]. The
performance of SU and MU MIMO techniques in DAS with different degrees of
cooperation among RAUs was analyzed in [24] and [33]. Both works concluded
that large performance gains are achieved when enhanced antenna selection
schemes are applied.

In the last years, the joint utilization of DAS and mmW band for indoor
scenarios has been pointed out by the research community as the mechanisms
to improve indoor network capacity [22]. The large penetration losses at mmW
caused by the external surfaces of the buildings make indoor scenarios to be well
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isolated from outdoor interference while, at the same time, indoor materials are
shown to introduce relatively low losses [7].

1.2.3 Massive MIMO in millimeter waves

A promising technology to meet the challenging 5G data rate requirements is
the use of massive MIMO systems [6]. Defined as multi-antenna configurations
in which the number of antennas is much higher than the number of users
to be served, massive MIMO implies the use of, at least, an order of magni-
tude more antenna elements than in current systems [34]. The application of
MIMO techniques has been used either to compensate the propagation losses
of backhaul and access links through beamforming, or to boost capacity with
multi-stream transmission. With the use of large antenna arrays, current trends
point towards the joint application of MIMO spatial multiplexing techniques
and beamforming to better exploit the richness of the channel [35].

Increasing the number of antennas brings also important challenges in the
system design. From a signal processing perspective, transmission with massive
arrays increases the processing complexity derived from the computation of
the required precoders when precoding schemes are applied to hundreds of
antennas. Due to this, low complexity linear Digital Precoding (DP) techniques
are preferred in massive MIMO systems over non-linear precoding techniques
able to achieve the capacity of the channel [36]. In particular, linear precoding
techniques such as Maximum Ratio Transmission (MRT) or Zero Forcing (ZF)
are shown to provide near-optimal performance with an increasing number of
antennas [37]. Another drawback of massive MIMO technology is the large
physical size of the antenna arrays at currently used cellular frequencies, what
prevents for its successful incorporation into cellular networks. As a solution,
massive MIMO is being considered in conjunction with mmW frequencies [34,
38], where antenna arrays of reasonable physical sizes are feasible [39].

With the use of mmW technology, the application of the aforementioned DP
techniques using a fully digital architecture at the transmitter is not suitable.
The reason is that multi-antenna DP is carried out at baseband and, thus, an
architecture with as many RF chains as antenna ports to perform the digital
to analog data conversion and subsequent upmixing to RF is required for the
application of DP techniques. However, the use of digital architectures with
one RF chain per antenna is not only a very costly option for massive MIMO
systems at mmW, but it also leads to a extremely high power consumption [34,
40]. Motivated by this, the research community has focused its interest in
alternative transmission schemes based on Analog Beamforming (ABF) and
Hybrid Beamforming (HBF) architectures, where all or part of the processing
is based on RF beamforming [41].
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Figure 1.2: Analog beamforming architecture.

+

+

Figure 1.3: Full-connected hybrid architecture.

On the one hand, ABF architecture is the most simple approach for massive
MIMO in mmW and consists of a single RF chain connected to the antennas
via phase shifters [34] (see Figure 1.2). The main limitation of this architec-
ture is that it is not possible to realize spatial multiplexing for multi-stream
or multi-user transmission. As an alternative, HBF architectures provide a
good compromise between ABF and DP with respect to both flexibility and
complexity. Several variants of HBF architectures were proposed in the recent
years [42–44].

For a transmitter considering M antennas, the full-connected architec-
ture [42] is shown in Figure 1.3. It consists of a limited number of RF chains
NRF

t < M and a set of M phase shifters applied to each RF chain. The out-
puts of the i-th phase shifters of every RF chain are combined to feed the i-th
antenna element in the array. Using this architecture, NRF

t data streams can
be simultaneously transmitted with full array gain.

Another interesting architecture with reduced complexity is the sub-array
configuration shown in Figure 1.4, where the elements of the antenna array
are divided in as many sub-arrays as available RF chains [43]. Thanks to
this, the number of necessary phase shifters is reduced to M , compared to
the NRF

t ×M necessary at the full-connected architecture. However, the NRF
t

transmitted data streams come with a lower array gain due to the smaller
number of elements per sub-array. Based on this architecture, a novel technique
was presented in [44], where the specific antenna elements to be grouped at
each sub-array can be dynamically selected to optimize the system performance
according to the long-term channel characteristics.
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Figure 1.4: Subarray hybrid architecture.

Several precoding approaches for HBF architectures were proposed in the
last years, all of them using a substantially reduced number of RF chains with
respect to the number of antennas. In particular, hybrid precoding for single-
user scenarios was addressed in [45–48] for both transmitter and receiver imple-
menting hybrid architectures. The work in [45] proposed a precoding solution
for large antenna arrays systems based on the sparse nature of the channel. By
considering a single-path channel model, [46] presented a multi-resolution code-
book with the ability to adjust the beamwidth for the transmissions according
to performed estimations of the channel between the base station and the user.
Assuming perfect channel state information at the transmitter, [47] proposed
four hybrid precoding strategies providing different trade-offs between com-
putational complexity and performance. Finally, [48] analyzed the minimum
number of RF chains required to achieve the same performance as fully digital
precoding schemes given a certain number of transmitted data streams. Be-
sides, this works provided an heuristic algorithm to design the hybrid precoding
when the number of RF chains is below that minimum.

Further studies analyzed the performance of massive MIMO at mmW by
including more realistic scenarios and non-ideal assumptions. [49] assessed the
performance of several multi-user techniques with large scale antenna arrays
with calibration errors. The work in [50] presented a hybrid precoding al-
gorithm for multi-user scenarios and analyzed the rate loss when only limited
feedback is available and channel information is quantized. Furthermore, a pre-
liminary performance study of hybrid precoding considering a realistic channel
model was carried out for a single-link scenario in [43]. Moreover, some works
are found in the literature regarding the presence of non-ideal devices in real
implementations, which may bring in several error sources affecting the per-
formance of the algorithms under study. In particular, real phase shifter im-
plementations introduce phase errors whose magnitude was studied in [51, 52],
and non-ideal combiners introduce power losses that were characterized, for in-
stance, in [53]. The effect of hardware-constrained base stations in massive
MIMO systems was extensively analyzed in [54], where a scaling law of the
increase of some particular imperfections with the number of antennas was
provided. In addition, hardware constraints impose practical limitations that
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should be desirably considered in the algorithms design. This was highlighted
in [55] and [56], which propose constant envelope precoders suitable for the use
of power-efficient RF power amplifiers as a constraint to avoid the problems of
such non-ideal amplifiers with their inherent non-linear behaviour.

1.2.4 ICIC in cellular networks

The first ICIC schemes were designed to be applied on Macrocell (MC) de-
ployments, where cell edge users suffer from high levels of interference from
neighbor cells. These schemes are based on different power and resource al-
location mechanisms, being one of the most important ones those based on
time and frequency resource partitioning. This is the case of the Fractional
Frequency Reuse (FFR) based techniques, which consist in the application of
a frequency reuse factor of one in areas close to the BS, and a higher factor of
reuse in areas close to the cell border with the aim to reduce the interference
among cells [57]. Several variants of FFR are found in the literature, depending
on how the power and bandwidth are distributed between the center and the
edge of cells. In Partial Frequency Reuse (PFR) schemes, sub-bands assigned
to cell-edge users and cell-center users are disjoint [58–60]. Contrarily, Soft
Frequency Reuse (SFR) schemes allow for the use of the whole bandwidth at
the center of the cell, by reducing the transmitted power on those sub-bands
that are also used at the cell-edge [61]. SFR is more bandwidth efficient than
PFR, but it results in more interference to both cell-center and cell-edge users.
Resource partitioning has also been proposed simultaneously in both time and
frequency domains in [62].

One of the challenges of FFR schemes is how to define the criterion to
consider that a user is located at the center or at the border of the cell. An-
other important challenge is the selection of the optimal number of sub-bands
in which the total bandwidth has to be partitioned to be assigned to inner
and border areas. In line with this, the optimal frequency reuse factor at the
cell-edge as well as the bandwidths to assign to the center and the edge of the
cell are determined for a regular deployment in [63], by solving an optimiza-
tion problem. However, [64] showed that in real networks with irregular cell
patterns, the number of interfering cells and the amount of interference varies
highly from cell to cell, so optimum parameters obtained in [63] may not be
suitable. Indeed, it is remarked that a reasonable definition of border areas
should be based on SINR instead of distances. Besides, the scheduling fraction
of sub-channels may vary with the network topology, so static designs might
not improve the global throughput of the network.

The references aforementioned apply a static configuration of the resource
partitioning, so they are not able to adapt to dynamic cell load variations.
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More sophisticated schemes including dynamical capabilities for MC deploy-
ments were proposed in [65–69]. [65] proposed a dynamic FFR scheme with
the ability to redistribute the radio resources among cells in order to adapt to
their load conditions. This adaptation is accomplished via a graph approach
in which the resource and power allocation problems are translated to a graph
coloring problem. A channel and power allocation sub-optimal algorithm was
proposed in [66] to maximize cell-edge users throughput in a decentralized fash-
ion. Although in this scheme the definition of cell-center and cell-edge is fixed,
resource allocation is performed in a dynamical way and with minimum coor-
dination between base stations. Another dynamic FFR approach was designed
in [67], where classification of users as cell-edge or cell-center is performed ac-
cording to their experienced SINR. A variable threshold of SINR is used to
balance user classification and the bandwidth used for each group is optimized
to adapt to the network dynamics. The cell-edge sub-bands assigned to each
cell can be dynamically changed by using an X2 interface. Also based in the
exchange of messages, the work in [68] proposed a dynamic FFR scheme where
frequency resources are divided in different categories depending on their prior-
ity for transmission. Cell-edge users allocated to those resources with maximum
priority are able to sense their strongest interfering BSs and to request them to
reduce transmit power over them. Lastly, [69] presented a game-theory based
algorithm for self-organizing networks, where a centralized network manager
configures the frequency reuse and power allocation patterns according to the
information feedback sent by the users. Moreover, users select the cell they
connect to based on the configuration decisions of the central manager, and
are able to stay silent if they do not achieve a minimum target SINR.

With the recent inclusion of SCs as a mechanism to further improve network
capacity through densification, the variety of scenarios to be addressed by the
ICIC algorithms has been enlarged, including indoor and outdoor deployments,
with and without MC coverage [70]. HetNets arise as scenarios in which nodes
with different level of power are deployed in the same coverage area, usually
sharing the same frequency band, to maximize area spectral efficiency by taking
advantageous of improved spatial reuse [71]. On the one hand, picocells are de-
ployed by operators for offloading the traffic from the overlaid MC, especially in
areas of heavy traffic, and for removing coverage holes typically present in MC
networks. On the other hand, femtocells are mainly deployed indoors, where
conventional macro-cellular networks may most likely fail to deliver broadband
experience to users because the transmitted signal faces high attenuation when
passing through walls [71].

The large difference of transmission power between SCs and MCs in HetNets
causes that the area served by an SC may comprise only a few users located
in its close proximity, which receive the strongest downlink Received Signal
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Strength (RSS) from the SC [72]. In order to extend the coverage area of the
SCs, the Third Generation Partnership Project (3GPP) introduced the use of
Cell Range Extension (CRE), based on adding a positive bias to the SCs RSS
in the cell selection procedure. Nevertheless, CRE results in an increase of the
interference created by the MC to the SC users located at the extended coverage
area. In fact, it has been shown that the use of CRE in outdoor HetNets without
the application of any ICIC mechanism results in a degradation of the overall
network performance due to the inter-tier interference [12].

Considerable efforts have been devoted to design ICIC schemes that solve
the inter-tier interference in co-channel SC and MC deployments. With this
aim, Almost Blank Subframes (ABS) was introduced by 3GPP in Rel-10 [73]
as a time-domain enhanced Inter-Cell Interference Coordination (eICIC) mech-
anism. In ABS, a set of protected subframes are used at the MC to transmit
only reference signals. As a result, SC users allocated to those protected sub-
frames experience a reduction in the amount of interference suffered from the
overlaid MC, leading to an improved SINR and consequently, higher through-
put. SC users situated in the expanded coverage region must be allocated to
the protected subframes in order to avoid the strong interference that they
receive from the MC, while the rest of users can be scheduled to any other
subframe. An alternative to ABS is Reduced Power Subframes (RPS), where
the MC reduces the transmission power for the data symbols at the protected
subframes, instead of totally eliminating it. In both ABS and RPS, MC inform
the underlaid SCs about the intended configuration of protected subframes by
sending messages to them.

Several works related to ABS can be found in the literature, such as [74–
78]. The work in [74] presented an ABS algorithm with fast adaptation of
the ABS patterns to the network load conditions, which improves the fairness
among users by means of dynamic muting decisions. A cell selection scheme
for HetNets was proposed in [75] based on the expected user rate, which is
estimated as a function of the proportion of configured protected subframes at
the MC. Dynamic assignation of protected subframes at both MCs and SCs
was presented in [76] and [77] to prevent not only inter-tier but also intra-tier
interference. Protected subframes are configured in these works according to
the user distribution and/or their cell association, in order to optimize the
fairness among users. Finally, a performance comparison between ABS and
RPS schemes for different traffic conditions and several bias values for cell
selection with CRE was performed in [78].

In addition to ABS, other schemes have been proposed for ICIC in HetNets.
An approach based on interference estimation in two-tier deployments was
presented in [79], where an algorithm for optimizing power and bit allocation
over a joint time-frequency domain is designed. The interference is sensed and
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estimated over successive slots using a Markov model. The algorithm follows
two different strategies: to maximize expected rate under a transmit power
constraint and to minimize transmit power under the expected rate constraint.
Comparison between reinforcement learning and game theory techniques for
the optimization of the resource allocation in self-organized HetNets was done
in [80]. A reinforcement-learning technique was presented in [81] for HetNets
with closed-access femtocells. In this approach, femtocells are non-cooperative,
so they need to self-organize by gradually learning from their environment, and
adapting their strategy until reaching convergence. On the other hand, a case
of game theory can be found in [82], where the authors proposed a scheme based
on non-cooperative games, in which each femtocell user attempts to select the
most appropriate subset of resource blocks in a decentralized manner in order
to manage the inter and intra-tier interference in the network.

HetNets where SCs and MCs operate in different frequency bands were
studied in [83][84]. In this case, inter-tier interference does not exist and thus,
ICIC schemes focus on the control of the interference generated among the
SCs. In [83], the authors proposed a time-domain ICIC algorithm based also
on ABS. Different ABS ratios and patterns are selected at each SC to adapt to
user distribution and traffic load, but only moderate gains are shown for finite
buffer traffic. Additionally, a cognitive ICIC algorithm was presented in [84]
for HetNets using an architecture that separates control and data planes. An
analytical characterization of the received aggregated interference at a user is
provided in order to decide whether it will be scheduled at a certain subframe,
with the final aim of improving the user throughput.

Another scenario where only intra-tier interference prevails is indoor SC de-
ployments, where due to the penetration losses introduced by the walls of the
buildings, SCs are usually considered to be isolated from MC interference. Con-
trary to MC networks, in which BSs are finely deployed through cell-planning,
indoor SC deployments are composed by a variable amount of nodes that are
randomly deployed by customers. For that reason, Inter-Cell Interference (ICI)
management in this kind of networks is even more challenging than in MC sce-
narios, and applied mechanisms must have the ability to adapt to changing
scenarios in a dynamical and distributed manner. The application of ICIC
algorithms in such isolated indoor deployments has received less attention by
the research community, and some works point towards a limited benefit of us-
ing resource partitioning schemes in SC deployments [85–87]. For instance, an
adaptive FFR scheme for femtocell deployments was presented in [85], showing
a large improvement of the cell-edge user throughput but at the expense of a
degradation of cell-center user throughput. Moreover, a self-organized FFR-
based allocation algorithm for femtocell deployments was proposed in [86], but
the impact of the resource partitioning on the system throughput was not ana-
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lyzed. [87] emphasized the decrease of the obtained benefit of ICIC application
when advanced receivers are implemented, since they are able to suppress inter-
cell interference at reception. However, moderate gains were achieved for the
case of femtocells networks configured as closed access, since femtocells hav-
ing users in their coverage area that do not belong to their control access list
generate more aggressive interference on them. This is the case of the fuzzy
logic ICIC scheme proposed in [88], which shows an improvement of the system
performance and the fairness among users.

UDNs can be seen as the natural evolution of HetNets, where the number
of deployed SCs per area is increased significantly [11]. Although several eICIC
techniques have been designed for HetNets, most of them are not suitable for
their application in UDNs, since the expected increasing number of nodes in
this kind of networks prevents those solutions requiring a centralized unit or
high amount of coordination among nodes to be applicable. Indeed, future net-
works may include the ability of their nodes to self-configure and self-organize,
as introduced by 3GPP with the definition of Self-Optimized Networks (SONs)
capabilities as a way to reduce operational effort and increase network reaction
to environment changes [89]. In this line, [90] proposed a dynamic resource
scheduling procedure designed for self-organizing femtocell networks, based on
a mechanism of user contention. Also, two self-organized approaches for fre-
quency assignment in femtocell networks were presented in [91]. On the other
hand, ICIC techniques based on the clustering of cells can be found in [92][93].
[92] proposed a scheme in which femtocells are grouped in virtual clusters that
maximize distance among its members. Each cluster is managed independently
and schedules all the sub-bands among the femtocells belonging to that clus-
ter. Another clustering-based algorithm was applied to femtocell deployments
in [93], where each femtocell creates a cluster with its interfering neighbors and
coordinates with them to allocate orthogonal sets of resources to the cell-edge
users of the cluster. A semi-static resource allocation scheme based on FFR
and optimized using graph coloring techniques to create cluster of cells was
proposed in [94] for buildings with dense femtocell deployments.

1.3 Open problems identified from the litera-
ture review

Densification has been pointed out as a straightforward mechanism to boost
network capacity, thanks to the approximation of users to BSs, and the em-
ployment of a higher spatial reuse of the resources. Nevertheless, these two
advantages are in turn a limiting factor for the dense networks, since they lead
to higher levels of interference that might constrain the system performance.
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The addition of resource partitioning techniques can alleviate the inter-cell in-
terference in the network but at the expense of a reduction of the spatial reuse
of resources. This arises the question of whether it is worth to indefinitely
increase the density of nodes in cellular networks, motivating the analysis of
the fundamental limits of densification. Although some works in the literature
have already addressed this issue, their analysis are based on system models
with several limitations that may lead to wrong conclusions, as described in
Section 1.2.1. Further work is required to analyze the limits of densification by
using new models that overcome these limitations [95].

In parallel to the study of the limits of densification, the integration of
mmW communications with the use of UDNs has received a lot of interest in
the last years. The reason is that the shorter distances between transmitter
and receiver in this type of networks increase the probability of the users to
be in LoS propagation conditions, making the most of the large bandwidth
available for transmission in the mmW band. However, the use of mmW is ac-
companied by hardware limitations inherent to this technology, mainly caused
by the high cost and power consumption of the radio components working at
these extremely high frequencies. In this regard, an exhaustive analysis of
UDNs working in the millimeter frequency band is required to identify the best
architecture for these systems, including accurate channel models and more
realistic scenarios with multiple cells and users. Besides, the quantification
of the effect of hardware impairments and other practical limitations on real
implementations is of paramount importance to better understand the mmW
system performance bounds.

Another promising technology to boost network capacity, especially in in-
door scenarios, is the use of DAS. In this kind of deployments, the distribution
of the antennas over the coverage area of the cell also increases the probabil-
ity of the users of being in LoS propagation conditions. Thanks to this, DAS
appears as a natural enabler for the use of mmW in indoor deployments, and
large benefits of synergy are expected from the joint utilization of both tech-
nologies. However, the use of hybrid architectures in distributed scenarios is
still an unexplored topic in the literature, what brings the need for researching
on hybrid precoding solutions suitable for DAS and their performance under
non-ideal assumptions.

Finally, independently on the technology used, the application of mecha-
nisms for ICIC has been identified as fundamental for a correct system per-
formance in UDNs. ICIC solutions must provide a good compromise between
spatial reuse of the resources and interference management, i.e., resource or-
thogonalization must be performed in such a way that the reuse of resources is
maximized while guaranteeing acceptable levels of interference. Furthermore,
the particularities of UDNs call for new ICIC solutions that need to be not only
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scalable and distributed to be suitable for the high density of nodes, but also
need to function with a limited coordination signaling among nodes to avoid
overloading the already loaded backhaul link.

1.4 Objectives and Thesis scope

This Thesis aims at investigating the nature of the UDNs deployment for be-
yond 2020 communications, analyzing their benefits and drawbacks, evaluating
their performance with current and new technologies, and proposing suitable
solutions for their optimal performance. This main goal can be divided into
the following partial objectives listed below.

� To use new models for UDNs characterization in [95] to analyze the limits
of densification, and in particular:

– to determine under which conditions further densification is benefi-
cial and improves the system capacity;

– and to identify which degree of coordination among cells is more
interesting in UDNs.

� To assess the performance of UDNs using mmW bands in both outdoor
and indoor deployments, including:

– the evaluation of hybrid beamforming and precoding solutions in
multi-cell and multi-user scenarios working in the mmW band;

– the study of the suitability of DAS for indoor deployments and the
comparison of its performance with other indoor deployment strate-
gies using the mmW band;

– and the quantification of the impact of practical limitations and
hardware impairments inherent to the mmW technology on system
performance.

� To identify an ICIC solution suitable for its application in UDNs. In
particular:

– to design an enhanced ICIC algorithm with scalable and distributed
capabilities, reduced power consumption and simple coordination
among nodes;

– and to evaluate the proposed solution in an indoor ultra dense de-
ployment with several degrees of densification and under different
load conditions.
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1.5 Thesis outline and main contributions

This Thesis is organized into five chapters as follows:

� Chapter 2 provides an analysis of the fundamental limits of densification
in cellular networks, from a theoretical point of view.

� Chapter 3 assesses the performance of hybrid beamforming schemes
in a multi-cell and multi-user scenario working in the mmW frequency
band. The focus is on the study of the impact of practical limitations and
hardware impairments inherent to the mmW technology on the system
performance.

� Chapter 4 proposes a distributed hybrid precoding scheme for its appli-
cation in DAS indoor deployments working in the mmW frequency band.
The performance of this scheme is compared to that of two other typical
indoor deployment strategies, considering again the practical limitations
derived from the use of hybrid architectures for mmW communications.

� Chapter 5 introduces an eICIC algorithm suitable for UDNs indoor
deployments. Its performance is evaluated for several degrees of densifi-
cation and under different load conditions.

� Chapter 6 outlines the main conclusions of this Thesis and presents the
future work of this research.

The main contributions of this Thesis are summarized in the following items:

I An analysis of the fundamental limits of densification is presented, taking
into consideration different coordination schemes between BSs. Results
provide a more comprehensive view of UDNs behavior as a function of BS
and user densities, as well as of some particular scenario parameters such
as power density availability or path loss exponent propagation.

II The understanding of beamforming performance using hybrid architec-
tures in mmW frequencies have been extended, bringing new insights about
the strengths and limitations of these schemes depending on the propaga-
tion conditions among users and BSs. In addition, existing studies about
the impact of practical limitations and hardware impairments are com-
plemented with further research, including the effects of non-ideal consid-
erations such as outdated Channel State Information (CSI), phase shifter
errors, Per-Antenna Power Constraints (PAPC) or power losses introduced
by real combiners.
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III The benefits and drawbacks of different dense indoor deployment strategies
working in the mmW frequency band are established, including regular SC
deployments and DAS. A new distributed hybrid precoding algorithm is
proposed for its application in DAS implementing hybrid architectures,
suitable for distributed antennas and with antenna selection capabilities.
Furthermore, the most suitable deployment strategy considering different
practical limitations is determined for each case.

IV A new eICIC algorithm for indoor UDNs is proposed, with scalable and
distributed features. Its application increases both cell-edge and cell-center
user throughputs at the same time as decreases the power consumption of
the cell, being an excellent solution for UDNs.
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Chapter 2

Asymptotic analysis of
Ultra Dense Networks

2.1 Introduction

Ultra Dense Networks (UDNs) have been identified as a promising deployment
solution to guarantee the high data rates and massive connectivity required in
future networks. As introduced in Section 1.1.2, UDNs are generally defined as
those networks having higher densities of access points in comparison to current
conventional deployments. The benefits of densification are twofold: on the one
hand, the higher amount of Base Stations (BSs) per area increases the spatial
resource reuse; on the other hand, average radio link quality is improved thanks
to the closer proximity of users and BSs.

However, the main benefits of UDNs can in turn be limiting factors of
these networks, since higher densities of BSs lead as well to higher levels of
interference that might hamper the system performance. The application of
resource partitioning techniques, which is studied in Chapter 5, can alleviate
the inter-cell interference in the network, but at the expense of a reduction of
the spatial resource reuse, counteracting one of the main UDN benefits. All
these issues arise the question of whether it is worth to indefinitely increase the
density of nodes in cellular networks, motivating an analysis of the fundamental
limits of densification.

Several works in the literature have already partially addressed this is-
sue [14–17, 20, 21], as described in Section 1.2.1. However, all these analysis
are based on system models including specific simplifications that may limit
the validity of these models, leading them to draw maybe wrong conclusions.
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In this chapter, an asymptotic analysis of the UDNs performance is accom-
plished by using an enhanced Wyner-based system model proposed in [95],
which includes the appropriate updates to overcome the problems present in
the aforementioned works. The behavior of UDNs is assessed by means of this
model, comparing the network performance under different assumptions.

In particular, UDNs performance with and without cooperation among BSs
for the transmission to the users is investigated. In the case of cooperation,
non-overlapped and overlapped clusters of cells are considered. The achievable
rates in the network as a function of the position are evaluated for all the
cooperation schemes with different cluster configurations. Furthermore, the
expected rate density is also analyzed with respect to the BS density and for
the same available power per meter. Hence, the effects of densification without
the distortion caused by introducing more available power in denser networks
are evaluated. Finally, the performance of UDNs in the limits of densification,
i.e., when the inter-BS distance approaches 0, is also assessed in this study.
The rest of this chapter is organized as follows:

� Section 2.2 summarizes the basic elements of the new model, including
the clustering algorithms considered for the cooperation among BSs. In
addition, it emphasizes those updates incorporated to the model that
overcome the main limitations of the system models used in similar works
in the literature.

� Section 2.3 analyzes the UDNs performance with finite densities of BSs,
i.e., considering inter-BS distances greater than 0, showing results for
different clustering configurations and available levels of power per meter.

� Section 2.4 presents the assessment of the UDNs performance in the limits
of densification, i.e., when the inter-BS distance approaches 0.

� Section 2.5 outlines the most important conclusions of this study.

2.2 System model

In this section, the system model in [95] and the assumptions considered for
subsequent analysis are described. A description of the considered deployment
is provided, including the definition of the overlapped and non-overlapped clus-
tering methods under study. Furthermore, the resource and power allocation
models are exposed, as well as the expressions of the achievable rates when
these allocation models are applied.
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2.2.1 Deployment description

Let us consider a network composed of infinite User Equipment (UE) devices
and BSs, which are uniformly distributed along two parallel lines separated
h meters. Thus, h is the minimum distance between any UE-BS pair. The
inter-UE and inter-BS distances are dU and dB, respectively. Besides, the BS
0 is located at the origin, and the location of UE 0 with respect to the origin
is denoted by the parameter s. This scenario is depicted in Figure 2.1.

0−dB dB 2dB 3dB 4dB 5dB

−dU + s s dU + s 2dU + s

h

3dU + s0

Figure 2.1: Network deployment.

Regarding BS cooperation, non-overlapped and overlapped BS clusters are
considered. In the non-overlapped clustering, BSs are grouped into clusters of
K elements, in which they cooperate for the transmission of information to the
M UEs in their coverage area. An example of non-overlapped transmission is
depicted in Figure 2.2, for K = 3 and M = 2. The numbers represent the BSs
and UEs indexes, and the arrows indicate the UEs served by each BS. The
clusters of cells serving consecutive UEs are here either coincident or have not
any BS in common, what leads to the apparition of cluster edges. For instance,
a cluster edge can be observed between BS 0 and BS 1 and between BS 3 and
BS 4.

In the overlapped clustering, the K closest BSs to each UE cooperate in
the transmission of information to the corresponding UE, as exemplified in
Figure 2.3. For instance, the closest BSs to UE 0 are BS 0, 1 and 2, which
cooperate for the transmission to this UE. Note that in this case the clusters
of BSs serving any two consecutive UEs overlap but are not coincident. For
example, clusters of BSs serving UEs 0 and 1 have only BS 2 in common.

For both non-overlapped and overlapped clusters, any two UEs with an
index difference greater than or equal to M are served by clusters without any
BS in common. For the sake of simplicity of the model, it is assumed that:

MdU = KdB, M ∈ N+, K ∈ N+. (2.1)
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0−1 1 2 3 4 5

−1 0 1 2

Non-overlapped BS clusters

Figure 2.2: Non-overlapped BS clusters for K = 3 and M = 2.

0−1 1 2 3 4 5

−1 0 1 2

Overlapped BS clusters

Figure 2.3: Overlapped BS clusters for K = 3 and M = 2. The arrows
indicate the UEs served by each BS.

2.2.2 Resource and power allocation models

BSs transmit information using a set of W orthogonal resource elements. Co-
ordinated BSs transmit to a particular UE using the same resources, and each
BS uses orthogonal resources for different UEs. The resource allocation algo-
rithm is the same in all BSs, which, along with the periodic structure of the
system, implies that the resource allocation pattern is repeated every M UEs
and K BSs. The amount of resources allocated to user m is Wwm. This repe-
tition is depicted with an example in Figure 2.4 for the cluster configurations
of Figures 2.2 and 2.3, assuming W = 1 and wm = 1/M = 0.5.
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b) Overlapped BS clusters

a) Non-overlapped BS clusters

UE 0

UE −1 UE 1

UE 2

UE 3

UE −2

BS 0BS −1 BS 1 BS 2 BS 3 BS 4 BS 5

UE 0

UE −1 UE 1

UE 2

UE 3

UE −2

BS 0BS −1 BS 1 BS 2 BS 3 BS 4 BS 5

Figure 2.4: Resource allocation example for the system model of Figures 2.2
and 2.3. The dotted rectangles represent the resource pool in each BS.

Regarding the power allocation, it is assumed that the transmit power is
limited in each resource element to the same maximum value P . Let ρk,m ∈
[0, 1] be the portion of the maximum power that is used by BS k to transmit
to UE m.

The resource and power allocations applied, i.e., wm,∀m and ρk,m,∀k,m,
were optimized to render proportionally fair achievable rates to the UEs, follo-
wing the fairness definition proposed in [18].

2.2.3 Achievable rates

In this model, path loss is computed considering 1-norm distances. Assuming
that the location of the k-th BS is denoted as lB(k) and the location of the
m-th UE as lU(m, s), the distance between the k-th BS and the m-th UE is
h+ |lB(k)− lU(m, s)|, and hence, the path loss from this BS to this UE is:

Lkm(s) =
(
h+ |lB(k)− lU(m, s)|

)γ
, (2.2)

where γ is the path loss exponent.

Let us denote as λm(s)+1 the first BS serving user m, which depends on the
clustering transmission mode selected. Moreover, the indexes of BSs serving
UE m when the cluster size is K are given by λm(s)+k, k = 1, ...K. Therefore,
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the signal power received by UE m is:

pm(s) = P
K∑
k=1

L−1λm(s)+k,m(s)ρλm(s)+k,m. (2.3)

Similarly, the interference power received by UE m is:

zm(s) = P
∞∑

i=−∞
i6=0

K∑
k=1

L−1λm(s)+iK+k,m(s)ρλm(s)+iK+k,m. (2.4)

Note that the interference power received by each UE is composed of the sum
of infinite terms. It can be shown that this sum converges if γ > 1, and its
convergence point is given by the Hurwitz zeta function [96].

Using the previous signal and interference levels, the achievable rate of UE
m in a particular resource element is:

rm(s) = B log
(

1 +
pm(s)

N + zm(s)

)
, (2.5)

where B is a constant that accounts for the effects of bandwidth and multiple
antennas, and N is the noise power corresponding with the used bandwidth.
The total achievable rate of UE m considering all its assigned resource elements
is given by:

Rm(s) = Wwmrm(s). (2.6)

2.2.4 Summary of the system model strengths

As introduced in Section 2.1, the system model used in this chapter incorpo-
rates several updates that overcome the main limitations presented by other
models addressing the study of the densification limits, which were described
in Section 1.2.1. These model updates can be summarized as follows [95]:

� The model defines a parameter characterizing the available power per
meter in the scenario. Thanks to this, the same total available power can
be considered independently of the density of BSs, allowing for a separate
analysis of the impact on the network performance of densification and
growing transmission power.

� A minimum distance between UEs and BSs is guaranteed by considering
that BSs are deployed along a line located h meters above the line of
users deployment. This assumption implies that the minimum distance
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between any pair of user and base station is h, avoiding that received
signal powers approach infinite when the distance between UEs and BSs
is zero.

� The relation between UE and BS densities in the network can be varied
in the model, allowing for the analysis of UDNs in which the density of
BSs is much greater than that of the UEs.

� The model considers that BSs can cooperate inside both overlapped and
non-overlapped clusters of BSs.

� Contrarily to other studies that take into consideration only the inter-
ference generated by the adjacent BSs to the serving BS of each user,
this model computes the interference generated by the infinite BSs of
the network. To this aim, the signals transmitted from different BSs are
considered to be statistically independent in such a way that a user can
coherently combine the received signal from a pool of base stations as
in [97]. The Hurwitz zeta function is used to compute the sum of the
infinite interfering sources in the network.

� The network performance can be characterized for different segments of
the path loss exponent, in the same way as in the works in [16] and
[17]. This is possible because the sum of the infinite contributions to
the interference is governed by the Hurwitz zeta function, and one of the
inputs to this function in the model is precisely the path loss exponent.
Therefore, analyzing the regions in which the Hurwitz zeta function does
or does not converge, it is possible to find regions of the path loss exponent
value for which the network performance is drastically different.

2.3 Achievable rates with dB > 0

In this section, the behavior of the achievable rates is analyzed with respect
to the inter-BS distance dB and for the same available power per meter and
resource element, η. Hence, the maximum power transmitted by a BS in each
resource element is P = ηdB. By comparing achievable rates with different dB
values and the same η, the effects of densification without the distortion caused
by introducing more available power in denser networks will be evaluated. The
rates were obtained assuming h = B = W = N = 1 and γ = 3.
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2.3.1 Rates versus UE position

In this subsection, the achievable rates with respect to the UEs position are
shown for four different inter-BS distances and three clustering techniques:
overlapped, non-overlapped, and no clustering. Figures 2.5 to 2.8 show the
achievable rates considering dU = 0.1, η = 100 and M = 4 for the four inter-
BS distances dB = 0.2, 0.1, 0.05 and 0.025, and the corresponding values of K
given by the relation in Eq. (2.1). The results without clustering were obtained
with the same system model by making K = 1 and locating the UE in the
interval [−dB2 ,

dB
2 ]. The rates at the rest of positions were obtained as periodic

repetitions of the rates in the original interval.
Note that the maximum rates are achieved when the UEs are located ex-

actly below a BS, and the minimum rates are obtained by those UEs located
in the middle position between two BSs. Results also show that, in all studied
cases, the achievable rates with the overlapped clusters are higher or equal than
those with the non-overlapped clusters. Near the cluster center, both clustering
techniques have a very similar behavior in which denser networks are able to
provide more uniform achievable rates. However, around the cluster edges, non-
overlapped clusters are significantly damaged, as shown in the figures by the
drops in the rates values. Besides, this effect is aggravated in denser networks.
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Figure 2.5: Achievable rates with respect to the UEs position for dB = 0.2, K = 2
and M = 4 and different clustering techniques.
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Figure 2.6: Achievable rates with respect to the UEs position for dB = 0.1, K = 4
and M = 4 and different clustering techniques.
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Figure 2.7: Achievable rates with respect to the UEs position for dB = 0.05, K = 8
and M = 4 and different clustering techniques.
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Figure 2.8: Achievable rates with respect to the UEs position for dB = 0.025,
K = 16 and M = 4 and different clustering techniques.

Regarding the comparison with no clustering, the rates achieved without
clustering are shown to be always lower than those with clustering, becoming
the gap greater for denser networks.

The maximum and minimum rates achieved by all the clustering modes
with different BS densities are shown in Figure 2.9. The main effect observed
in this figure is the diminution of the gap between the maximum and minimum
rates achieved by each cooperation scheme as long as the inter-BS distance
decreases. This is caused by both the decrease of the maximum rates and the
increase of the minimum rates with higher BS densities. The reason is that,
with more BSs per meter, the distances from any user location to its closest BSs
are decreased, thus improving the minimum rates relative to those users located
between BSs. However, also the transmission power per BS is reduced due to
the preservation of the available power per meter, deteriorating the maximum
rates achieved by those users located below a BS, which are optimally served
by its closest BS with a lower transmission power.

In the following subsection, results will be focused on the overlapped clus-
tering technique due to its good performance.
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Figure 2.9: Maximum and minimum rates with respect to dB for the different
clustering techniques.

2.3.2 Rates versus inter-BS distance

In this subsection, figures representing the achievable rates versus the inter-BS
distance are provided. To this aim, an averaged metric of the achievable rates
was computed, in particular, the expected rate provided by the network per
meter, where expectation is taken with respect to the UEs position.

In Figure 2.10, the impact of the available power per meter on the expected
rate density is analyzed. UE density in this figure increases together with the
BS density, i.e., dU = dB. Therefore, from Eq. (2.1), this implies that K = M .
Two cluster sizes were analyzed, namely K = 1 and K = 4. Independently of
the cluster size, it can be observed that the expected rate density increases with
the available power. However, this increment has a limit, which is illustrated in
Figure 2.10 with the curves for η =∞. In other words, regardless of how much
power is available in the BSs, the expected rate density cannot be higher than
that shown in the curves for η =∞. These curves can be obtained assuming a
null noise power, i.e., N = 0, in which case the network is clearly interference
limited.

Moreover, the best cluster size depends on the available power. Specifically,
for η = 1 and η = 10, the expected rate density is higher with M = 1 than
with M = 4, although for η = 100 and η =∞ this order is reversed (except for
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Figure 2.10: Expected rate density versus BS density for different values of
available power per meter (η = 1, 10, 100,∞).

η = 100 and dB = 1). This result highlights the need of increasing the cluster
size with the available power in order to mitigate the effect of interference.

Probably, the most unforeseeable result shown in Figure 2.10 is that the
expected rate density converges for dB → 0 to the same value independently
of the cluster size. The convergence point, however, increases with the avail-
able power. This result highlights that, in networks with very high density of
BSs and UEs, it is beneficial to increase the available power, and the use of
interference avoidance mechanisms is not critical.

Due to this surprising result, one may wonder if the same behavior is exhib-
ited if only the BS density increases. This question is answered in Figure 2.11,
where curves of the expected rate density with η =∞ are shown for fixed UE
densities. In particular, the figure shows results for all possible combinations
of cluster sizes from M = 1 to M = 3 and inter-UE distances of dU = 0.125,
dU = 0.5, and dU = 2. In this case, all the curves converge when dB → 0 but to
different values. The optimum cluster size depends on the inter-UE distance.
Specifically, while for the lowest density (dU = 2) the best cluster size is M = 1,
for dU = 0.5 is M = 2 for the denser networks, and for dU = 0.125 increases to
M = 3.
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Figure 2.11: Expected rate density versus BS density for different values of
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2.4 Achievable rates in the limits of densifica-
tion

In this section, the limit when dB → 0 is analyzed for a fixed available power
per meter. Given M , it follows from (2.1) that the number of BSs that form
one cluster is K = MdU

dB
, which approaches ∞ when dB → 0. In this section,

we show results for the case dB → 0. The rates were obtained assuming h =
B = W = N = 1 and γ = 3.

Figure 2.12 shows the achievable rates for different UE locations when
M = 4, dU = 0.1 and η = 100. This figure corresponds to the limit when
dB → 0 of Figures 2.5 to 2.8. In this case, the achievable rates are uniform along
the UE positions for the overlapped clusters, as it is expected from the diminu-
tion between the maximum and minimum rates in denser networks shown in
Figure 2.9. Moreover, it can be observed that the uniform rate achieved with
overlapped clusters is the maximum rate achieved with non-overlapped clusters
around the cluster centre. The performance of the non-overlapped clusters is
damaged in the cluster edges even when dB → 0, although in the cluster center
the difference between the two types of clustering is negligible.

The expected rate density at the limit of densification with overlapped
clusters is presented in Figure 2.13, with respect to dU and for different values
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of M and η. The figure shows that, for the lower level of available power per
meter (η = 1) the best cluster size is M = 1. This leads to a interesting con-
clusion remarking that even though the BS density is ∞, the network behaves
like being noise-limited so that interference management based on the partition
of the resources should not be used. However, for the higher level of available
power per meter (η = 100), the best cluster size depends on the inter-UE dis-
tance dU. In particular, larger cluster sizes should be chosen for higher UE
densities.

2.5 Conclusion

In this chapter, the fundamental limits of UDNs performance are analyzed by
means of an enhanced Wyner-based 1D-deployment of infinite BSs and UEs,
in which cooperation for the transmission to UEs is considered among BSs be-
longing to the same cluster. To this aim, the performance of the considered
deployment has been firstly assessed by studying the achievable rates as a func-
tion of the UEs location in networks with finite density of BSs and different
modes of cooperation among cells. These results show that, with high levels of
power per meter, the introduction of cooperation among cells is always benefi-
cial and brings a significant gain in the achievable rates. In addition, it has been
shown that overlapped clusters provide a more homogeneous rate with respect
to the UE location, avoiding the bad performance of non-overlapped clusters
around the cluster edges. For both types of clustering, however, achievable
rates are shown to become more homogeneous with respect to UE location as
long as the BS density is increased.

Secondly, results regarding the expected average rate per meter in the net-
work have been analyzed for the particular case of overlapped clusters of cells.
From these results, it is concluded that further densification does not always
provide an increase of the average rate per meter, existing certain BS density
from which a further increase of the density of BSs does not result in an increase
of the average achievable rate, which reaches a saturation point. Indeed, once
reached that saturation point, the only way to increase the average achievable
rates per meter is, in some cases, to increase the cluster size of the cooperative
BSs. Furthermore, it has been shown that the optimum cluster size depends
not only on the user and BSs densities, but also on the available level of power
per BS. In general, for higher levels of available power per meter, bigger clus-
ters of cells are preferred. However, for lower levels of available power per
meter, increasing the BSs density leads to noise-limited networks, and better
achievable rates per meter are obtained without cooperation among cells.
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Finally, the performance of UDNs in the limits of densification has been
evaluated. Results show that in this case the best cluster configuration is again
dependent on the available power per meter, leading to similar conclusions to
that of finite BS densities. Again, no cooperation is preferred in the case of
lower levels of available per meter. Contrarily, for higher levels of available
power per meter, higher densities of users are proved to perform better with
bigger cluster sizes. Results prove that the optimum cluster size must be chosen
for a particular density of users, since further increasing the cluster size above
its optimum deteriorates the performance of the network.

Based on all these results, it is concluded that, even in the limit of densifi-
cation, the application of cooperation schemes based on resource partitioning
will provide performance gains only for those networks having high densities of
available power. This conclusion motivates the performance study of Inter-Cell
Interference Coordination (ICIC) techniques based on resource partitioning in
practical UDN deployments, which will be addressed in Chapter 5.
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Chapter 3

Hybrid precoding for
urban-micro deployments
using millimeter wave band

3.1 Introduction

The use of massive Multiple Input Multiple Output (MIMO) techniques for
communication at millimeter wave (mmW) frequency bands has become a key
enabler to meet the data rate demands of the upcoming Fifth Generation (5G)
cellular systems. In particular, analog and hybrid beamforming solutions are
receiving increasing attention as less expensive and more power efficient alterna-
tives compared to fully digital precoding schemes, as described in Section 1.2.3.
Despite the proven good performance of hybrid beamforming schemes in sim-
ple setups, their suitability for realistic cellular systems with many interfering
base stations and users is still unclear. Furthermore, in real systems the perfor-
mance of massive MIMO beamforming and precoding methods are also affected
by practical limitations and hardware constraints that deteriorate the system
performance, reason why an analysis of the extent of these aspects in the system
is fundamental.

In this sense, this chapter provides a thorough assessment of some Hybrid
Beamforming (HBF) schemes for Single-User (SU) and Multi-User (MU) single-
stream transmission under realistic channel conditions in the lower edge of
the mmW frequency band. To this end, exhaustive system level simulations
using a carrier frequency of 28 GHz have been conducted, assuming a multi-
cell deployment in which the channel is accurately emulated and there is a
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coexistence of users with very different channel conditions. The main objective
of the chapter is to complement existing theoretical studies by assessing under
which conditions HBF schemes can approach the performance of fully-digital
precoders.

Simulation results assuming ideal conditions will be contrasted with that
including more realistic assumptions. More specifically, aspects such as the
outdated availability of Channel State Information (CSI), the presence of non-
ideal phase-shifters and combiners in the hybrid architecture and the existence
of Per-Antenna Power Constraints (PAPC) in the digital schemes will be eval-
uated. The rest of the chapter is organized as follows:

� Section 3.2 provides a detailed description of the full-connected hybrid
architecture for communication at mmW band.

� Section 3.3 presents an overview of the best-known analog and digital
precoding techniques in the literature, including those utilized throughout
the chapter.

� Section 3.4 describes the system model considered and presents the sim-
ulation setup. Moreover, this section describes the implementation par-
ticularities of the multi-antenna schemes assessed in this chapter, namely
Digital Precoding (DP) and HBF schemes.

� Section 3.5 includes the performance evaluation with ideal assumptions
for both SU and MU transmission schemes.

� Section 3.6 is devoted to the performance evaluation of MU schemes in-
cluding practical limitations and hardware impairments.

� Finally, Section 3.7 draws the main findings of the chapter.

3.2 Hybrid Architecture for millimeter waves

Hybrid architectures emerged as a way of providing enhanced benefits to Radio
Frequency (RF) beamforming at mmW frequencies, dividing the precoding pro-
cess between analog and digital domains [34]. Several hybrid architectures have
been defined in the literature, as described in Section 1.2.3, providing different
performances. In this Thesis, the full-connected hybrid architecture is consid-
ered in both Chapters 3 and 4, due to its higher flexibility. Figure 3.1 depicts
the transmission block diagram of a Base Station (BS) serving K User Equip-
ment (UE) devices, both BS and UEs implementing a full-connected hybrid
architecture.
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Let us consider a cellular network with NBS BSs and NUE UE devices, where
NUE = KNBS. As depicted in the figure, each BS is equipped with NRF

t RF
chains and M antennas, while at the UE the number of RF chains and antennas
is given by NRF

r and N , respectively. The first stage of the preprocessing at
the BS corresponds to the user selection process, where Ns out of the K users
are selected to be served, Ns ≤ NRF

t . Assuming that only a single data stream
is transmitted to each user, the vector of data symbols to be transmitted by
one BS at each time instant, s ∈ CNs×1, can be expressed as:

s = [s1, ..., sNs ]
ᵀ
, (3.1)

where sl, l = 1, ..., Ns, are the independent symbols with equal power to be
transmitted to the selected users. Then, preprocessing at Baseband (BB) is

applied by means of the matrix BBB ∈ CNRF
t ×Ns , using any kind of linear

precoding technique satisfying tr{BBB(BBB)†} = 1. The last stage of the data
preprocessing is performed at RF, i.e., after the upconversion of the signals,
when beamforming is applied by means of phase shifters and combiners. A set
of M phase shifters is applied to the output of each RF chain. Afterwards, the
outputs of the i-th phase shifters of every RF chain are combined to feed the
i-th antenna element in the array. As a result of this process, NRF

t different
beams are conformed in order to transmit the RF signals. This process can be
modeled by means of an M × NRF

t complex matrix, BRF. In particular, the
data vector x ∈ CM×1 transmitted by the BS can be expressed as:

x = BRFBBBs. (3.2)

In order to limit the power transmitted by the antennas, power normalization
is applied to x in such a way that tr{E[xx†]} = P , being P the total available
power per BS.

Considering the multi-cell scenario, and using the superscript (l) to denote
that a variable is related to BS l, the received signal at the u-th user served by
BS i can be expressed as:

yu,i =

NBS∑
l=1

H
(l)
u,ix

(l) + n, (3.3)

where H
(l)
u,i ∈ CN×M is the MIMO channel matrix between BS l and the u-th

UE served by BS i, x(l) is the data vector transmitted by BS l, and n ∈ CN×1
is an Additive White Gaussian Noise (AWGN) with zero mean and covariance
E[nn†] = σ2

nIN , where IN is the N ×N identity matrix.
Using Eq. (3.2) and (3.3), the Signal to Interference plus Noise Ratio (SINR)

for the u-th UE served by BS i before the RF and BB processing at the receiver,
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SINRu,i, can be expressed as:

SINRu,i =
P |H(i)

u,iB
(i)
RFB

(i)
BB,u|2

P
∣∣∣H(i)

u,iB
(i)
RF

∑Ns
k 6=u B

(i)
BB,k

∣∣∣2 + P
∥∥∥∑NBS

l 6=i H
(l)
u,iB

(l)
RFB

(l)
BB

∥∥∥2
F

+ σ2
n

,

(3.4)

where B
(i)
BB,k denotes the k-th column of the matrix B

(i)
BB.

3.3 MIMO Precoding Techniques

In this section, an overview of the MIMO precoding techniques available in the
literature is provided, and the formulation of those techniques used throughout
this Thesis is presented. For the sake of simplicity, both the number of antennas
at the UEs, N , and the number of RF chains at the receiver, NRF

r , are assumed
to be 1 hereinafter.

3.3.1 Fully digital precoding

Fully digital precoding is the simplest and optimum approach when the number
of available RF chains at the transmitter, NRF

t , is equal to the number of
antennas, M . In this case, data processing is applied to only the BB signal,
without further modifications after the conversion to RF. Mathematically, this
is equivalent to BRF = IM , and thus, Eq. (3.2) becomes:

x = BBBs. (3.5)

The matrix BBB can be designed to optimize a specific criterion [98]. For
instance, in the case of Maximum Ratio Transmission (MRT) precoding, the
computation of the precoding matrix is designed to maximize the received signal
at the receivers. Denoting by H(i) ∈ CNs×M the channel matrix between the
BS i and its Ns users being served, given by:

H(i) =
[

h
(i)
1,i h

(i)
2,i ... h

(i)
Ns,i

]ᵀ
, (3.6)

with h
(i)
u,i ∈ CM×1, u = 1, ..., Ns, the expression of the MRT precoding matrix

at BS i is:
B̃

(i),MRT
BB = H(i)† ,

αMRT =
1√

tr{B̃(i),MRT
BB (B̃

(i),MRT
BB )†}

B
(i),MRT
BB = αMRTB̃

(i),MRT
BB .

(3.7)
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In the case of Zero Forcing precoding [99], the optimization criterion used is
the cancellation of the intra-cell interference. ZF performs better at interference
limited scenarios but at the expense of a higher complexity at the receiver,
which must have knowledge about the channel state of the rest of users served
at the same time, in order to perform the inversion of the channel matrix. An
extension of Zero Forcing (ZF) known as Regularized Zero Forcing (RZF) has
proven to provide good results in multi-cell scenarios, since this technique also
considers the impact of the background noise and the unknown user interference
originated by the neighbor cells [100]. RZF precoding matrix computed by BS
i is shown in Eq. (3.8):

B̃
(i),RZF
BB = H(i)†(H(i)H(i)† + αI)−1,

α
(i)
RZF =

1√
tr{B̃(i),RZF

BB (B̃
(i),RZF
BB )†}

,

B
(i),RZF
BB = α

(i)
RZFB̃

(i),RZF
BB ,

(3.8)

where I ∈ CNs×Ns is the identity matrix and α = Nsσ
2
n to maximize SINR [100].

3.3.2 RF beamforming

In RF beamforming, the data symbols are converted to high frequency and pre-
processed in the analog domain by means of the phase shifters. Mathematically,
this is equivalent to BBB = INRF

t
, and thus, Eq. (3.2) becomes:

x = BRFs. (3.9)

With the full-connected architecture described in Section 3.2, this type of pre-
coding is able to modify the phase of the data symbols but not their amplitude,
which implies that power allocation strategies cannot be used to maximize cell
capacity. Besides, RF beamforming is usually subject to a hardware constraint
that restricts to a finite set the possible phase values to be applied to the sig-
nals. This is caused by the need to control the phase shifters digitally, what
forces the application of some kind of quantification to the phase values [101].

RF beamforming reduces the number of required RF chains at the BS, and
consequently the cost and power consumption of the mixed analog/digital com-
ponents [40] of the RF units, what makes this kind of precoding interesting for
mmW, where cost and power consumption are design limitations. Since the
number of conformable beams in RF beamforming is already limited by hard-
ware to a finite set, the use of predefined codebooks becomes a good strategy
to reduce the amount of feedback information required by the system.
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Several precoding codebooks are available in the literature [102]. The most
widely used are the Grassmannian codebook, the Random Vector Quantization
codebook, the Discrete Fourier Transform (DFT) matrix based codebook, and
the codebook obtained by generalized Lloyd algorithm. Due to its simplicity
and effectiveness for Uniform Linear Arrays (ULAs) as shown in [103], DFT
codebook is often preferred to more complex designs. The c-th codeword of a
DFT-based codebook is:

wDFT
c =

1√
M

[
1, e

j2πc
C , . . . , e

j2πc
C (M−1)

]ᵀ
, (3.10)

where C is the number of codewords in the codebook. If C = M , it can be
shown that the maximum diversity order is guaranteed. The beamforming
vector for the u-th user served by BS i, denoted as bDFT

u,i is chosen as:

bDFT
u,i = wDFT

c∗ , (3.11)

c∗ = arg max
c

(∣∣∣h(i)
u,i

ᵀ
wDFT
c

∣∣∣2). (3.12)

Note that Eq. (3.11) maximizes the signal power at the receiver. The beam-

forming matrix B
(i),DFT
RF is built then by concatenating the beamforming vector

for every user, as follows:

B
(i),DFT
RF =

[
bDFT
1,i bDFT

2,i ... bDFT
Ns,i

]
. (3.13)

3.3.3 Hybrid beamforming/precoding

Although the terms hybrid beamforming and hybrid precoding are often used
interchangeably in the literature, in this Thesis they are applied with different
meanings. On the one hand, Hybrid Beamforming (HBF) schemes are denoted
as those applying only RF processing by means of the hybrid architecture de-
picted in Figure 3.1. The performance of HBF can be maximized by optimizing
BRF and the user selection procedure.

On the other hand, schemes applying both BB and RF processing are de-
noted as Hybrid Precoding (HP) schemes. The best performance of HP can
be obtained by the joint optimization of BRF and BBB matrices. However,
the high computational complexity of this approach for MU systems and the
practical limitations imposed by the hybrid architecture motivates a separate
optimization of the analog and digital stages [47, 48].
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3.4 System model and evaluated schemes

3.4.1 System model description

This chapter studies a mmW downlink system with NBS BSs and NUE UE
devices. Each BS is equipped with M co-located antennas and NRF

t RF chains.
In the BB architecture, it is assumed that NRF

t is equal to the number of
antennas M . However, in the hybrid architecture, with the aim to analyze the
impact of a limited availability of RF chains, NRF

t is assumed to be variable and
modeled by the parameter P , being 1 ≤ P �M . For the sake of simplicity in
the simulations, a simplified model for the receiver is considered. In particular,
a single narrow receive beam is assumed at each UE (which would require an
antenna array in practice), in order to simulate a beamforming gain at the
receiver as in [104]. Furthermore, the pointing direction of the directive beam
is selected by the user to maximize the Signal to Noise Ratio (SNR) at the
receiver.

The downlink transmission resources are partitioned in the time-frequency
plane. In the time domain, the resource space is divided into subframes of
a certain time duration. In the frequency domain, resources are grouped in
Frequency Blocks (FBs). The minimum time-frequency resource is known as
Resource Block (RB), and it is composed of one FB during one subframe period.
This terminology is the same as the one used by Third Generation Partner-
ship Project (3GPP) and Mobile and wireless communications Enablers for
Twenty-twenty (2020) Information Society (METIS) project [105] to carry out
performance evaluations.

3.4.2 Evaluated precoding schemes

In order to exploit the BS multi-antenna architecture to either multiplex differ-
ent data streams or to provide beamforming gains to the different users, some
form of precoding or beamforming must be applied at the transmitter side.
The schemes considered in this chapter include:

� Both SU and MU transmission. In SU transmission, only one user is
served on each RB, while MU transmission allows for a set of up to as
many users as RF chains at the BS to be served simultaneously on each
RB, by being spatially multiplexed.

� Both HBF and DP schemes. For the HBF, a DFT-based beamforming is
applied, while for DP, MRT technique is selected.

Note that equal power sharing among users is considered, meaning that
the available power per RF branch must be scaled to fulfill a per-BS power
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restriction. The particularities of the evaluated schemes are described in detail
hereinafter.

Hybrid beamforming schemes

In this chapter, a simple and practical method for mmW beamforming is con-
sidered. Motivated by the fact that the channel at mmW is characterized by
limited scattering, in particular for the UEs in Line of Sight (LoS) conditions,
it is assumed that:

(a) beamformers are designed only in the RF domain, using DFT-based code-
book beamforming given by Eq. (3.10),

(b) user selection procedure is optimized to schedule up to P UEs in each
subframe, each UE being served by a specific RF beamformer. It is worth
noting that, in the case of P = 1, the scheme corresponds to the pure
Analog Beamforming (ABF) baseline setup. In this setup, only one beam
can be conformed at a given time and, thus, only one user is scheduled
per subframe in the whole band.

For the SU HBF scheme, the P signals coming from the different RF
branches are considered to be separated in the frequency domain, i.e., a dif-
ferent subband is utilized for each RF chain. In particular, the whole band
is divided into P contiguous subbands, and each RF signal is mapped to one
of these subbands. Note that SU HBF allows different UEs to be scheduled
in different subbands of the same subframe, thus exploiting channel frequency
diversity.

Conversely, in the MU HBF case, the whole bandwidth is available at each
RF chain and multiple UEs are multiplexed in the spatial domain. The set of
users to be multiplexed at each subframe is selected by means of an iterative
scheduling algorithm, described at the end of Section 3.4.2.

Fully digital precoding schemes

In this chapter, the DP scheme selected is MRT linear precoder, which only re-
quires the knowledge of the channel vector between each user and its serving BS
(see Eq. (3.7)). The main reason for the selection of this linear precoder is that
the performance of MRT in BSs with large antenna arrays becomes very close
to that of other linear precoding schemes that require higher computational
complexity, such as ZF or RZF [106].

The DP is implemented for both SU and MU transmission cases. In MU
transmission, a set of as many users as RF chains can be served simultaneously
at each subframe by multiplexing them in the spatial domain, following an
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iterative scheduling algorithm. However, in SU transmission the multiplexing
of several users in the spatial domain is not performed.

Furthermore, the effect of multiplexing different sets of users in different
FBs of each subframe is investigated as well. To this end, two variants of
DP have been implemented and simulated, denoted by DP Non Frequency
Selective (NFS) and DP Frequency Selective (FS). In DP NFS, all FBs are
allocated to a single set of UEs per subframe, while, in DP FS, the allocation
is optimized per RB, thereby allowing different sets of UEs to be scheduled per
subframe in different FBs.

A comparison of the main features of the evaluated schemes in this chapter
is summarized in Table 3.1.

Table 3.1: Summary of the evaluated precoding algorithms in the chapter.

NRF
t

Frequency Spatial
multiplexing multiplexing

SU

ABF 1 No No
HBF P Yes No

DP NFS M No No
DP FS M Yes No

MU
HBF P No Yes

DP NFS M No Yes
DP FS M Yes Yes

User selection procedure

In the SU schemes, users are selected by simply following a Proportional Fair
(PF) policy, since their multiplex in the frequency domain guarantees their
orthogonality. However, in the MU schemes, a user selection procedure is
required to optimize the set of users that are spatially multiplexed. In this
chapter, user selection in the MU schemes is performed by means of an iterative
scheduling algorithm, whose pseudocode is shown in Algorithm 1.

Let us denote as U the set of users being served by a BS, and as R the set
of users to be allocated to B at a certain subframe, where B represents either a
FB or the whole bandwidth, depending on whether the MU scheme optimizes
the precoders per FB (as in DP FS) or wideband (as in HBF and DP NFS).
Denote also as bBu ∈ CM×1 the optimum precoding vector for UE u, being
computed with DFT and MRT in HBF and DP schemes, respectively. The goal
of Algorithm 1 is to select, at each iteration, the user that maximizes a utility
function U , defined as the weighted sum of the achievable throughputs of the
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users in R. The weights of the utility function, denoted as αj , j = 1, ...,K, are
calculated to fulfill a PF scheduling policy. Note that, for the computation of
the utility function, the SINR experienced by user j ∈ R in B, SINRBj , includes
the intra-cell interference generated among the spatially multiplexed users in
R once the precoding vectors bBu∈R ∈ CM×1 have been applied. The algorithm
stops when allocating any new user cannot increase the utility function any
further.

Algorithm 1 Inputs: set of users served by the BS, U ; optimum precoding
vector for each user u ∈ U , bBu ; scheduling policy weights of each user u ∈ U ,
αu; Output: set of allocated users, R.

Y := U , R := ∅, Uo := 0, U := Uo;
while |Y| > 0 and U ≥ Uo do

for k ∈ Y do
Rk = R∪ k
Uk =

∑
j∈Rk

αj log2(1 + SINRBj (bBl∈Rk ))

end
k∗ ← arg maxk Uk

U = Uk∗

if U ≥ Uo then
Y ← Y \ {k∗}
R ← R∪ {k∗}
Uo = U

end
end

3.4.3 Simulation setup

The simulations of this chapter were conducted by considering the 3-
Dimensional (3D) mmW channel model proposed in [107], characterizing an
urban micro-cellular scenario. This model is based on real measurements taken
in New York City. It is consistent with the 3GPP ray-based modeling method-
ology, and includes the characterization of the channel in azimuth, elevation
and polarization. This model takes into account channel variability in the
frequency and time domains, considering also the actual correlation between
antennas depending on the geometry of the antenna array deployment. The
propagation condition has been taken from the urban micro (UMi) 3GPP chan-
nel model [108], which classifies users in LoS or Non Line of Sight (NLoS) con-
dition by means of a probability distribution function of the distance between
BS and UE. Simulations are performed in the lower edge of the mmW band,
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using a carrier frequency of 28 GHz and a system bandwidth of 1 GHz. Unless
otherwise stated, perfect channel knowledge is assumed at the transmitter and
receiver side.

The simulation setup considers a wrap-around configuration of the seven-
site layout depicted in Figure 3.2. The sites are deployed in an urban scenario
with inter site distance of 200 m, which entails having approximately 70% of
UEs in LoS condition. Each site includes three 120◦ sectors (cells), each one
served by a BS equipped with a horizontal uniform linear array of 64 antenna
elements. The antenna pattern of each element is parabolic as in [108], and
then defined by a maximum gain (8 dBi), front-to-back ratio (20 dB), and half-
power beamwidth (70◦). Fifty UEs are randomly deployed per site, leading to
an average of 16.7 UEs per BS. As already said, the modeling of beamforming
at the UE side is simplified. Specifically, the UE is equipped with an array of
antenna elements whose resulting pattern is parabolic with a maximum gain
of 12 dBi, a front-to-back ratio of 20 dB, and a half-power beamwidth of 45◦

(the latter calculated according to [104]). In addition, it is considered that the
UE beamformer is always pointing to the direction that maximizes the SNR at
the receiver. For all the simulated schemes, a per-site power restriction of 40
dBm is assumed, with equal power allocated to each sector. In addition, equal
power allocation among the active RF chains is considered at each BS for the
hybrid implementations. A summary of these and other important simulation
parameters is listed in Table 3.2.

Figure 3.2: Seven-site layout considered for the simulations. Each site covers
three 120◦ sectors, each one equipped with the antenna array boresight

indicated by the arrows.
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Table 3.2: Simulation parameters.

Simulation time per drop 1 s

Number of drops 10

Carrier frequency 28 GHz

Number of FBs 100

FB bandwidth 10 MHz

Subframe duration 1 ms

Scheduling policy Proportional fair

Thermal noise power spectral density −174 dBm/Hz

Site transmit power 40 dBm

BS antenna tilt 12◦

BS height 10 m

BS antenna element gain 8 dBi

BS antenna element front-to-back ratio 20 dB

BS antenna element half-power beamwidth 70◦ (Both H and V planes)

UE noise figure 7 dB

UE speed 3 km/h

UE antenna pattern gain 12 dBi

UE antenna pattern front-to-back ratio 20 dB

UE antenna pattern half-power beamwidth 45◦ (Both H and V planes)

UE height 1.5 m

Min UE-BS distance 10 m
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3.5 Performance with ideal assumptions

In this section, a performance comparison among DP and HBF schemes with
both SU and MU transmission is carried out under ideal assumptions. More
specifically, perfect and timely CSI available at the transmitters is assumed,
ideal phase-shifters and combiners in the hybrid scheme and lack of any per-
antenna power constraint in DP.

3.5.1 Single-user case

In this subsection, the performance of ABF (P = 1), HBF with P = 4 RF
chains and DP schemes is compared. Recall that in the SU schemes under
study, only one user per RB is allowed to be scheduled by each BS. Note also
that the same user is allocated to the whole band in the ABF and DP NFS
schemes, whereas several users per subframe are multiplexed in frequency in
HBF (up to the number of RF chains P ) and DP FS (up to the number of
FBs) schemes.

Fig. 3.3 compares the Cumulative Distribution Function (CDF) of the user
throughput for the different algorithms evaluated. It is shown that DP schemes
achieve a better performance in terms of throughput for all users. This is
due to the fact that digital precoders are specifically computed per FB and,
thus, they can adapt better to the channel frequency response variation than
the wideband beamforming vectors used in analog and hybrid schemes. This
effect, however, becomes less significant in the higher throughput region, which
corresponds to those users in LoS conditions with a flatter channel frequency
response. Indeed, as better shown in Fig. 3.4, if the channel is nearly flat in
the frequency domain, forcing the same precoding decision in the whole band
is a suitable approach. On the other hand, in the presence of high frequency
selectivity (NLoS users), there is a severe degradation in the user throughput
provided by HBF, as extracted from Fig. 3.5. Furthermore, especially in the
NLoS case, a little gain is observed in the user throughput when comparing
either HBF with ABF or DP FS with DP NFS. This gain comes from the
multiplexing in HBF and DP FS of several users per subframe in the frequency
domain, which is here taking advantage from multi-user diversity.

Additional performance results about the SU schemes are included in Ta-
ble 3.3. In particular, the values of average and 5th percentile user throughput
and average cell throughput, and their corresponding gains with respect to
ABF, considered as a baseline in this chapter are collected in this table. It can
be observed that DP algorithms exhibit an overall performance superior to that
of HBF, thanks to the better adaptation of these precoders to the channel vari-
ability, as mentioned before. Furthermore, regarding the comparison between
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Figure 3.3: CDF of user throughput in the SU case.
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Figure 3.4: CDF of user throughput for LoS users in the SU case.

53



CHAPTER 3. HYBRID PRECODING FOR URBAN-MICRO
DEPLOYMENTS USING MILLIMETER WAVE BAND

NLoS user throughput [Mbps]
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Figure 3.5: CDF of user throughput for NLoS users in the SU case.

Table 3.3: Summary of SU performance results with ideal assumptions.

Average UE 5%-ile UE Average cell
throughput throughput throughput

[Gbps]
Gain

[Gbps]
Gain

[Gbps]
Gain

[%] [%] [%]

SU ABF 0.59 - 0.20 - 9.80 -

SU HBF (P = 4) 0.60 1.7 0.21 5 9.83 0.3

SU DP NFS 0.66 11.9 0.32 62 10.80 10.2

SU DP FS 0.67 13.6 0.34 72 11.10 13.3

DP FS and DP NFS, the former shows higher gains for all the performance
indicators, thanks to its more optimized user scheduling per FB. Nevertheless,
the frequency multiplexing of users introduced by HBF is shown to achieve only
modest gains with respect to ABF. As expected, the most significant perfor-
mance improvement with respect to ABF appears in the 5th percentile of the
user throughput, with only a 5% gain achieved by HBF compared to the 72%
gain reached by DP FS. These results indicate that the application of HBF
SU schemes does not provide significant benefits to the networks, being the
gap in performance between them and that of the DP SU schemes remarkable.
This motivates the study of MU schemes considering the spatial multiplexing
of users.
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3.5.2 Multi-user case

In this subsection, the performance of DP schemes and HBF with different
number of RF chains is compared for the MU transmission case. Besides, the
results relative to ABF are also included to allow for a comparison of the MU
schemes to the baseline. In MU transmission, the maximum number of spatially
multiplexed users per BS is limited by the number of available RF chains NRF

t ,
which in the HBF scheme is given by the variable P and in the DP schemes
is equal to the number of antennas M . Regarding the frequency multiplexing,
HBF and DP NFS schemes keep the same set of scheduled UEs along the whole
band, whereas DP FS can schedule a different set of users per FB.

The average number of different UEs simultaneously allocated per subframe
is reported in Table 3.4. It can be observed how the hybrid scheme makes the
most of the number of parallel RF chains until reaching a certain number
of chains, from which no more users are multiplexed. In particular, for the
simulation setup in this work, even with 16 RF chains, the hybrid scheme
only multiplexes 11.9 users on average. Regarding the DP schemes, they show
a higher average number of multiplexed users per subframe than the hybrid
ones. It is worth noting also that the maximum number of UEs per BS is 16.7
and the DP FS scheme can meaningfully reach this number by performing a
more elaborated per-FB allocation.

Table 3.4: Average number of scheduled users per subframe in the MU case.

ABF
HBF

DP NFS DP FS
P = 4 P = 8 P = 16

1 3.9 7.9 11.9 14.1 16.7

Figure 3.6 shows the CDF of the user throughput for the algorithms under
study. It is observed that, in the upper part of the CDF curves, the per-
formance of HBF approaches the one of DP when the number of RF chains
increases, but a significant gap in performance appears in the lower part, even
when the number of RF chains is increased from four to sixteen. For the sake
of completeness, the system performance having users in different conditions
can be observed in Figures 3.7 and 3.8, which show the CDF curves of user
throughput for only those users in LoS and NLoS, respectively. It can be seen
that increasing the number of RF chains P in the hybrid scheme has a different
impact depending on whether the user is in LoS or NLoS. Note that no benefit
for NLoS users is obtained when increasing P beyond eight, since the greater
the number of simultaneously scheduled users, the higher the inter-beam inter-
ference generated into the system. On the other hand, for the users in LoS, less
affected by the interference, increasing P improves the user throughput, which
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Figure 3.6: CDF of user throughput for the HBF and DP evaluated schemes
in the MU case.

reaches similar values to the ones obtained by the DP schemes with sufficiently
large P . Concerning the two considered DP variants, both schemes perform
very similarly in the three cases (all the UEs, only UEs in LoS and only UEs in
NLoS), but the DP FS attains slightly superior performance when compared
to DP NFS, due to its higher flexibility in scheduling different sets of UEs in
different RBs.

Finally, average user throughput, 5th percentile of the user throughput and
average cell throughput values are compared in Table 3.5 for all the simulated
algorithms. Table 3.5 also shows the gains with respect to a scheme without
spatial multiplexing (i.e., ABF with P = 1), considered here as the baseline.
This comparison shows the significant benefit of spatially multiplexing multiple
users in each subframe. Focusing, for example, on the case of the HBF with
four RF chains, it is observed that the gain in the average user throughput is
about 150% when compared to the baseline scheme with only one RF chain.
Results also highlight the main limitation of the HBF schemes, which, while
able to approach the performance of the DP in terms of average user and cell
throughput, cannot provide large gains for the 5th percentile user throughput,
even when the number of RF chains P increases.
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Figure 3.7: CDF of user throughput for the HBF and DP evaluated schemes
considering only LoS users in the MU case.
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Figure 3.8: CDF of user throughput for the HBF and DP evaluated schemes
considering only NLoS users in the MU case.
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Table 3.5: Summary of MU performance results with ideal assumptions.

Average UE 5%-ile UE Average cell
throughput throughput throughput

[Gbps]
Gain

[Gbps]
Gain

[Gbps]
Gain

[%] [%] [%]

ABF P = 1 0.59 - 0.20 - 9.8 -

HBF
P = 4 1.52 157 0.42 112 25.0 155
P = 8 2.22 276 0.42 111 36.4 272
P = 16 2.62 344 0.41 104 43.1 340

DP NFS 2.86 384 1.04 424 47.4 384

DP FS 2.96 401 1.10 453 49.0 400

3.6 Performance with non-ideal assumptions

In this section, results including more realistic assumptions like practical lim-
itations in real systems or the presence of impairments in the hardware com-
ponents are presented for the MU transmission schemes. More specifically, the
following realistic assumptions are analyzed:

� Outdated CSI at the transmitters.

� PAPC in the digital precoding design.

� Inaccuracy errors caused by real phase shifters.

� Losses introduced by real combiners.

3.6.1 Effect of outdated Channel State Information

A very usual ideal assumption for simulation is the perfect knowledge of the
instantaneous (per-subframe) channel at every BS, which allows the BS pre-
coder to be adapted to the actual channel. However, practical systems must
often deal with the problem of having imperfect CSI. In Frequency Division
Duplexing (FDD) systems, the downlink channel is estimated at the UE and
fed back to the BS. These estimation and feedback stages can, in practice,
impair the CSI with quantization noise, due to the usually limited resources
on the feedback channel. In addition, the presence of noise in the channel dur-
ing the transmission of training sequences for CSI estimation contributes to an
imperfect channel estimation. The latter effect is also present in the channel
estimation stage of Time Division Duplexing (TDD) systems. Another impor-
tant practical limitation in both FDD and TDD systems is the unavoidable
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delay between the instant the channel is estimated and the instant the channel
is used in designing the precoder for data transmission, which, in turn, can
further degrade the system performance.

In this subsection, the focus is to evaluate the impact of having outdated
CSI on the performance of HBF with P = 4, DP NFS and DP FS. To this end,
it is here assumed that each BS receives an update of the channel coefficients
only every certain period T , higher than the subframe duration Ts = 1 ms. It
is worth noting that the T values considered cause changes only in the small
scale fading components of the channel, i.e., the large scale fading components
like path loss, shadowing and path angles of arrival/departure remain constant
during T . For a better illustration of the small scale channel variation during
the period T , the results will be presented as a function of the product fD∆T ,
where fD = vf/c is the maximum Doppler shift at carrier frequency f with
user speed equal to v, and ∆T = T − Ts is the CSI delay with respect to the
subframe duration.

Figure 3.9 shows the CDF of user throughput for the HBF and DP FS
schemes, considering different values of the channel update period, in particular
T = 1, 50, 150 and 500 ms, which lead to fD∆T = 0, 3.8, 11.6 and 38.8,
respectively. Note that fD∆T = 0 corresponds to the ideal case, where the
channel is supposed to be updated every subframe. It can be first observed
that the HBF scheme is more robust to outdated CSI, as it presents a nearly
negligible performance degradation with fD∆T . Such degradation of HBF is
also much lower than for the DP FS approach, which results in a reduced
performance gap between HBF and DP as T increases. The lower robustness
to outdated CSI of DP is well justified by the fact that this scheme has a strong
dependence on the small scale channel fading, whereas the HBF mainly relies
on the large scale components, since it typically tends to point the beamformer
towards the angle of departure of the strongest path.

In fact, while in a practical mmW system it is expected that the channel
is tracked every few milliseconds or few tens of milliseconds, the higher values
of T considered here, e.g., T = 150, 500 ms, are useful to understand the
robustness of the different schemes when there is basically no knowledge of the
small scale fading, and, thus, beamformers are designed mainly based on the
large scale fading components of the channel. In such a scenario, HBF, by
simply selecting the beam that points toward the direction that maximizes the
SINR at the receiver, turns out to be much more robust than DP.

For completeness, the average cell throughput for different values of the
channel update period including also the DP NFS scheme is depicted in Fig-
ure 3.10. The latter results also confirm the robustness of HBF to the effect of
outdated CSI, which presents a maximum penalty in cell throughput of 9.8%
for fD∆T = 38.8. On the other hand, the cell throughput values of DP FS and
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Figure 3.9: CDF of user throughput for the HBF with P = 4 and DP FS
schemes considering different values of fD∆T .
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DP NFS are reduced up to 32% and 34%, respectively. Regarding the com-
parison between DP NFS and DP FS, both show very similar performance,
meaning that the additional complexity of DP FS to adapt the precoder per
RB does not pay off with an outdated CSI.

3.6.2 Effect of per antenna power constraints

In practical multi-antenna systems, each element of the antenna array may
be powered by its own amplifier and, thus, is limited by the linearity of that
amplifier. For that reason, precoding schemes should apply a more restrictive
assumption than the sum power constraint, that is, a per-antenna power con-
straint. In order to study the effect of limiting the maximum available power
per antenna, in this section, a second DP alternative that takes into account
this practical limitation is considered: the Equal Gain Transmission (EGT)
scheme with per-antenna power constraints [56]. Note that PAPC is implicitly
satisfied by the HBF scheme considered in this chapter, and, thus, the selection
of EGT for DP allows a fair comparison from a power allocation perspective.

EGT ensures the allocation of the same amount of power per element of
the antenna array. Moreover, its implementation is simple and has shown a
bounded performance degradation in comparison to the MRT precoder when
the number of antenna elements in the array is sufficiently high [109]. If the
channel vector between UE u and its serving BS i in FB b is expressed as:

hbu,i =
[
|h1|ejθ1 , |h2|ejθ2 , . . . , |hNt |ejθM

]ᵀ
, (3.14)

then, the corresponding EGT precoding vector for UE u in FB b, bb,EGT
u,i is:

bb,EGT
u,i =

1√
M

[
e−jθ1 , e−jθ2 , . . . , e−jθM

]ᵀ
. (3.15)

Figure 3.11 shows the CDF of user throughput for the two DP alternatives,
MRT and EGT, both of them configured according to the two scheduling vari-
ants under study (DP NFS and DP FS). The performance results of HBF with
P = 4 and P = 16 RF chains with ideal assumptions are also included in the
figure for the sake of comparison. In general, the EGT precoder worsens the
throughput performance of both DP variants, although not very significantly.
A meaningful result is that MRT DP NFS achieves very similar performance to
EGT DP FS. Therefore, the performance loss due to the PAPC constraint can
be, in this case, compensated by a more elaborated scheduler (per FB instead
of per subframe). Moreover, the power per antenna element limitation brings
the performance of digital precoders a bit closer to the one of HBF with P = 16
RF chains, i.e., with the same multiplexing capacity, although there is still a
substantial performance gap for NLoS UEs (lower part of the CDF curve).
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Figure 3.11: CDF of user throughput for the HBF, MRT and EGT evaluated
schemes.
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evaluated schemes.
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Finally, the average cell throughput values for the HBF, MRT and EGT
evaluated schemes are included in Figure 3.12. From this figure, it can be
confirmed that the EGT precoder causes approximately a 4% performance
loss over both DP variants, a percentage much lower than the one caused by
outdated CSI over DP.

3.6.3 Effect of phase-shifter errors

As shown in Figure 3.1, in the full connected HBF architecture, phase shifts are
applied to each antenna element of the array in order to steer the beam towards
a certain direction. In real implementations, the conformed beams are altered
due to the phase errors introduced by the non-ideal phase shifters. In order to
study the impact of this effect, the phase shifter error of the i-th phase shifter,
denoted by δi, can be modeled as a uniformly-distributed random variable in
the interval [−δmax, δmax] [110]:

δi ∈ [−δmax, δmax], 0 ≤ δmax ≤ 180◦, (3.16)

where δmax is a parameter depending on the phase shifter implementation [51,
52] and the δi variables are assumed independent among different phase shifters.
Therefore, if θi is the ideal phase shift to be applied by phase shifter i, the actual
phase shift applied including the phase shifter error is given by θ′i = θi + δi.

In this subsection, phase shifter errors constant over the bandwidth of inter-
est but variable with time are studied. Note that phase shifter errors that are
constant with time are mainly caused by manufacturing imperfections, and,
thus, they could be estimated and compensated in the beamforming stage.
Contrarily, phase shifter errors variable with time cause a random and unpre-
dictable error that cannot be estimated and compensated. As a consequence,
different beams for the channel estimation and transmission phases are con-
formed due to the inclusion of changing phase-shifter errors over time, what af-
fects the performance of FDD systems. Indeed, the presence of the phase-shifter
errors that vary over time causes that the beam selected from the codebook
during the scheduling phase may be a suboptimum beam for the transmission
phase. Note that this is a worst-case scenario for the evaluation of the impact
of phase-shifter errors.

Table 3.6 collects several performance results for an HBF scheme with P = 4
affected by phase shifter errors, for three different values of the δmax parameter
in degrees: δmax = 2◦, 6◦ and 10◦. Note that, according to previous works [51,
52], the value of δmax = 10◦ is very unlikely in practice, and, thus, it is here
included for a worst-case evaluation. In particular, average and 5th percentile
user throughput values have been obtained considering only the UEs in LoS,
only the UEs in NLoS, or both types combined. Average cell throughput
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Table 3.6: Performance results of the HBF scheme with P = 4 including
phase shifter errors.

δmax = 2◦ δmax = 6◦ δmax = 10◦

[Gbps]
Loss

[Gbps]
Loss

[Gbps]
Loss

[%] [%] [%]

Average UE
LoS 1.871 0.12 1.847 1.41 1.807 3.55

throughput
NLoS 0.794 −0.03 0.785 1.10 0.770 2.94
All UEs 1.518 0.12 1.500 1.34 1.467 3.51

5%-ile UE
LoS 1.029 0.34 1.021 1.15 1.004 2.77

throughput
NLoS 0.311 −0.12 0.309 0.43 0.304 2.11
All UEs 0.419 0.51 0.415 1.44 0.410 2.62

Average cell throughput 25.01 0.12 24.7 1.37 24.2 3.46

values are also included. In all cases, the performance loss with respect to the
ideal case is also shown. The results reveal that the impact of phase shifter
errors is very minor, and it only causes a maximum reduction of 3.5% in user
throughput, particularly for LoS users with a pessimistic value of δmax = 10◦.
Indeed, LoS UEs are more affected by this impairment because they strongly
depend on the accuracy of the direct beam. In addition, since the equivalent
receive beams of LoS UEs are narrower (in meters) than those of NLoS UEs,
generally located farther away from the BS, an error in the pointing direction
is more critical when serving LoS UEs.

3.6.4 Effect of combiner losses

In the HBF architecture, the output signals of the different RF chains are
mixed together by means of a combiner and fed to the antenna array. Non-
ideal combiners are known to introduce a power loss in their outputs [111],
which increases with the number of branches that the device has to combine.
Let us denote with Llin the power loss in linear units of a basic combiner with
two input branches. Then, the output power of the combiner is given by the
sum of the two input powers divided by Llin, as shown in Figure 3.13.

Figure 3.13: Example of a 2-inputs combiner with input power Pi
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Considering that a combiner for a generic number P of RF chains is imple-
mented by means of a cascade of log2P two-branch combiners, the total loss is
given by:

L
(tot)
lin = L

log2P
lin , (3.17)

and expressed in logarithmic units:

L(tot) = log2P · L [dB], (3.18)

where L = 10 log10(Llin).

Note that, differently from the results with ideal hardware shown in Fig-
ure 3.3, where user throughput increases with the number of available RF
chains in the hybrid architecture, the performance trend is different when con-
sidering the combiner power losses. Indeed, there exists an optimum number of
RF chains depending on the scenario, caused by these two opposing effects of
increasing the number of the RF chains: on the one hand, the number of users
that can be served by the BS is higher thus improving the spatial multiplexing
gain; on the other hand, a larger power loss is introduced by the combiners
thus decreasing the SINR measured at the UEs.

Regarding the selection of L values, note that the case without any com-
pensation of losses corresponds to L = 3 dB [53], where half of the input power
is lost. However, in those cases where compensation of the losses is possible by
adding power amplifiers after the combiner stages, realistic values for combiner
losses range from 0 to 3 dB. In this sense, L = 1 dB is selected as a meaningful
intermediate evaluation point. It is worth noting that compensation of losses
involves an additional cost due to including extra per-antenna power amplifiers.

Figure 3.14 shows the CDF of user throughput for HBF with different num-
ber of RF chains, P = 4, 8 and 16, and two values of the two-branch combiner
loss parameter, L = 1, 3 dB. Results show that, for L = 1 dB, the best results
are obtained with P = 16 RF chains. However, when L = 3 dB is considered,
the scheme with P = 8 RF chains achieves the best performance. Therefore,
the optimum number of RF chains depends strongly on the combiner losses.

The results in Figure 3.14 are complemented by Table 3.7, which collects
the average UE throughput, 5th percentile UE throughput and average cell
throughput for the same schemes. More specifically, the table contains the
average values of each performance indicator in Gbps and also the performance
loss with respect to having ideal combiners (L = 0 dB). It is again observed
that, for L = 1 dB, P = 16 RF chains is the best option, despite the fact that
the higher the number of RF chains, the higher the total losses due to realistic
combiners (for instance, the loss in average UE throughput is around 5% for
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P = 4 but around 9% for P = 16). However, for the P = 16 case, the gain in
average cell throughput is reduced from 10% with L = 1 dB to more than 45%
with L = 3 dB. Furthermore, in the latter case, the degradation for the users
in the cell edge is of around a factor of 4, which reinforces the conclusion that
no more than eight parallel RF chains are recommended in the HBF scheme
when L = 3 dB. All the results show the large impact that the combiner losses
have on the performance of the algorithms, especially when the number of RF
chains gets higher.

Finally, it is worth noting that the optimum number of RF chains is different
for the users in LoS and NLoS conditions. In fact, for L = 1 dB, better results
are obtained for both types of users when increasing the number of RF chains,
as the user multiplexing offered by the massive MIMO setup compensates for
the degradation due to combining losses. On the other hand, for L = 3 dB,
LoS users achieve the best performance with eight RF chains, while NLoS
users get higher throughputs when using only four RF chains. In the end, the
percentage of LoS/NLoS users in the system together with the combiner losses
will determine the optimum number of active RF chains for HBF.

User throughput [Gbps]

C
D
F

0 1 2 3 4 5 6
0

0.2

0.4

0.6

0.8

1

HBF (P = 1)
HBF (P = 4; L = 1 dB)
HBF (P = 4; L = 3 dB) 
HBF (P = 8; L = 1 dB) 
HBF (P = 8; L = 3 dB)
HBF (P = 16; L = 1 dB)

HBF (P = 16; L = 3 dB)

Figure 3.14: CDF of user throughput for the HBF scheme with different
values of P and L.
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3.7 Conclusions

This chapter has presented a thorough performance evaluation of digital pre-
coding and hybrid beamforming schemes in a massive MIMO multi-cell deploy-
ment operating in the mmW frequency band. In the first part of the chapter,
a description of the full-connected hybrid beamforming architecture has been
provided, and a brief overview of the best-known analog and digital precoding
techniques has been reviewed.

Then, a comparison among HBF and DP schemes has been carried out
under ideal assumptions, namely, perfect and timely CSI at the transmitters,
ideal phase-shifters and combiners in the hybrid architecture and lack of PAPC
in digital precoding. SU and MU schemes have been compared against ABF
without spatial multiplexing of users, considered here as the baseline scheme. It
is observed that, by spatially multiplexing several users at a time, the through-
put is substantially increased in all cases. Simulation results further show that
HBF schemes can reach the performance of fully digital precoders when work-
ing under LoS conditions and with a sufficient number of parallel RF chains.
On the other hand, HBF schemes have shown to be more sensitive to inter-
ference and, thus, more degraded in NLoS conditions, in which increasing the
number of RF chains cannot provide any advantage.

After the initial performance comparison, the effect of several realistic im-
pairments has been included in the simulation setup. To this aim, the effect
of having only outdated CSI at the BS has been firstly analyzed. In addition,
PAPC have been set in the two considered DP variants to also see the effect
of this realistic constraint. Lastly, the errors introduced by both the phase
shifters and combiners in the hybrid architecture have been modeled.

From the results with outdated channel information, it can be concluded
that DP schemes are more sensitive to imperfections on the CSI knowledge
at the BS, presenting large losses (up to 34%) when the CSI update period
increases. On the other hand, HBF schemes have shown to be robust against
the channel information inaccuracy, presenting a negligible reduction of perfor-
mance when the channel reporting period increases.

The results with PAPC have exhibited a performance reduction in DP
schemes based on MRT of about 4%, which leads to a small reduction of the
performance gap between digital and hybrid implementations. In practice,
the performance loss due to the PAPC could be compensated, for instance, by
means of a more elaborated scheduler with a more frequent update of precoders.

Regarding the effect of phase-shifter errors, simulation results have shown
that this impairment has little impact on the HBF performance, even when
the magnitude of the introduced phase error is significantly higher than cur-
rent state-of-the-art values known from manufacturing. Nevertheless, LoS UEs
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suffer a stronger degradation due to this impairment when compared to the
NLoS UEs, due to their narrower received beams. Conversely, combiner losses
have indeed a significant impact on the system performance, mainly when the
number of RF chains in the hybrid scheme is high. In fact, the magnitude of
the power loss introduced by the combiner determines in the end the optimum
number of RF chains to be selected for hybrid beamforming. Overall, it is more
suitable to employ a low number of RF chains when the losses introduced by
the combiner are large.

On the basis of these conclusions, next steps point to the study of Ultra
Dense Networks (UDNs) in which the probability of users of being in LoS
propagation conditions approaches the 100%, to make the most of the HBF
schemes performances. Furthermore, the evaluation of more sophisticated pre-
coding schemes that incorporate an optimized BB precoding stage will be also
in the focus of next chapter.
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Chapter 4

Distributed hybrid
precoding for indoor
deployments using
millimeter wave band

4.1 Introduction

Distributed Antenna Systems (DAS) are network architectures in which the an-
tenna elements of a Base Station (BS) are geographically distributed through-
out the coverage area. This alternative of network densification allows for
a reduction of the distance between transmitters and receivers at the same
time as it enables a simpler coordination among the different Remote Antenna
Units (RAUs), thanks to the high bandwidth and low latency dedicated connec-
tion between antennas and BSs. Several works in the literature have assessed
the performance of DAS deployments working at currently used cellular fre-
quencies, as reviewed in Section 1.2.2. Nevertheless, the closer proximity of the
users to the antennas in DAS increases the probability of Line of Sight (LoS)
transmission, what makes this kind of deployments particularly interesting for
their use at millimeter wave (mmW) frequencies. Indeed, as it was shown in
the previous chapter, high performance is achieved for those users in LoS prop-
agation conditions when using Hybrid Beamforming (HBF) schemes in mmW.

The study conducted in the previous chapter encompassed the assessment
of HBF in an outdoor urban micro-scenario. As pointed out by the conclusions
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of that study, there is still a gap in performance between HBF and Digital
Precoding (DP) schemes, even for those users in LoS propagation conditions.
The main reasons are the limited availability of Radio Frequency (RF) chains
in the hybrid architecture, but also the lack of per Frequency Block (FB)
Baseband (BB) precoding design in the HBF schemes, to better adapt to the
channel frequency variations. Motivated by this, the performance of Hybrid
Precoding (HP) schemes including both BB and RF precoding are assessed in
this chapter, considering an indoor scenario where almost 100% of the users
are in LoS propagation conditions.

To this aim, three different deployment strategies are analyzed, including
a conventional picocell deployment with co-located antenna arrays, a regular
femtocell deployment and a DAS deployment. Moreover, a Distributed Hybrid
Precoding (DHP) algorithm suitable for distributed antennas and with RAU
selection capabilities is proposed for its application in indoor DAS. Its per-
formance is evaluated and compared to the performance of other deployment
strategies applying HP schemes, under ideal conditions. Further simulations
are conducted including non-ideal assumptions, in order to better understand
the impact on the performance of DHP in DAS of two important practical lim-
itations of the hybrid architectures, the use of outdated Channel State Infor-
mation (CSI) at the transmitter, and the power losses introduced by non-ideal
RF combiners. The rest of this chapter is organized as follows:

� Section 4.2 describes the system model assumed throughout the chapter.

� Section 4.3 details the Distributed Hybrid Precoding (DHP) algorithm
proposed for DAS deployments.

� Section 4.4 presents the simulation setup, including the definition of the
different indoor deployment strategies compared along the chapter. In
addition, the implementation particularities of the multi-antenna schemes
assessed in the chapter are introduced.

� Section 4.5 includes the performance evaluation of DHP and HP under
ideal simulation assumptions for all the indoor deployment strategies.

� Section 4.6 is devoted to the performance evaluation of of DHP and HP
introducing non-ideal assumptions in the simulations, such as outdated
CSI at the transmitter and power losses introduced by real RF combiners.

� Section 4.7 draws the main findings of this study.
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4.2 System model

In this chapter, a downlink Orthogonal Frequency Division Multiplexing
(OFDM) system working in Frequency Division Duplexing (FDD) mode at
73 GHz is considered. The scenario consists of an indoor rectangular room
of 120 m × 50 m, where NBS equipped with NRF

t RF chains and M anten-
nas are regularly deployed. Regarding the User Equipment (UE) devices, NUE

single-antenna users are considered to be randomly deployed over the rectan-
gular room, and cell selection is performed according to the maximum received
power by the user.

It is also assumed that each BS implements the full-connected hybrid ar-
chitecture for mmW described in Section 3.2. Note that the extension of this
hybrid architecture to passive DAS is straightforward, by simply considering
the antenna elements distributed over the coverage area of each cell via any
transmission line such as wire or optical fiber. In any case, the power losses
introduced by the distribution lines are considered to be negligible for the short
deployment distances under consideration.

The channel model used is based on the 3-Dimensional (3D) mmW indoor
channel model proposed by Sun et al. in [112]. This model has been derived
at 73 GHz, using data extracted from a propagation measurement campaign
performed in a typical office scenario, and filling the gaps in the measurements
by means of a ray tracing tool. The model follows a Third Generation Partner-
ship Project (3GPP)-style and characterizes the channel in azimuth, elevation
and polarization terms. Concerning large scale fading, shadowing is added on
top of the pathloss term [113], with standard deviations of 1 dB and 9 dB for
LoS and Non Line of Sight (NLoS) conditions, respectively. Antenna pattern
is considered to be omnidirectional.

The downlink transmission resources are partitioned in the time-frequency
plane, as in Chapter 3. In the time domain, the resource space is divided into
subframes of a certain time duration. In the frequency domain, resources are
grouped in FB. The minimum time-frequency resource is known as Resource
Block (RB), and it comprises one frequency block during one subframe period.

4.3 Distributed Hybrid Precoding for DAS

In this section, the proposed Distributed Hybrid Precoding (DHP) for DAS
using mmW is presented. The particularity of DHP is its suitability for BSs
implementing hybrid architectures with distributed antennas. As introduced
in Section 3.3.3, most of the hybrid precoding schemes approach the design of
the RF and BB precoding matrices independently, due to the high complexity
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derived from a joint optimization. In this line, DHP is used by combining a
precoding stage in BB and a beamforming stage in RF designed in a separated
fashion. For the BB precoding, linear Regularized Zero Forcing (RZF) is ap-
plied, while in RF a codebook-based beamforming for distributed antennas,
named Distributed Analog Beamforming (DAB), is used. The details of the
DAB codebook generation are provided hereinafter.

Distributed Analog Beamforming (DAB)

Despite the good compromise between performance and complexity given by
Discrete Fourier Transform (DFT)-based beamforming in conventional sys-
tems, its application to DAS results in an inevitable performance degradation
[32]. The reasons are the distributed and not equally spaced antenna elements
in DAS, which leads to non-orthogonal conformed beams at the RAUs and
low beamforming gains. In addition, the fact that DFT beamforming vectors
equally distribute the power among all the elements of the antenna array makes
this beamforming technique unable to perform antenna selection schemes in
DAS.

For that reason, a simple approach to generate a codebook suitable for
RF beamforming in DAS and with RAU selection capabilities, called DAB, is
proposed in this section. This approach consists of the following steps:

(i) To select a codebook for each RAU. Note that, in this chapter, the DFT-
based codebook beamforming described in Section 3.3.2 has been selected
for this step, but any other codebook could be chosen.

(ii) To update the selected codebook by including a null codeword that allows
the deactivation of the RAU transmission.

(iii) To generate the DAB codebook by putting together all the possible com-
binations of codewords at the RAUs.

(iv) To remove the combination of codewords that deactivate all the RAUs at
the same time, and to normalize the columns of the resulting codebook.

Let us assume that the M antennas of each BS are distributed among R
RAUs, being MR = M

R the number of equally spaced antennas per RAU. Then,
in step (i) the DFT sub-codebook CDFT ∈ CMR×MR for every RAU is created
by using Eq. (3.10), and setting C = MR, in order to guarantee the non-overlap
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of the beams conformed at each RAU:

CDFT =
1√
MR


1 1 ... 1

1 e
−j2π1 1

MR ... e
−j2π1MR−1

MR

...

1 e
−j2π(MR−1) 1

MR ... e
−j2π(MR−1)

MR−1

MR

 . (4.1)

In step (ii), a null codeword is aggregated to the codebook, which allows
the BS to deactivate the use of the antennas at RAU r when required:

C
(r)
DAB =

 CDFT
(MR×MR)

0
...
0

 =
[

c1 c2 ... cMR+1

]
, (4.2)

where ci ∈ CMR×1 represents each column or codeword in C
(r)
DAB.

In step (iii), a codebook containing the codewords of M elements for all
the antennas in the BS is generated. This step is performed by creating all

the possible combinations of R codewords ci out of C
(r)
DAB. Note that there

exist a total of (MR + 1)R possible combinations to create the new codewords
mi ∈ CM×1:

ĈDAB =


c1 c1 ... c1 c1 ... ... cMR+1

c1 c1 ... c1 c1 ... ... cMR+1

...
...

...
c1 c1 ... c1 c2 ... ... cMR+1

c1 c2 ... cMR+1 c1 ... ... cMR+1

 =

=
[

m1 m2 ... m(MR+1)R
]
.

(4.3)

Finally, in step (iv), the last codeword m(MR+1)R is removed, since it would
result in the deactivation of all the RAUs at the same time. Therefore, CDAB ∈
CM×(MR+1)R−1 is given by:

CDAB =
[
α1m1 α2m2 ... α(MR+1)R−1m(MR+1)R−1

]
, (4.4)

where αi = 1/|mi|, i = 1, ..., (MR+1)R−1, is applied to normalize the columns
of ĈDAB.

The main advantages of DAB codebook are the inclusion of RAU selection,
which permits that each user is served by its optimum set of RAUs, and the
deletion of overlapped beams at each sub-array. An example of DAB codebook
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creation is shown in Table 4.1 for a system with BSs equipped with 4 antennas
distributed in two RAUs.

Table 4.1: Example of DAB creation for a DAS system with BSs equipped
with four antennas distributed in two RAUs.

i. Selection of a DFT codebook suitable for each RAU.

C
(r)
DFT =

[
1 −1
1 1

]
ii. Addition of the null codeword:

C
(r)
DAB =

[
1 −1 0
1 1 0

]
iii. Generation of codewords combination:

ĈDAB =


1 1 1 −1 −1 −1 0 0 0
1 1 1 1 1 1 0 0 0
1 −1 0 1 −1 0 1 −1 0
1 1 0 1 1 0 1 1 0


iv. Deletion of null codeword and normalization of every codeword:

CDAB =


1/2 1/2 1/

√
2 −1/2 −1/2 −1/

√
2 0 0

1/2 1/2 1/
√

2 1/2 1/2 1/
√

2 0 0

1/2 −1/2 0 1/2 −1/2 0 1/
√

2 −1/
√

2

1/2 1/2 0 1/2 1/2 0 1/
√

2 1/
√

2



4.4 Simulation setup and evaluated precoding
schemes

In this section, a description of the indoor deployment strategies evaluated
throughout the chapter as well as the digital and hybrid precoding schemes
used for that aim is provided. In addition, all the configuration parameters
used for the simulations are detailed.

4.4.1 Deployment strategies

The performance of digital and hybrid precoding schemes is analyzed for three
typical Small Cell (SC) indoor deployment strategies [23], depicted in Figure
4.1 and characterized as follows:
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CON The first strategy, labeled as CON, consists of a conventional deployment
of two picocells, each one equipped with a co-located Uniform Linear
Array (ULA) of 24 elements.

Fx The second strategy is the use of regular femtocell deployments, where
x indicates the total number of SCs deployed in the scenario. This de-
ployment strategy corresponds to scenarios F4 and F8 in the figure. For
the sake of a fair comparison among scenarios, the same total number of
antenna elements is configured at each of them, so femtocells in F4 and
F8 are equipped with 12-element ULA and 6-element ULA, respectively.

DASx The last strategy is the use of DAS, considering a deployment of two
picocells, each one equipped with 24 antenna elements. Note that in DAS
scenarios antennas are not co-located but distributed among x RAUs. In
DAS4, each SC has 2 RAU equipped with a 12-element ULA, while in
DAS8 each SC has 4 RAU equipped with 6-element ULA. Although no
coordination among BSs is considered, joint transmission from all the
RAUs belonging to a BS is assumed in these deployments.

For the sake of a fair comparison among the defined scenarios, a site com-
prises at each deployment the set of cells located in a half of the scenario,
considering a vertical dividing line located at the center of it. Therefore, for
CON, DAS4 and DAS8 scenarios, a site corresponds to a cell, whereas for F4
and F8 deployments a site is composed by two and four femtocells, respec-
tively. Note that, by using this definition, the power and number of antenna
elements per site is exactly the same for all deployments. Note also that the
antenna locations in DASx and Fx are coincident for the same value of x. A
summary of the configuration details for each scenario is collected in Table 4.2.
It is also important to remark that, with the implemented channel model, all
deployments lead to a 99% of the users being in LoS propagation, reason why
contrarily to Chapter 3, simulation results in this chapter do not differentiate
among users in LoS or NLoS conditions.

4.4.2 Evaluated precoding schemes

The selected precoding schemes considered to accomplish the performance eval-
uation of the aforementioned scenarios include:

� Only Multi-User (MU) transmission. The work in this chapter focuses on
precoding schemes that allow multiplexing users in the spatial domain.
The set of users to be simultaneously served by a BS are allocated to the
whole available bandwidth, i.e., schemes exploiting frequency diversity
are out of the scope of this chapter.
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Figure 4.1: Scenarios defined for the comparison of different indoor
deployment strategies, including a conventional deployment with two picocells
(CON), two femtocell deployments with 4 and 8 cells (F4 and F8) and DAS

with 4 and 8 RAUs (DAS4 and DAS8).

Table 4.2: Configuration details of the simulated scenarios, where M is the
number of antennas per SC, R is the number of RAUs per BS, and MR is the

number of antennas per RAU.

Number
R

Pt M MRof SCs [dBm]

CON 2 - 30 24 -

F4 4 - 27 12 -

F8 8 - 24 6 -

DAS4 2 2 30 24 12

DAS8 2 4 30 24 6
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� Schemes for both digital and hybrid architectures. The performance of
hybrid schemes is assessed and compared to the performance of fully
digital implementations, which are considered as an upper-bound of per-
formance.

� Hybrid precoding schemes for both co-located and distributed antenna
arrays. HP is performed in CON and Fx scenarios, while the Distributed
Hybrid Precoding (DHP) scheme proposed in this chapter, DHP, is ap-
plied to DAS scenarios, where its performance is compared to the one of
conventional HP schemes.

Hybrid precoding schemes

In this chapter, the HP scheme is performed by applying RZF precoding in the
digital stage and a DFT-based codebook in the analog one. Furthermore, DHP
for DAS deployments is performed by applying RZF and DAB in the digital
and analog stages, respectively. Note that all these techniques, together with
their benefits, have been explained in Sections 3.3 and 4.3.

User selection in DHP and HP schemes is designed to maximize the orthog-
onality of the conformed beams in the RF stage. To this aim, the iterative
user scheduling Algorithm 1 described in Chapter 3 is applied as well in this
chapter, with the following particularities:

� variable B refers in this case to the whole bandwidth, since user scheduling
in DHP and HP is performed only wideband;

� the optimum beamforming vector for each user u, bBu ∈ CM×1, is chosen
from DFT and DAB codebooks in HP and DHP schemes, respectively.
Note that digital precoders do not affect the user scheduling decisions
made in the hybrid schemes;

� scheduling weights of each user u ∈ U , αu, are computed to fulfill a Round
Robin (RR) policy.

Digital precoding schemes

Fully DP schemes are implemented and evaluated in this chapter for the three
deployment strategies in order to provide an upper bound of system perfor-
mance. RZF has been chosen as digital precoder for a fair comparison with
the HP schemes, which also use RZF in their BB stage. User selection is per-
formed according to a RR scheduling policy, multiplexing as many users as BS
antennas per subframe.
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Finally, Table 4.3 shows a comparison of the evaluated precoding schemes
in this chapter. It is important to highlight that hybrid schemes are analyzed
considering a reduced number P of RF chains per BS. Besides, note that this
number will also depend on the number of cells deployed at each scenario, since
the total number of RF chains is kept fixed for all of them.

Table 4.3: Summary of the evaluated precoding algorithms in the chapter.

Precoding NRF
t

MU
HP RZF+DFT P < M

DHP RZF+DAB P < M
DP RZF M

4.4.3 Setup configuration

A total frequency bandwidth of 20 MHz is considered for the simulations, di-
vided in NFB FBs, each of bandwidth ∆f = 200 kHz. User selection and RF
precoding are performed wideband, while BB precoding is computed per FB.
The expected throughput achieved by the u-th user served by BS i is computed
by using the following expression:

Thu,i =

NFB∑
f=1

∆f log2(1 + SINRf
u,i), (4.5)

where SINRf
u,i particularizes the Signal to Interference plus Noise Ratio (SINR)

for the FB f . Other important parameters used for the simulations are collected
in Table 4.4.

4.5 Performance comparison of ideal indoor de-
ployment strategies

In this subsection, a performance comparison of the different indoor deploy-
ment strategies is conducted for both fully digital and hybrid precoding under
ideal assumptions. Although fully digital precoding schemes are not suitable
for mmW systems with large antenna arrays, their simulation can provide us
with an upper bound of performance for the evaluation of the hybrid imple-
mented schemes. For that reason, simulation results with DP precoding are
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Table 4.4: Simulation Parameters.

Simulation time per drop 1 s

Number of drops 10

Subframe duration, Ts 1 ms

Carrier frequency f 73 GHz

Number of FBs, NFB 100

FB bandwidth, ∆f 200 kHz

Scheduling policy Round Robin

Thermal noise PSD -174 dBm/Hz

BS height 6 m

BS antenna element pattern omnidirectional

Number of deployed UEs 100

UE antenna element pattern omnidirectional

UE noise figure 7 dB

UE speed 3 km/h

UE height 1.5 m

presented in the first place, and the performance of HP and DHP in the differ-
ent deployments is analyzed afterwards. Finally, a brief comparison between
RZF and DHP is performed focusing on one specific scenario.

4.5.1 Results using fully digital precoding

Recall that for the simulation of DP precoding in the different deployments,
each BS is considered to be equipped with as many RF chains as antennas,
which results in a total of 48 RF chains in the network. The average number
of multiplexed users per site is collected in Table 4.5 for all the simulated
scenarios, where it is shown that RZF makes the most of the available RF
chains and multiplexes as much users per site as possible. Only a small loss
in the number of multiplexed users is seen for F8, given by a small imbalance
among the amount of users assigned to each femtocell, that will disappear with
the average of more simulation drops.

Table 4.5: Average number of multiplexed users per site with DP (RZF) for
every simulated scenario.

CON DAS4 F4 DAS8 F8

DP 24.00 24.00 24.00∗ 24.00 23.95∗

* In this case, a site is assumed to be the group of cells
located in half the scenario.
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Figure 4.2: User SINR CDF comparison using DP for all the simulated
scenarios.

Figure 4.2 shows the Cumulative Distribution Function (CDF) of the user
SINR when DP is applied. As expected, SINR values are in general smaller
for those deployments with lower degree of coordination, such as F4 and F8.
Note that in F8 only up to 6 users can be multiplexed simultaneously avoiding
inter-user interference, while in CON or DAS deployments, up to 24 users are
multiplexed with no intra-cell interference. On the other hand, the difference
between CON and DAS is related to the antenna elements location. While in
DAS deployments the antennas are distributed over the space, bringing a larger
benefit to those users located on the cell-edges, in CON deployment all the an-
tenna elements are co-located at the cell center, providing higher beamforming
gains that benefit those users located near the BS. These results point to a
very interesting conclusion, meaning that DAS deployments imply a significant
gain in terms of average user throughput and cell-edge user throughput, at
the cost of reducing the system peak throughput. This conclusion is in good
consonance with the results discussed in [114].

Regarding the user spectral efficiency, the same behavior as for the SINR
is observed in Figure 4.3, where it is shown that increasing the number of co-
ordinated antennas enhances the user spectral efficiency, while distributing the
antennas over the space improves the user fairness. The CDF of the system
throughput is depicted in Figure 4.4. This figure highlights the fact that cell
throughput distribution is much more similar among the different options of
DAS and CON deployments than their user throughput distributions. This
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User spectral e/ciency [bps/Hz]
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Figure 4.3: User spectral efficiency CDF comparison using RZF precoding for
all the simulated scenarios.

is basically caused by the following effect: the more the antenna elements are
distributed, provided that the transmission is coordinated among them, the
better for the fairness in the system. However, this fairness gain comes at the
expense of a throughput reduction of those users in best radio conditions, what
leads to small differences in terms of system throughput values of the different
deployments. Still, there is a big gap in performance between the femtocell
deployments and the other options of deployment, in which more antenna el-
ements either co-located or distributed are coordinated for transmission, such
as CON or DAS.

Finally, Table 4.6 collects the comparison of some network performance
indicators, including also the gains achieved by the different deployments with
respect to the conventional deployment. Approximately same average values
of user throughput and site throughput are achieved by CON and DAS, while
the best 5% percentile user throughput is reached by DAS8. It is worth noting
the huge improvement in terms of cell-edge user throughput achieved by DAS
deployments, which can outperform the conventional deployment by a factor
of 6.
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System throughput [Gbps]
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Figure 4.4: System throughput CDF comparison using RZF precoding for all
the simulated scenarios.

Table 4.6: Comparison of average performance indicators with DP.

DP
CON DAS4 F4 DAS8 F8

Average UE [Mbps] 19.39 19.75 14.49 19.74 10.22
throughput Gain [%] - 1.86 -25.29 1.78 -47.28

5%-ile UE [Mbps] 0.58 2.70 1.66 4.10 1.39
throughput Gain [%] - 366.76 186.56 609.09 140.89

Average site [Gbps] 0.97 0.99 0.72∗ 0.99 0.51∗

throughput Gain [%] - 1.86 -25.29 1.78 -47.28
* In this case, a site is assumed to be the group of cells located in half the scenario.

4.5.2 Results using hybrid precoding

Simulation results considering hybrid precoding are hereafter presented. For
all the scenarios, HP is applied by performing RZF at baseband and DFT-
based precoding at RF. Besides, for DAS deployments also DHP described in
Section 4.3 is used to better exploit the distributed nature of the system, which
consists in the application of RZF and DAB at BB and RF stages, respectively.
In all the scenarios, the number of RF chains is limited to 8 per site. The choice
of this number of RF chains is motivated by current limitations of BSs.
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Table 4.7: Average number of multiplexed users per site with HP and DHP
for every simulated scenario.

CON DAS4 F4 DAS8 F8

HP HP DHP HP HP DHP HP

7.69 7.86 7.93 7.85∗ 6.72 7.72 7.39∗

* In this case, a site is assumed to be the group of cells located
in half the scenario.

Table 4.7 shows the average number of simultaneous multiplexed users per
site for all the considered scenarios when using hybrid precoding. Taking into
account that the maximum number of multiplexed users is limited by the avail-
able RF chains, it can be observed that almost all the algorithms harness the
multiplexing gain. Only DAS8 with HP shows a lower number of multiplexed
users in comparison to the others.

Regarding the user SINR, Figure 4.5 shows the CDF for the different sce-
narios and hybrid precoding techniques. DAS deployments present the highest
SINR values when using the DHP scheme proposed in this chapter, while the
application of HP in DAS entails a strong degradation of the SINR meaning
that conventional HP techniques cannot be applied as such to distributed sys-
tems. This behavior can be explained by the overlap of the beams created
by HP when it is applied to distributed antennas, as well as the lack of RAU
selection of the algorithm.

User spectral efficiency is depicted in Figure 4.6, where two different areas
can be distinguished. For the lower part of the CDF, femtocell deployments
show the best performance, followed by DAS systems using DHP. However,
for the upper part of the CDF, femtocell deployments provide the poorest per-
formance among all the algorithms. Indeed, limiting the number of RF chains
greatly affects conventional systems, and it is here that there is a need to dis-
tribute the transmitters in some way, increasing the deployment density. Com-
pared to a more dense femtocell solution, DAS deployments offer practically
the same performance as dense femtocells for users in worse radio conditions,
while ostensibly improving the quality of the users in good radio conditions.

In terms of system performance, curves in Figure 4.7 show that the appli-
cation of DHP in DAS brings a large increase of the system throughput with
respect to the use of HP. Moreover, the use of DAS is shown to be by far the
best indoor deployment and, in general, the distribution of the antennas over
the scenario is beneficial. Having a look at the network performance indicators
collected in Table 4.8, enormous gains in 5th percentile of user throughput for
DAS and femtocell deployments can be observed with respect to the conven-
tional scenario.
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Figure 4.5: User SINR CDF comparison using hybrid precoding for all the
considered deployments.
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Figure 4.6: User spectral efficiency CDF comparison using hybrid precoding
for all the considered deployments.
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System throughput [Gbps]
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Figure 4.7: System throughput CDF comparison using hybrid precoding for
all the considered deployments.

Table 4.8: Comparison of average performance indicator values for indoor
deployments using hybrid precoding.

CON DAS4 F4 DAS8 F8
HP HP DHP HP HP DHP HP

Avg. UE [Mbps] 13.15 13.93 17.27 12.40 8.27 17.42 10.66
through. Gain[%] - 5.9 31.4 -5.7 -37.1 32.4 -18.9

5%-ile UE [Mbps] 0.35 0.64 1.53 2.14 0.40 2.29 2.59
through. Gain[%] - 80.6 332.8 504.7 13.3 547.4 629.3

Avg. site [Gbps] 0.66 0.70 0.86 0.62∗ 0.41 0.87 0.53∗

through. Gain[%] - 5.9 31.4 -5.7 -37.1 32.4 -18.9
* In this case, a site is assumed to be the group of cells located in half the scenario.

Finally, a brief comparison between the performance of DAS8 deployment
using DP and DHP is presented in Table 4.9. Note that the use of hybrid
architectures implies a reduction in the number of RF chains with respect
to digital architectures. In particular for this simulation study, the number
of RF chains has been reduced from a total of 48 to 16. Due to this, the
average number of spatially multiplexed users per cell in DAS8 turns from 24
in the DP scheme to 7.72 with DHP, what leads to a loss in average user and
cell throughputs around the 12% with respect to the digital precoding. It is
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also interesting to observe that the use of hybrid architectures penalizes more
aggressively the throughput values of cell-edge users.

Table 4.9: Comparison of average values.

DAS8
DP DHP

Average UE [Mbps] 19.74 17.42
throughput Gain [%] - -11.77

5%-ile UE [Mbps] 4.10 2.29
throughput Gain [%] - -44.01

Average cell [Gbps] 0.99 0.87
throughput Gain [%] - -11.77

4.6 Performance comparison of non-ideal in-
door deployment strategies

The results presented in the previous section assumed ideal conditions for all
the components in the system. However, the presence of practical limitations
or hardware impairments in real systems may deteriorate significantly the net-
work performance. For that reason, a performance evaluation is presented in
this section including two non-ideal phenomenons with high impact in hybrid
architectures, such as the use of outdated CSI at the transmitter and the power
losses introduced by real combiners.

4.6.1 Outdated Channel State Information

The unavoidable delay between the instants in which channel is estimated
and used for the design of the precoders has been described and analyzed
for HBF schemes in a urban-micro scenario in Section 3.6.1. Results showed
that the beamforming and multiplexing gains obtained by using multi-user
HBF schemes are quite robust to inaccuracies of the CSI at the transmitter,
contrasting to the high sensitivity of DP schemes in that scenario.

In this section, the same analysis is replicated now for the HP and DHP
schemes in the indoor deployments described in Section 4.4, in order to study
the impact of having outdated CSI on schemes applying both BB and RF
precoding. To this aim, hybrid schemes have been simulated considering that
each SC receives an update of the channel coefficients only every T ms, being
T greater than the subframe duration Ts. For a better illustration of the small
scale channel variation during the period T , results are again presented as a
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function of the product fD∆T , where fD = vf/c is the maximum Doppler shift
at carrier frequency f with user speed equal to v, and ∆T = T − Ts is the CSI
delay with respect to the subframe duration.

In particular, Figure 4.8 represents the CDF of the user spectral efficiency
when T = 10 ms (fD∆T = 1.8) in comparison with the ideal case of timely CSI
(T = Ts = 1, fD∆T = 0). It is easily observed that the outdated CSI reduces
the user spectral efficiency in all cases, but the degradation is particularly
significant for those users with better channel conditions, i.e., the users with
higher spectral efficiencies.

Average UE throughput values are depicted in Figure 4.9 for T = 1, 5, 10
and 20 ms (fD∆T = 0, 0.8, 1.8 and 3.8, respectively). Note that, despite show-
ing the DAS deployments a better performance when perfect CSI is available
at the transmitter, they are more sensitive to outdated CSI than femtocell de-
ployments. This can be explained by the size of the channel vector used in the
scheduling decisions, which is of 24 elements in CON, DAS4 and DAS8 deploy-
ments (the number of all the antennas belonging to the same cell) and only of
12 and 6 elements in F4 and F8, respectively. Indeed, the most robust deploy-
ment to outdated CSI is shown to be F8, which overcomes the performance of
the other deployments for T ≥ 5 ms.
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Figure 4.8: CDFs of the user spectral efficiency with outdated CSI.
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Figure 4.9: Average UE throughput with outdated CSI.

It is also interesting to remark how the inclusion of a BB precoding stage
turns HP and DHP much more sensitive to outdated CSI than the HBF schemes
evaluated in Chapter 3, where only user scheduling optimization was performed
in BB. This can be explained by the higher dependence of the RZF precoders
computed per FB in the BB stage on the small scale channel variations. Indeed,
the improvement in network performance achieved by the better adaptability
to the channel variations of the BB precoding under ideal conditions is rapidly
lost when precoders are computed based on outdated CSI.

4.6.2 Combiner losses

Combiners are used in the full-connected hybrid architecture for the mix of
the signals of the different RF chains before feeding the antenna array. As
described in Section 3.6.4, the use of non-ideal combiners introduce significant
power losses in their outputs, which escalate with the number of branches to
be combined.

In this subsection, the impact of the combiner losses on the system per-
formance of the hybrid schemes is analyzed for the three different deployment
strategies considered in this chapter. Recall that L denotes the power loss
in logarithmic units of a basic combiner with two input branches, and that a
combiner for a generic number P of RF chains is implemented by means of a
cascade of log2P two-branch combiners, leading to a total loss of log2P ·L dB.
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Figure 4.10: Average UE throughput achieved by hybrid schemes when
considering combiner losses.

Simulations have been conducted for combiner losses of L = 1, 2 and 3 dB,
and results are compared to the case of ideal combiners (L = 0 dB). Note
that the number of required combiners differs from one scenario to the other,
since the number of RF chains per SC in each case is different. For instance, in
DAS4 scenario each SC has 8 RF chains, hence signals pass through 3 combiners
before reaching the antenna array, while in F4 scenario there are 4 RF chains
per SC and only 2 combiners are required to distribute signals.

Figure 4.10 shows the average user rate achieved by CON, DAS4 and F4
as a function of the parameter L. Despite being DAS the deployment option
most affected by combiner losses, it remains the solution providing the highest
average user rates even for the largest value of L.

The CDF of the system throughput is represented in Figure 4.11 for L equal
to 0 and 3 dB. Here, the effectiveness of DAS deployments using DHP is shown,
being DAS4 DHP with large combiner losses still comparable to the other two
deployment strategies with ideal conditions.
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Figure 4.11: System throughput CDF of the hybrid schemes when considering
combiner losses.

4.7 Conclusion

In this chapter, a performance evaluation of hybrid precoding schemes in in-
door DAS deployments has been presented. To this end, a Distributed Hybrid
Precoding (DHP) algorithm suitable for distributed antennas and with RAU
selection capabilities has been firstly proposed for its application in a full-
connected hybrid architecture for mmW communications. Furthermore, the
performance of DHP in DAS has been compared to other two typical indoor
deployment strategies, including a conventional deployment with two picocells
and large co-located antenna arrays, and a regular femtocell deployment.

System level simulations have been firstly presented for MU Multiple Input
Multiple Output (MIMO) digital and hybrid precoding schemes under ideal
conditions for the three indoor deployment strategies. Simulation results show
that femtocell deployments provide slightly higher throughputs for cell-edge
users. Nevertheless, DAS deployments achieve the best overall performance
when using the proposed DHP technique, showing more than 30% increase in
both average user and cell throughput in comparison to the conventional de-
ployment with co-located antennas. Regarding the comparison between hybrid
and fully digital schemes, it is shown that, by reducing the number of RF chains
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to one third, the system throughput achieved by DHP in DAS only decreases
about 12%, affecting mostly to the cell-edge users.

Additional results have been obtained for the three indoor deployment
strategies considering two important practical limitations of the hybrid ar-
chitectures. In particular, the impact of outdated CSI at the transmitter and
power losses introduced by real combiners on the performance of the hybrid
schemes has been analyzed. Results state that DAS are more sensitive to inac-
curacies in the CSI than femtocell deployments, what makes the latter the more
suitable option when the CSI update period is greater than 5 ms. On the other
hand, results point out that DAS deployments are less affected by the losses
introduced by the combiners, and keep the best performance in comparison to
the rest of strategies even for large combiner loss values.

The above conclusions suggest DAS as the overall optimum strategy deploy-
ment for indoor scenarios working in mmW. Besides, the performance of DHP
has shown to become closer to that of DP thanks to the combined precoding
in BB and RF domains, being only limited by the reduced availability of RF
chains at the transmitters. Further improvement of DAS performance could
be obtained by the application of Inter-Cell Interference Coordination (ICIC)
mechanisms.
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Chapter 5

eICIC technique for ultra
dense small cell indoor
deployments

5.1 Introduction

Ultra Dense Networks (UDNs) bring an important challenge in terms of Inter-
Cell Interference Coordination (ICIC), due to the increase of the number of
deployed base stations per area. The higher level of densification in this type of
networks causes a reduction of the distance between the users and their serving
base stations as well as to the rest of cells in the network, increasing the inter-
cell interference in both uplink and downlink. The nature of the mechanisms
required to combat the growing interference depends on the particular scenario
to be addressed, as it has been carefully reviewed in Section 1.2.4. On the one
hand, Heterogeneous Networks (HetNets) need ICIC schemes to handle the
inter-tier interference, which affects more severely the small cell users under
the coverage of a macrocell. On the other hand, in indoor Small Cell (SC)
deployments, considered to be isolated from the macrocell interference thanks
to the penetration losses introduced by the walls of the buildings, the ICIC
techniques must focus on the management of the intra-tier interference that
takes place among nodes with similar levels of power.

The application of ICIC algorithms in such isolated indoor deployments has
received less attention by the research community. This is mainly due to the
fact that, contrarily to the huge gains achieved in HetNets by means of resource
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partitioning techniques, their application in indoor SC deployments usually
results in an improvement of the cell-edge users rates at the expense of reducing
the cell spectral efficiency. This behavior can be explained by noticing that the
improvement in Signal to Interference plus Noise Ratio (SINR) experienced
by the users thanks to a lower resource reuse factor does not compensate the
reduction in the amount of resources available for transmission. Knowing this,
it is expected that the application of algorithms relying on resource partitioning,
such as those techniques based in Fractional Frequency Reuse (FFR) schemes,
may be interesting only for scenarios with strong interference conditions, as it
is the case of UDN. Furthermore, it is important to highlight that, due to the
large amount of nodes deployed in the UDN deployments, ICIC solutions for
this type of scenarios should be simple and scalable, which practically prevents
the use of centralized solutions.

In this chapter, a time and frequency ICIC scheme for ultra dense SC indoor
deployments is presented, called Dynamic Time and Frequency Reuse (DTFR)
scheme. The goal of DTFR is to coordinate over time the transmission of the
SCs in the network in such a way that interference generated at the neighbor
cells is reduced while the reuse factor of the resources is kept close to one.
With this aim, SCs apply a user scheduling algorithm that, taking into account
information about the resources being used at the neighbors, maximizes the
system throughput while ensuring fairness among users. The presented solution
is easy to implement and requires the exchange of few information among the
nodes, being suitable for UDNs with limited backhaul capabilities.

The rest of the chapter is organized as follows:

� Section 5.2 describes the system model considered for the design of the
proposed ICIC technique.

� Section 5.3 presents a detailed description of the DTFR algorithm.

� Section 5.4 defines the simulation setup used to assess the performance of
DTFR and describes the baseline techniques implemented for its compari-
son. Also in this section, simulation results relative to DTFR performance
are presented for different UDN deployments.

� Section 5.5 outlines the main conclusions of this chapter.
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5.2 System model

A downlink Orthogonal Frequency Division Multiplexing (OFDM) system with
NSC SCs and K User Equipments (UEs) is considered, working in Frequency
Division Duplexing (FDD) mode. SCs are regularly deployed over the scenario
and are configured in open access mode, so any user is granted access to any SC.
UEs are randomly deployed in the scenario and follow a pedestrian mobility
model. Cell selection is done according to the maximum received power by
the user. Moreover, SCs are connected to the core network using broadband
transmission links. In case of cooperation among them, SCs are grouped in
clusters, and a logical interface is available to support the exchange of control
messages among the SCs belonging to the same cluster.

Transmission resources are assumed to be partitioned in a time-frequency
grid. In the time domain, a subframe is defined as the smallest unit of time in
which scheduling decisions are made at the SCs. In the frequency domain, the
total available bandwidth Wt is divided in Frequency Blocks (FBs). The mini-
mum time-frequency resource is known as Resource Block (RB), and consists
of one FB during one subframe period. The scheduler can allocate a user per
RB, and only single-user and single-stream transmissions are considered in this
work. Regarding the power allocation, total available power per cell is equally
distributed per RB, and the power corresponding to muted RB is saved.

Channel model is implemented following the Indoor Hotspot (InH) model
proposed by the International Telecommunication Union Radiocommunica-
tion (ITU-R) in [108]. In this model, the channel coefficients are determined
stochastically based on statistical distributions characterizing multipath propa-
gation, which were extracted from channel measurements. Besides, this model
includes distance dependent path losses and shadowing. The channel coeffi-
cients are considered to remain constant during a subframe period. Further-
more, perfect channel estimation is assumed at the transmitter and receiver
sides.

Let us consider γfu as the estimated SINR experienced by user u when
is allocated to a certain FB f of bandwidth W , considering the interference
generated by all the rest of SCs in the scenario. Then, the throughput achieved
by user u in that FB is computed as:

Thfu = W log2(1 + γfu), (5.1)

and the total throughput experienced by the user u is given by Thu =∑
f∈Fu Thfu, where Fu denotes the set of FBs allocated to user u.
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5.3 Dynamic Time and Frequency Reuse
(DTFR) coordinated scheduling for UDNs

In this section, the proposed DTFR coordinated scheduling technique for ultra
dense SC deployments is presented. DTFR is divided into two phases: the
resource reuse pattern configuration, and the user scheduling. In the first
phase, SCs within the same cluster exchange control messages to decide which
resources are used with maximum priority by each cell, following a FFR-based
pattern. Moreover, each cell configures a time pattern in which it will mute
periodically its transmission over the resources used with maximum priority
by the neighbors within its cluster. In the second phase, user scheduling is
performed by optimizing in each cluster the resource allocation decisions that
maximize certain fairness-based utility function. The details of the two stages
of the DTFR algorithm are presented in the following subsections.

5.3.1 DTFR pattern configuration phase

Let us assume that the NSC cells are grouped in clusters of size Cs, by means
of any centralized or decentralized clustering algorithm. In this phase, a time
and frequency reuse pattern is configured in each cluster independently. With
this aim, total frequency bandwidth Wt available in the system is divided into
Cs + 1 different sub-bands: an Ordinary Sub-band (OSb), a Preferential Sub-
band (PSb), and Cs−1 Non-Preferential Sub-bands (NPSbs). These sub-bands
are characterized by different features, which are detailed hereunder.

On the one hand, the OSb is common to every cell in the network and is
configured in a centralized fashion by selecting its bandwidth, given by Wo.
Resources within OSb are always available to be used simultaneously by every
cell, resulting in a set of resources with frequency reuse factor of one. Since
interference power in OSb is thus expected to be high, users with better channel
conditions are supposed to be allocated to this sub-band.

On the other hand, PSb and NPSbs are configured per cluster in a dis-
tributed fashion, by exchanging messages among neighbor cells. These sub-
bands have a frequency reuse factor lower than 1 that depends on the cluster
size applied. The bandwidths of the PSb and each NPSb are equal, and denoted
by Wr:

Wr = (Wt −Wo)/Cs. (5.2)

The main difference between PSb and NPSbs is that the PSb at each cell is
used for transmission uninterruptedly while, conversely, the NPSbs of a cell are
muted cyclically over time, reducing the interference generated to the neighbors
and allowing for certain energy saving.
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To better explain the muting pattern, Figure 5.1 represents an example
of the sub-bands configuration for a cluster of 4 SCs. This figure shows the
patterns configured for three consecutive subframes, labeled as T1, T2 and
T3. The OSb remains constant over time and coincides for all the cells in the
cluster. The PSbs are also fixed over time, but they are not coincident among
cells. Note that the muted NPSbs change over time and are distributed in
a way that at each subframe exactly one cell is muted on the PSbs of every
neighbor. For example, in subframe T1, SC4, SC1, SC2 and SC3 are muted on
the PSbs of SC1, SC2, SC3 and SC4, respectively.

The process in which cells within a cluster select their PSb is performed
sequentially. Each cell interrogates its neighbors about which set of resources
with bandwidth Wr they are using as PSbs. After receiving the answers from
them, the cell selects as PSb the first available sub-band outside of the OSb
and not already used as preferential in any of the neighbors. Once the PSbs
are configured for all the cells in the cluster, the time muting pattern is self-
configured at each of them. To coordinate over time and distribute the muting
patterns, each cell starts muting the first sub-band after its own PSb in the
first subframe, and mutes cyclically the consecutive NPSb in the following
subframes. Going back to the example in Figure 5.1, it can be observed that
for SC1 the first sub-band after the OSb is chosen as preferential, and therefore,
the following sub-band is the first to be muted.

Note that since one non-preferential sub-band is muted in each subframe,
the total available bandwidth per cell is Wt −Wr. As fixed power per RB is
assumed, the transmission over smaller bandwidths results in certain energy
savings when compared to reuse 1 schemes. In particular, the percentage of
power saved can be expressed as:

ηDFTR =
Wt −Wr

Wt
× 100. (5.3)

5.3.2 User scheduling optimization phase

In this phase, user scheduling is performed considering the DTFR pattern con-
figured in the previous phase. As defined before, OSb is always available for
transmission at every cell, so users allocated to this sub-band suffer interference
from every cell in the scenario. However, at each subframe the NPSbs available
for transmission and the PSb of any cell have their corresponding RBs muted in
one of the neighbors within the cluster. In other words, each cell has a specific
sub-band per subframe in which it can avoid the interference from a particular
neighbor in the cluster.

Based on this idea, the goal of the user scheduling optimization phase is,
considering a fairness criterion, to allocate each users in those sub-bands in
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Figure 5.1: Example of DTFR per-cluster sub-band configuration, for a cluster
composed of 4 small cells.
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which the throughput per cluster is maximized. To this aim, the most inter-
fering neighbor for each user is firstly determined, and using this information,
the resource allocation is consequently optimized.

Identification of the most interfering neighbor for each user

Let us assume that user u is served by cell s and Gs denotes the set of cells
within the cluster including cell s. Assume also that γ̂u denotes the wideband
SINR experienced by user u, which is estimated on the basis of the long term
channel components. Then, the most interfering neighbor for user u is given
by:

ĉu = arg max
c∈Gs,c6=s

γ̂u,c, (5.4)

where γ̂u,c represents the estimated wideband SINR experienced by user u when
cell c is muted.

Moreover, considering that Us is the set of users served by the same serving
cell s, the users in Us sharing the same most interfering cell are denoted as
Is,c = {u ∈ Us|ĉu = c}.

Resource allocation optimization

The throughput achieved by user u is estimated as the sum of the throughput
achieved in the different sub-bands:

Thu(αu, βu) = αuWr log2(1 + γ̂u,ĉu) + βuWo log2(1 + γ̂u), (5.5)

where αu represents the percentage of Wr allocated to user u at the PSb or
NPSbs, and βu the percentage of Wo allocated to user u at the OSb. Note that
the first term in Eq. (5.5) reflects the throughput achieved by the users allocated
to those sub-bands in which their most interfering neighbors are muted.

Defining α = [α1...αK ] and β = [β1...βK ], from Eq. (5.5) the utility function
is defined as:

ξ(α,β) =
K∑
u=1

log (Thu(αu, βu)) , (5.6)
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and the resource allocation optimization is expressed as:

max
α,β

ξ(α,β)

s.t.
∑
u∈Is,c αu = 1, ∀s,∀c∑
u∈Us βu = 1, ∀s

αu ≥ 0, βu ≥ 0, ∀u,

(5.7)

where this optimization maximizes the system throughput at the same time as
it guarantees fairness among users.

Note that the restrictions aim to guarantee that the resource allocation
does not exceed the available bandwidth. Each PSb or NPSb is shared among
the users with the same most interfering neighbor. The ordinary sub-band is
shared among all the users belonging to a cell. The results of this optimization,
α and β, are used in the user scheduling decisions as weights for a Weighted
Round Robin (WRR) policy. These weights can be optimized periodically to
achieve a dynamical adaption of the scheduling algorithm to the changing users
positions.

5.4 Results and discussion

In this section, the performance of the proposed DTFR scheme is analyzed
and compared to other two schemes: a conventional user scheduling algorithm
without ICIC, hereinafter referred as no-ICIC; and an algorithm based on the
FFR scheme. Firstly, the simulation setup and the configuration parameters
set for each algorithm are provided in Subsection 5.4.1. Secondly, simulation
results are discussed for several scenarios and under different assumptions in
subsections 5.4.2 and 5.4.3.

5.4.1 Simulation setup and algorithms configuration

The analyzed scenario consists of a rectangular floor spanning 120 m × 50 m.
The number of cells deployed, NSC, is varied between 4 and 24, and their
exact locations for each case are collected in Table 5.1. Users are randomly
distributed over the area, with different density values, and their positions are
considered static during the simulation time. The maximum density of users
considered is 2 users per 100 m2, what results in a total number of 120 users
in the scenario. Besides, both users and base stations are considered to be
single antenna, unless otherwise specified. The total transmission power in
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the system is maintained constant and equal to 27 dBm, independently of the
number of SCs deployed. Simulations were conducted using a carrier frequency
of 3.4 GHz and a system bandwidth of 20 MHz, and other important simulation
parameters are listed in Table 5.2.

Table 5.1: Small cells location of all simulated deployments.

X [m] Y [m]
4 SCs 15,45,75,105 25
8 SCs 15,45,75,105 15,35

12 SCs 10,30,50,70,90,110 15,35
24 SCs 10,30,50,70,90,110 6.25,18.75,31.25,43.75

Table 5.2: Simulation parameters.

Number of simulated drops 50
Simulation time per drop 1 s
RB bandwidth 200 kHz
Number of RBs 100
Subframe duration 1 ms
Total system power, PT 27 dBm
Thermal noise PSD -174 dBm/Hz
UE noise figure 5 dB
UE speed 3 km/h
BS height 6 m
UE height 1.5 m
Traffic model Full buffer

In the no-ICIC case, all the RBs are available for transmission at every cell
in the network, i.e., the OSb is the whole bandwidth. Users are allocated to
any RB by following a Round Robin (RR) scheduling policy. Since all RB are
used for transmission in the no-ICIC algorithm, all the power available in the
system is consumed.

For the configuration of the FFR scheme, sub-bands are defined following
the same structure as in DTFR. In this way, the OSb is common to all the cells
in the network and it is always available for transmission. However, NPSbs in
FFR are always muted, which means that users allocated to the PSb are free
of interference from all the neighbors within the cluster of its serving cell. At
each subframe, users are allocated either to the PSb or to the OSb, but never
to both sub-bands simultaneously. In order to decide which sub-band they are
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allocated to, users are regularly classified in critical or non-critical, after esti-
mating whether they achieve higher throughput in the PSb or the OSb, given
the current classification of the rest of users. The classification instants are
randomly chosen for each user, in such a way that the periods between con-
secutive classifications follow a uniform distribution, thus avoiding the simul-
taneous classification of all the users and ensuring classification convergence.
The scheduler allocates critical users to the PSb and non-critical users to the
OSb, using a RR policy for both of them. An example of the FFR sub-bands
configuration is shown in Figure 5.2, for the case of a cluster with 4 SCs. Note
that the bandwidth muted per cell in FFR is higher than in DTFR, and the
percentage of energy saved is given by:

ηFFR =
Wt − (Cs − 1)Wr

Wt
× 100. (5.8)

A comparison of the parameters used to configure each algorithm is sum-
marized in Table 5.3. Note that the selected values for Wo and Cs determine
the performance of DTFR. These values were derived from a set of simula-
tions considering different pair of values for Wo and Cs, choosing the pair of
them maximizing the utility function in Eq. 5.6. The performance of these
three algorithms is evaluated and compared in the next subsections under dif-
ferent assumptions. In the first place, the effect of increasing the number of
users in the scenario is studied in Section 5.4.2. Secondly, the performance of
DTFR, FFR and no-ICIC user scheduling algorithms is evaluated for different
SC densities in Section 5.4.3.

SC1

SC2

SC3

SC4

Ordinary sub-band

Preferential sub-band

Non-preferential sub-band

Muted sub-bandx

Figure 5.2: Example of FFR per-cluster sub-band configuration, for a cluster
composed by 4 small cells.
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Table 5.3: Comparison of the sub-band configuration parameters for the three
compared algorithms.

Number Number Number
Woof OSb of PSb of NPSb

no-ICIC 1 0 0 Wt

FFR 1 1 0 0.2Wt

DTFR 1 1 Cs − 1 0.2Wt

5.4.2 Performance with increasing number of users

In this subsection, a scenario composed of 8 SCs is evaluated for several user
densities, considering deployments ranging from 20 to 120 users randomly dis-
tributed. Simulations of DTFR and FFR schemes are conducted considering
static clusters of cells that are formed by grouping the cells according to a
proximity criterion and using a cluster size of Cs = 4 cells. Cooperation among
cells is not considered in the no-ICIC scheme.

Figure 5.3 shows the user SINR Cumulative Distribution Function (CDF)
achieved by the three compared algorithms in a scenario with 40, 80 and 120
users. User SINR values are obtained as an average in both time and frequency
domains. It is observed that, for a specific algorithm, the number of deployed
users does not affect significantly the SINR experienced by them. Regarding
the comparison among algorithms, the large gap in the user SINR values can
be explained by the frequency reuse factor applied by each technique. In the
case of no-ICIC, frequency reuse factor of 1 is applied for the whole bandwidth.
However, the reduction of the frequency reuse factor of DTFR increases the
SINR experienced by the users allocated to PSb and NPSbs, which avoid the
interference of their most interfering neighbor within the cluster. The best
SINR values are achieved by the FFR algorithm in the PSb, since users allo-
cated to this sub-band avoid the interference not only from one but from all
the neighbors cells within the cluster of its serving cell. Recall that users in
FFR algorithm are classified to critical or non-critical and thus, they can be
allocated either to the OSb or PSb in a certain subframe, but never to both
simultaneously. This explains the two distinct parts in the SINR curves for
FFR algorithm, where the higher SINR values correspond to users classified to
critical during most of the simulation time.

The CDF of the user throughput is compared in Figure 5.4 for the three
simulated algorithms. As expected, increasing the number of users reduces the
achievable throughput per user, since more users need to share the available
resources. For all the simulated user densities, FFR is the scheme providing
higher throughput values in the lower part of the CDF, followed by DTFR.
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Figure 5.3: CDF of the user SINR for the three compared algorithms.

UE throughput [Mbps]

C
D

F

0 1 2 3 4 5 6 7 8

0

0:1

0:2

0:3

0:4

0:5

0:6

0:7

0:8

0:9

1

40 UEs no ICIC

40 UEs FFR

40 UEs DTFR

80 UEs no ICIC

80 UEs FFR

80 UEs DTFR

120 UEs no ICIC

120 UEs FFR

120 UEs DTFR

Figure 5.4: CDF of the user throughput for the three compared algorithms.
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This is because the cell-edge users allocated to the PSbs in FFR avoid the
interference of every neighbor cell in the cluster of the user serving cell, while
in DTFR interference is avoided from only one of the neighbor cells at a time.
Anyway, the performance gap between FFR and DTFR in the lower part of
the CDF becomes smaller as long as the number of deployed users increases.
Besides, in the higher part of the CDF DTFR outperforms FFR significantly.
Note that DTFR improves the throughput for all users in comparison to no-
ICIC algorithm.

Average UE throughput, 5th percentile UE throughput and utility function
measures are collected in Table 5.4 for all the simulated algorithms. Numeric
values show that FFR presents a bad performance in terms of average UE
throughput for all the analyzed user densities. With regards to 5th percentile
UE throughput, it is observed that FFR presents the highest gains with respect
to no-ICIC for the cases with lower user densities.

Table 5.4: Comparison of average UE throughput, 5%-ile UE throughput and
utility function for a scenario with 8 SCs and several UE densities.

Average UE 5%-ile UE Utility
throughput throughput function

[Mbps]
Gain

[Mbps]
Gain

ξ
Gain

[%] [%] [%]

20 UEs
no ICIC 9.60 - 2.09 - 1984.87 -

FFR 8.45 -11.95 2.42 16.17 1951.19 -1.70
DTFR 10.25 6.71 2.24 7.34 2062.18 3.89

40 UEs
no ICIC 4.88 - 1.33 - 2700.86 -

FFR 4.58 -6.16 1.43 7.21 2752.89 1.93
DTFR 5.64 15.49 1.35 1.44 2827.05 4.67

60 UEs
no ICIC 3.33 - 0.92 - 2904.95 -

FFR 3.15 -5.44 0.98 6.51 3031.80 4.37
DTFR 3.90 17.19 0.90 -1.99 3284.66 13.07

80 UEs
no ICIC 2.45 - 0.68 - 2731.86 -

FFR 2.34 -4.85 0.73 6.16 2866.12 4.91
DTFR 2.91 18.46 0.68 -1.10 3222.36 17.95

100 UEs
no ICIC 1.97 - 0.56 - 2362.70 -

FFR 1.87 -5.34 0.56 -0.91 2465.07 4.33
DTFR 2.36 19.51 0.56 0.85 2901.80 22.82

120 UEs
no ICIC 1.64 - 0.49 - 1810.89 -

FFR 1.58 -3.98 0.50 1.30 2002.77 10.60
DTFR 1.99 21.40 0.49 -1.05 2597.27 43.43
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However, for higher densities of users, the three algorithms achieve very sim-
ilar performance for cell-edge users. Another interesting conclusion drawn from
these results is that the gains in average UE throughput and utility function
achieved by DTFR increase with the number of users deployed in the scenario.

Regarding the cell throughput, Figure 5.5 shows a comparison of its CDF
for the three algorithms. DTFR is revealed as the algorithm providing the best
performance, with higher cell throughput values in nearly all cases, regardless
of the user density in the deployment. This good performance is due to the
compromise of DTFR between the amount of active and muted bandwidth,
and the ability of the algorithm to schedule the users to sub-bands in which
their most interfering sources are muted. Thanks to the coordination between
cells, a higher reuse factor is allowed at the resources within PSb and NPSbs
when compared to FFR. The cell spectral efficiency values achieved by each
algorithm are presented in Table 5.5 for the different evaluated user densities.
Again, the highest average cell spectral efficiencies are reached by DTFR, and
moreover, the gain with respect to the other two algorithms increases with the
number of deployed users.
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Figure 5.5: Cell throughput for the three compared algorithms.

All the results presented so far correspond to single antenna base stations
and UEs. Motivated by some works indicating that increasing the number of
antennas at both transmitters and receivers might reduce the performance gain
achieved by the application of ICIC schemes [87], results comparing the per-
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Table 5.5: Comparison of cell spectral efficiencies for a scenario with 8 SCs
and different number of UEs.

Cell spectral
Gain

efficiency
[b/s/Hz] [%]

20 UEs
no ICIC 1.20 -

FFR 1.06 -11.93
DTFR 1.28 6.66

40 UEs
no ICIC 1.22 -

FFR 1.15 -6.14
DTFR 1.41 15.39

60 UEs
no ICIC 1.25 -

FFR 1.18 -5.37
DTFR 1.46 17.20

80 UEs
no ICIC 1.23 -

FFR 1.17 -4.80
DTFR 1.45 18.39

100 UEs
no ICIC 1.23 -

FFR 1.17 -5.23
DTFR 1.47 19.58

120 UEs
no ICIC 1.23 -

FFR 1.18 -3.89
DTFR 1.49 21.35

formance of the three algorithms with the availability of multiple antennas are
shown below. In particular, a Multiple Input Multiple Output (MIMO) system
with 2 antennas at both base stations and users is considered. Furthermore, in
order to exploit the multi-antenna architecture, codebook-based beamforming
is applied at transmission [115] and a Minimum Mean Square Error (MMSE)
receiver is implemented at the UE [116]. Simulations were performed consid-
ering a scenario with 8 SCs and 120 UEs.

Figure 5.6 shows the CDF of the cell throughput achieved by the three algo-
rithms with Single Input Single Output (SISO) and MIMO configurations. As
expected, higher cell throughput values are achieved when increasing the num-
ber of antennas. The greatest improvement is achieved by no-ICIC algorithm,
which makes the most of the full reuse of resources thanks to both the increase
of the received signal due to the applied beamforming and the reduction of the
interference achieved by the MMSE receiver. However, overall the best cell
throughput values are reached by DTFR.
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Average UE throughput, 5th percentile UE throughput and utility func-
tion values for SISO and MIMO configurations are compared in Table 5.6. It
is shown that MIMO preprocessing significantly increases the utility function
values achieved by the no-ICIC algorithm, thus decreasing the gains achieved
by both ICIC schemes with respect to no-ICIC. Indeed, average UE throughput
gain achieved by DTFR is strongly reduced as well, turning from a 20% in SISO
systems to only about 5% in MIMO systems. Furthermore, 5th percentile UE
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Figure 5.6: CDF of the cell throughput for the three compared algorithms
with SISO and MIMO configurations.

Table 5.6: Comparison of UE average statistics for a scenario with 8 SCs for
SISO and MIMO 2x2 configurations.

Average UE 5%-ile UE Utility
throughput throughput function

[Mbps]
Gain

[Mbps]
Gain

ξ
Gain

[%] [%] [%]

SISO
no ICIC 1.64 - 0.49 - 1810.89 -

FFR 1.58 -3.98 0.50 1.30 2002.77 10.60
DTFR 1.99 21.40 0.49 -1.05 2597.27 43.43

MIMO 2x2
no ICIC 2.63 - 0.82 - 4791.95 -

FFR 1.88 -28.75 0.79 -2.72 3284.93 -31.45
DTFR 2.77 5.21 0.75 -8.25 4802.40 0.22
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throughput is shown to be higher in no-ICIC algorithm when multiple antennas
are used. The reason is the greater bandwidth available in the no-ICIC scheme,
which allows to allocate more resources to all the users in comparison to DTFR
or FFR, taking advantage of the beamforming gains at transmission and re-
ception that reduce the interference and permit a higher reuse of the resources.
Note that, even so, the application of DTFR results in better system spectral
efficiencies, as shown in Figure 5.7, maintaining the lower power consumption
inherent to this scheme.
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Figure 5.7: Average system spectral efficiency values for the three compared
algorithms with SISO and MIMO configurations.

5.4.3 Performance with increasing number of cells

In this subsection, with the aim to study the effect of densification in DTFR,
FFR, and no-ICIC algorithms, simulations are conducted considering increas-
ing SC densities. In particular, the performance of deployments with 4, 8, 12
and 24 SCs is analyzed, considering the locations given by Table 5.1. In or-
der to guarantee a fair comparison among the simulated scenarios, the total
available power in the scenario remains constant and equal to PT = 27 dBm,
independently of the number of deployed SCs. This implies that the available
power per SC varies with the SC density, as reflected in Table 5.7. All the
results presented in this subsection were obtained through simulations consid-
ering 60 UEs randomly distributed over the scenario. For DTFR and FFR
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schemes, static clusters of SCs are formed by grouping the cells according to a
proximity criterion, and using a cluster size of Cs = 4 cells.

Figure 5.8 shows a comparison of the user SINR CDFs for the deployments
with 4, 12 and 24 SCs. As expected, an increase of the number of deployed SCs
results in lower values of SINR for the three compared algorithms. The main
reasons are the reduction of the Signal to Noise Ratio (SNR) caused by the
lower level of power per SC available as long as the number of cells increases,
and the increase of the Interference to Noise Ratio (INR) caused by a higher
spatial reuse of the resources. Note that the higher SINR values of FFR with
4 SCs can be justified considering that interference is completely removed for
the users allocated to the PSb of each cell, since no interference sources exist
out of the cluster.

Table 5.7: Available power per SC depending on the SC density in the
scenario.

4 SCs 8 SCs 12 SCs 24 SCs
PSC [dBm] 20.98 17.97 16.21 13.20
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Figure 5.8: CDF of the user SINR for the three compared algorithms.

In terms of user throughput, numeric values in Table 5.8 show the clear ben-
efit of densification. In particular, moving from 4 to 24 SCs while keeping the
total power constant to 27 dBm provides an increase in the average throughput
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of more than 30%. Values of utility function and 5th percentile UE throughput
are shown to be improved by denser deployments as well. It is worth to high-
light here the effect of increasing the number of SCs per area while maintaining
the total power constant. As shown in the study presented in Chapter 2, hav-
ing a constant power density results in more noise-limited networks as long as
the number of cells per area increases, and thus, the application of cooperation
techniques based on resource partitioning does not provide gains in the network
performance. This effect can be observed in the utility function gains achieved
by DTFR with respect to no-ICIC, which are reduced from about a 30% to
only a 1% when the number of SCs in the scenario is increased from 4 to 24
SCs.

Table 5.8: Comparison of average UE statistics for a scenario with 60 UEs
and increasing number of SCs.

Average UE 5%-ile UE Utility
throughput throughput function

[Mbps]
Gain

[Mbps]
Gain

ξ
Gain

[%] [%] [%]

4 SCs
no ICIC 2.82 - 0.82 - 2515.41 -

FFR 2.10 -25.26 1.04 27.2 1984.87 -21.09
DTFR 3.66 30.12 0.94 15.4 3223.60 28.15

8 SCs
no ICIC 3.33 - 0.92 - 2904.95 -

FFR 3.15 -5.44 0.98 6.5 3031.80 4.37
DTFR 3.90 17.19 0.90 -2.0 3284.66 13.07

12 SCs
no ICIC 3.62 - 0.94 - 3136.00 -

FFR 3.71 2.64 1.07 13.5 3381.31 7.82
DTFR 3.99 10.40 0.96 2.2 3361.71 7.20

24 SCs
no ICIC 4.71 - 1.00 - 3735.73 -

FFR 4.73 0.33 1.14 13.9 3886.74 4.04
DTFR 4.84 2.79 1.00 0.2 3769.83 0.91

The throughput per cell decreases with higher SCs densities, caused by
the reduction of the SINR values experienced by the users when the spatial
resource reuse is increased by densification. This effect can be observed in
Table 5.9, where the cell and system spectral efficiencies of the three algorithms
are collected for all the simulated SC densities. Note that while the cell spectral
efficiency is reduced when increasing the number of cells, the system spectral
efficiencies improve with densification.

Regarding the comparison of the algorithms evolution with densification, it
is also shown that increasing the number of cells diminishes the performance
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Table 5.9: Comparison of system and cell spectral efficiencies for a scenario
with 60 UEs.

Cell spec. System Gain wrt. Gain wrt.
efficiency spec. effic. no-ICIC FFR
[b/s/Hz] [b/s/Hz] [%] [%]

4 SCs
no ICIC 2.11 8.44 - -

FFR 1.58 6.32 -25.18 -
DTFR 2.75 10.99 30.18 73.99

8 SCs
no ICIC 1.25 9.98 - -

FFR 1.18 9.44 -5.37 -
DTFR 1.46 11.69 17.20 23.85

12 SCs
no ICIC 0.91 10.87 - -

FFR 0.93 11.14 2.50 -
DTFR 1.00 11.99 10.37 7.68

24 SCs
no ICIC 0.59 14.14 - -

FFR 0.59 14.18 0.28 -
DTFR 0.61 14.53 2.78 2.50

gain achieved by DTFR not only with respect to no-ICIC but also to FFR.
This can be explained by noticing the following two effects:

� First, the fact that as long as the distance among SCs is reduced, the
probability of having the most interfering source of each user out of the
cluster of its serving cell increases. When this happens, DTFR is not able
to allocate the user to the sub-band in which its most interfering source
is muted, and thus, the gain of DTFR is reduced.

� Second, there may exist more than one significant interference source for
each user, situation that cannot be handled by DTFR. This effect is less
harmful in FFR as long as the significant interfering sources belong to
the cluster.

For the first limitation, slightly increasing the cluster size can improve the
performance of DTFR, while too large cluster sizes will provoke a waste of
resources. Simulation results with cluster sizes of 4, 6 and 8 SCs are collected
in Table 5.10. Note that the performance of FFR is always deteriorated with
larger cluster sizes, due to the lower resource reuse factor as long as the cluster
size increases. Contrarily, the performance of DTFR is slightly improved when
considering a cluster size of 6 SCs.

For the second limitation, DTFR could be enhanced to allow for a coordi-
nation pattern that enables the mute of two or more interfering neighbors at
a time. The resource allocation optimized in Eq. (5.7) should be reformulated
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Table 5.10: Comparison of system and cell spectral efficiencies for different
values of cluster size.

Cell spec. System Gain wrt. Gain wrt.
efficiency spec. effic. no-ICIC FFR
[b/s/Hz] [b/s/Hz] [%] [%]

no ICIC 0.59 14.14 - -

Cs = 4
FFR 0.59 14.18 0.28 -

DTFR 0.61 14.53 2.78 2.50

Cs = 6
FFR 0.53 12.77 -9.67 -

DTFR 0.61 14.57 3.03 14.06

Cs = 8
FFR 0.50 12.01 -15.03 -

DTFR 0.61 14.53 2.81 20.99

to consider the actual bandwidth for each set of users sharing the same combi-
nation of most interfering cells. An example of this extension of DTFR in the
sub-bands configuration is shown in Figure 5.9.

Finally, it is important to highlight that in spite of the smaller gains of
FFR and DTFR with respect to no-ICIC application in denser networks, the
schemes with fractional reuse of the resources present a very important benefit
in power saving. Table 5.11 shows the total power consumed in the network
by the different algorithms as a function of the SC density considered. Note
that not only the power consumption does not increase with densification but
it is reduced thanks to the mute of some SCs when they do not have any
active user. Energy savings are computed with respect to the total amount of
power available at the system, that corresponds to 27 dBm. For instance, the
application of DTFR in the scenario with 24 SCs achieves a power reduction of
30%. Therefore, the energy saved could be used to improve the performance of
both ICIC schemes in denser networks by means of more sophisticated power
profiles.

Table 5.11: Comparison of the power consumed by the three algorithms.

Power consumption Energy saving
[dBm] [%]

no-ICIC FFR DTFR no-ICIC FFR DTFR

4 SCs 27.00 23.02 26.03 0.0 60.0 20.0

8 SCs 27.00 23.00 26.03 0.0 60.2 20.0

12 SCs 27.00 22.83 26.03 0.0 61.7 20.0

24 SCs 26.42 21.95 25.45 12.5 68.7 30.0
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Figure 5.9: Example of sub-band configuration in an enhanced version of DTFR
with 2 muted neighbors at a time, for a cluster composed by 4 small cells.
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5.5 Conclusions

In this chapter, an ICIC technique suitable for ultra dense indoor deployments
has been proposed. This technique, called Dynamic Time and Frequency Reuse
(DTFR), coordinates the resource allocation among cells in both time and
frequency domains, in such a way that users are allocated to those resources in
which their most interfering sources are not transmitting.

The performance of DTFR has been evaluated in different scenarios, and
compared to other two scheduling algorithms: a conventional user schedul-
ing algorithm with no ICIC mechanism and an algorithm based on the FFR
scheme. Simulation results have been firstly presented for an indoor scenario
with 8 SCs and an increasing number of users. Results have shown that the pro-
posed DTFR scheme achieves large performance gains compared to the other
two algorithms for all the user densities analyzed. Indeed, performance gains
increase with the number of deployed users in the scenario. For a user density
of 2 users/100 m2, cell spectral efficiencies are increased in more than 20% with
respect to both FFR and no-ICIC algorithms, while reaching a energy saving
of the 20%. Also in the case of MIMO configuration, DTFR increases the cell
spectral efficiency in more than 5% but still saving a 20% of power with respect
to no-ICIC.

Secondly, the effect of densification on the performance of DTFR has been
also analyzed. Results have been presented for an increasing number of cells
in the scenario, keeping the total available power constant. For the three al-
gorithms, it has been shown that increasing the density of cells improves the
system spectral efficiency and the fairness among users. Also in denser deploy-
ments, DTFR achieves the best system performance in comparison to the other
two algorithms and reduces the power consumption of the network. However,
the performance gains achieved by the application of ICIC in denser networks
have shown to be significantly reduced when the availability of power in the
system is limited.

Finally, two different lines have been presented to increase the gains of
DTFR in UDN, consisting in the consideration of larger cluster sizes for the
cooperation among cells, and the enhance of the time and frequency pattern
configuration to include sub-bands free of the interference from more than one
neighbor at a time.
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Chapter 6

Conclusions and future
work

6.1 Concluding remarks

This dissertation has investigated the Ultra Dense Networks (UDNs) deploy-
ment as a solution for beyond 2020 technologies. To this aim, the focus has
been firstly pointed out to analyze whether it exists a fundamental limit of den-
sification in cellular networks or, contrarily, the further deployment of access
points brings indefinitely an improvement in network performance. Moreover,
UDN have been studied in conjunction with the other two key enablers con-
sidered for the broadband and massive connectivity required in future Fifth
Generation (5G) networks, which are the use of massive number of anten-
nas and larger amounts of spectrum. In this line, the performance of hybrid
beamforming and precoding Multiple Input Multiple Output (MIMO) schemes
have been assessed in both indoor and outdoor scenarios with multiple cells
and users, working in the millimeter wave (mmW) frequency band. Finally,
this Thesis has addressed one of the main limitations of the UDN, which is
the increase of inter-cell interference in the network. In order to tackle this
problem, an enhanced Inter-Cell Interference Coordination (eICIC) scheduling
algorithm based on resource partitioning techniques has been proposed and its
performance has been evaluated and compared to other scheduling algorithms
under several degrees of network densification.

The analysis of the limits of densification has brought new useful insights
about UDN performance. The most important one is the fact that there exist
certain limits of densification over which further increasing the number of de-

119



CHAPTER 6. CONCLUSIONS AND FUTURE WORK

ployed Base Stations (BSs) in the network does not provide an improvement
in network performance. Besides, it has been shown that this limit depends
on both the density of users and the available power in the system. Another
important conclusion of this study is the suitability of cooperation among BSs
as a function of the available level of power in the system. Results indicate that
with low levels of available power, increasing the density of BSs leads to noise-
limited scenarios, and in this case the best approach is to limit the cooperation
among cells. Contrarily, when high levels of power are available, it is shown
that cooperation is beneficial and the optimum cluster size of cooperative cells
is larger for scenarios with higher densities of users.

Regarding the performance study of UDN working in mmW bands, im-
portant conclusions have been drawn about the beamforming and precoding
schemes behavior in hybrid architectures. On the one hand, hybrid beamform-
ing schemes have been analyzed in an urban-dense outdoor scenario with users
in different propagation conditions. Results have pointed out that hybrid beam-
forming schemes with a sufficient number of Radio Frequency (RF) chains can
provide performances close to that of the fully digital schemes for those users
in Line of Sight (LoS) propagation conditions. However, the performance of
the network is significantly worsen for those users in Non Line of Sight (NLoS)
propagation conditions, for which increasing the number of RF chains does not
bring any benefit. This conclusion highlights the necessity of increasing the
density of BSs in those networks working in mmW bands, in order to increase
the LoS probability of the users and improve the network performance for all
of them.

On the other hand, the performance of hybrid precoding schemes has been
analyzed in an indoor scenario, considering three different deployment strate-
gies: a conventional deployment of two Small Cells (SCs) with co-located
antenna arrays, the use of regular femtocells deployment and the use of
Distributed Antenna Systems (DAS). For the DAS scenario, a distributed
hybrid precoding scheme has been proposed to better exploit the antennas
disposition and to allow for the selection of the optimum Remote Antenna
Units (RAUs) for the transmission to each user. From this study, it has been
concluded that the use of DAS is the most suitable strategy for indoor environ-
ments, since it provides an excellent trade-off between the other two strategies.
In particular, the distribution of the antennas over the scenario allows deliver-
ing almost the same throughput to cell-edge users as the femtocell deployments.
Moreover, the joint transmission from several RAUs enables coordinating the
intra-cell interference as in conventional deployments with co-located antennas,
providing high peak throughputs that significantly increase the system spectral
efficiency.
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Furthermore, the presence of practical limitations and hardware impair-
ments in the use of hybrid architectures has been also evaluated for both in-
door and outdoor scenarios. It has been shown that hybrid schemes are very
robust to the errors introduced by non-ideal phase shifters. Besides, the use
of outdated Channel State Information (CSI) has been revealed as critical for
those schemes applying baseband precoding, while the hybrid schemes using
only RF beamforming are quite robust to this practical limitation. The last
effect considered in this study is the impact of the combiner losses introduced
by real combiners. Results have shown that this impairment has a significant
impact on the system performance for architectures with high number of RF
chains. Indeed, the magnitude of the power loss introduced by the combiner
determines in the end the optimum number of RF chains to be used, preferring
a lower number of RF chains when the losses introduced by the combiners are
large.

Lastly, the use of eICIC algorithms based on resource partitioning tech-
niques has been analyzed in the context of UDNs. The proposed algorithm,
called Dynamic Time and Frequency Reuse (DTFR), applies a fractional reuse
of the resources in both time and frequency domains. Its performance has been
evaluated and compared to a conventional Fractional Frequency Reuse (FFR)
scheme and to a user scheduling algorithm with no Inter-Cell Interference Coor-
dination (ICIC). Results have highlighted that DTFR provides higher system
spectral efficiencies with respect to the two other schemes, while reducing the
power consumption of the network. Moreover, two important conclusions have
been extracted from this study. The former is that, given a particular scenario,
the introduction of more antennas and the use of MIMO techniques reduce the
gain achieved by resource partitioning schemes with respect to no ICIC appli-
cation when the total system power remains constant. The latter conclusion
derived from the simulations, and in consonance with the theoretical study of
the UDNs, states that adding more BSs to the network while keeping the total
system power constant leads to noise-limited scenarios in which the application
of ICIC schemes is not beneficial.

Overall, UDNs have shown an enormous potential for their use in future
mobile communications systems, due to several reasons. The first of them is
the increase in capacity achieved by densification without the need to augment
the power consumption of the network, which implies important benefits from
an economic point of view. Besides, UDNs have been pointed out as a very
interesting deployment strategy for the use of massive MIMO in mmW fre-
quencies, making the most of the large bandwidth available at this band and
boosting the achievable data rates. Finally, interference has been proved as an
avoidable limitation of UDNs thanks to the application of the proper ICICs
mechanisms. Therefore, the only question that remains to be seen is how mo-
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bile operators will face the high economical costs derived from densification,
and whether these costs will be passed onto the consumers.

6.2 Future research lines

Several research topics requiring further study have been identified in this The-
sis. Some of these research directions are the following:

� The analysis of the densification limits presented in this Thesis has been
conducted by using a 1-dimensional network model. As a future research
line, it is worth to replicate the study by extending the model to a 2-
dimensional or even 3-dimensional network deployment.

� In the context of UDNs working in mmW frequencies, users have been
considered static during simulations. Further research is needed to in-
clude more advanced user mobility models and realistic deployment sce-
narios, in which there are not regular patterns in the interference and
power distributions. More specifically, beam-tracking mechanisms must
be introduced and further investigated in order to update the beamform-
ing decisions as the users move along distances longer than the decorre-
lation distance of the large-scale channel parameters.

� Further investigation is also required on different DAS deployments in
mmW bands. In particular, this dissertation has focused on passive
DAS, which has been selected due to its good performance in small to
medium size scenarios. For that reason, the power losses introduced by
the cables connecting the distributed antennas to the BSs have been ne-
glected. However, there is a need to investigate the impact on the system
performance of the power losses introduced by non-ideal cables in large
scenarios, where losses may be not negligible.

Moreover, another related line of research is the study of active DAS de-
ployments, in which not only the antennas but also the radio units are
distributed over the space. With this disposition, RF chains are not co-
located and the full-connected hybrid architecture cannot be employed.
Further work is required to analyze the performance of active DAS de-
ployments using other types of hybrid architectures.

� Regarding the application of ICIC schemes in UDNs, the performance
of the proposed algorithm DTFR has been assessed by applying a static
clustering algorithm among the regularly distributed femtocells. New
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dynamic clustering algorithms need to be defined with self-organizing ca-
pabilities for their application in scenarios where femtocells are randomly
deployed.

Besides, the performance evaluation of DTFR has shown that, depending
on the BS density of the network, a user can be experiencing strong
interference from more than one neighbor cell within the cluster. In order
to solve this problem, further research is required to extend the proposed
algorithm in such a way that the interference of more than one neighbor
cell within a cluster can be avoided simultaneously.
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