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Abstract 

Integrated microwave photonics changes the scaling laws of information and 

communication systems offering architectural choices that combine photonics with 

electronics to optimize performance, power, footprint and cost. Application Specific 

Photonic Integrated Circuits, where particular circuits/chips are designed to optimally 

perform particular functionalities, require a considerable number of design and 

fabrication iterations leading to long-development times and costly implementations. 

A different approach inspired by electronic Field Programmable Gate Arrays is 

the programmable Microwave Photonic processor, where a common hardware 

implemented by the combination of microwave, photonic and electronic subsystems, 

realizes different functionalities through programming. Here, we propose the first-

ever generic-purpose Microwave Photonic processor concept and architecture. This 

versatile processor requires a powerful end-to-end field-based analytical model to 

optimally configure all their subsystems as well as to evaluate their performance in 

terms of the radiofrequency gain, noise and dynamic range. Therefore, we develop a 

generic model for integrated Microwave Photonics systems. The key element of the 

processor is the reconfigurable optical core. It requires high flexibility and versatility 

to enable reconfigurable interconnections between subsystems as well as the 

synthesis of photonic integrated circuits. For this element, we focus on a 2-

dimensional photonic waveguide mesh based on the interconnection of tunable 

couplers. Within the framework of this Thesis, we have proposed two novel 

interconnection schemes, aiming for a mesh design with a high level of versatility. 

Focusing on the hexagonal waveguide mesh, we explore the synthesis of a high 

variety of photonic integrated circuits and particular Microwave Photonics 

applications that can potentially be performed on a single hardware. In addition, we 

report the first-ever demonstration of such reconfigurable waveguide mesh in silicon. 

We demonstrate a world-record number of functionalities on a single photonic 

integrated circuit enabling over 30 different functionalities from the 100 that could 

be potentially obtained with a simple seven hexagonal cell structure. The resulting 

device can be applied to different fields including communications, chemical and 

biomedical sensing, signal processing, multiprocessor networks as well as quantum 

information systems. Our work is an important step towards this paradigm and sets 

the base for a new era of generic-purpose photonic integrated systems.   
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Resumen 

Los dispositivos integrados de fotónica de microondas ofrecen soluciones 

optimizadas para los sistemas de información y comunicación. Generalmente, están 

compuestos por diferentes arquitecturas en las que subsistemas ópticos y electrónicos 

se integran para optimizar las prestaciones, el consumo, el tamaño y el coste del 

dispositivo final. Hasta ahora, los circuitos/chips de propósito específico se han 

diseñado para proporcionar una funcionalidad concreta, requiriendo así un número 

considerable de iteraciones entre las etapas de diseño, fabricación y medida, que 

origina tiempos de desarrollo largos y costes demasiado elevados. 

Una alternativa, inspirada por las FPGA (del inglés Field Programmable Gate 

Array), es el procesador fotónico programable. Este dispositivo combina la 

integración de subsistemas de microondas, ópticos y electrónicos para realizar, 

mediante la programación de los mismos y sus interconexiones, diferentes 

funcionalidades. En este trabajo, proponemos por primera vez el concepto del 

procesador de propósito general, así como su arquitectura. Además, con el fin de 

diseñar, optimizar y evaluar las prestaciones básicas del dispositivo, hemos 

desarrollado un modelo analítico extremo a extremo basado en las componentes del 

campo electromagnético. El modelo desarrollado proporciona como resultado la 

ganancia, el ruido y el rango dinámico global para distintas configuraciones de 

modulación y detección, en función de los subsistemas y su configuración. El 

elemento principal del procesador es su núcleo óptico reconfigurable. Éste requiere 

un alto grado de flexibilidad y versatilidad para reconfigurar las interconexiones entre 

los distintos subsistemas y para sintetizar los circuitos para el procesado óptico. Para 

este subsistema, proponemos el diseño de guías de onda reconfigurables para la 

creación de mallados bidimensionales. En el marco de esta tesis, hemos propuesto 

dos nuevos nodos de interconexión óptica para mallas reconfigurables, con el 

objetivo de obtener un mayor grado de versatilidad. Una vez escogida la malla 

hexagonal para el núcleo del procesador, hemos analizado la configuración de un 

gran número de circuitos fotónicos integrados y de funcionalidades de fotónica de 

microondas. El trabajo se ha completado con la demonstración de la primera malla 

reconfigurable integrada en un chip de silicio, demostrando además la síntesis de 30 

de las 100 funcionalidades que potencialmente se pueden obtener con la malla 

diseñada compuesta de 7 celdas hexagonales. Este hecho supone un record frente a 

los sistemas de propósito específico. El sistema puede aplicarse en diferentes campos 

como las comunicaciones, los sensores químicos y biomédicos, el procesado de 

señales, la gestión y procesamiento de redes y los sistemas de información cuánticos. 
El conjunto del trabajo realizado representa un paso importante en la evolución de 

este paradigma, y sienta las bases para una nueva era de dispositivos fotónicos de 

propósito general. 
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Resùm 

Els dispositius integrats de Fotònica de Microones oferixen solucions optimitzades 

per als sistemes d'informació i comunicació. Generalment, estan compostos per 

diferents arquitectures en què subsistemes òptics i electrònics s'integren per a 

optimitzar les prestacions, el consum, la grandària i el cost del dispositiu final. Fins 

ara, els circuits/xips de propòsit específic s'han dissenyat per a proporcionar una 

funcionalitat concreta, requerint així un nombre considerable d'iteracions entre les 

etapes de disseny, fabricació i mesura, que origina temps de desenrotllament llargs i 

costos massa elevats.  

Una alternativa, inspirada per les FPGA (de l'anglés Field Programmable Gate 

Array), és el processador fotònic programable. Este dispositiu combina la integració 

de subsistemes de microones, òptics i electrònics per a realitzar, per mitjà de la 

programació dels mateixos i les seues interconnexions, diferents funcionalitats. En 

este treball proposem per primera vegada el concepte del processador de propòsit 

general, així com la seua arquitectura. A més, a fi de dissenyar, optimitzar i avaluar 

les prestacions bàsiques del dispositiu, hem desenrotllat un model analític extrem a 

extrem basat en els components del camp electromagnètic. El model desenrotllat 

proporciona com resultat el guany, el soroll i el rang dinàmic global per a distintes 

configuracions de modulació i detecció, en funció dels subsistemes i la seua 

configuració. L'element principal del processador és el seu nucli òptic reconfigurable. 

Este requerix un alt grau de flexibilitat i versatilitat per a reconfigurar les 

interconnexions entre els distints subsistemes i per a sintetitzar els circuits per al 

processat òptic. Per a este subsistema, proposem el disseny de guies d'onda 

reconfigurables per a la creació de mallats bidimensionals. En el marc d'esta tesi, hem 

proposat dos nous nodes d'interconnexió òptica per a malles reconfigurables, amb 

l'objectiu d'obtindre un major grau de versatilitat. Una vegada triada la malla 

hexagonal per al nucli del processador, hem analitzat la configuració d'un gran 

nombre de circuits fotónicos integrats i de funcionalitats de fotónica de microones. 

El treball s'ha completat amb la demostració de la primera malla reconfigurable 

integrada en un xip de silici, demostrant a més la síntesi de 30 de les 100 

funcionalitats que potencialment es poden obtindre amb la malla dissenyada 

composta de 7 cèl·lules hexagonals. Este fet suposa un rècord enfront dels sistemes 

de propòsit específic. El sistema pot aplicarse en diferents camps com les 
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comunicacions, els sensors químics i biomèdics, el processat de senyals, la gestió i 

processament de xarxes i els sistemes d'informació quàntics. El conjunt del treball 

realitzat representa un pas important en l'evolució d'este paradigma, i assenta les 

bases per a una nova era de dispositius fotónicos de propòsit general.
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Chapter 1                                              

Introduction and Thesis objectives 

It has been only seventy years since the invention of the first solid-state transistor, 

but it is already hard to think about our contemporary world without electronics.  

Deeply embedded, a myriad of transistors are nowadays grouped together into a 

single electronic integrated circuit enabling signal processing and computing 

operations. This sets a perfect example of how a technological invention has the 

powerful ability to change our lifestyle. These electronic small processors are the 

basic building block of bigger systems and subsystems covering countless research 

areas such as the telecommunications and information science, computing, 

biotechnology, biomedicine and astrophysics. 

However, for certain applications, electronics by itself might be near its 

operational limits as regards to scalability and speed, [1]. In the case of 

communications, the Internet core relies on photonic systems to match the 

continuously growing demand for bandwidth and capacity. These photonic systems 

have been relentlessly incorporated to cover nearly the end-to-end architecture of the 

communications network. Whereas electronics and radiofrequency (RF) applications 

depend on the fermion properties of electrons, the boson character of photons 

unleashes unprecedented capabilities in terms of low propagation losses for 

extremely larger bandwidths and distances, electromagnetic-immune systems and 

improved performance. 

Within the particular context of communication applications, the emergence of 

new paradigms, such as 5G wireless systems [2, 3, 4], smart cities [5, 6], the Internet 

of Things [7], and advanced civil radar systems [8], will call for a new approach in 

the design of radio access networks. In particular, future wireless networks will need 

to satisfy two fundamental requirements. First, the need to accommodate 
unprecedented data bit rates per end user (for instance, 5G targets up to 10 Gb/s per 

user). Second, they will need to cope with an ever-increasing number of simultaneous 

wireless connections, for instance man–man, man–machine and machine–machine 
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communications, smoothly interfacing them with the core optical fibre transport 

network. Addressing these challenges requires the use of radiofrequency carriers with 

higher frequencies and smaller coverage cells (that is, pico and femto-cells) serviced 

by base stations with smaller antennas. It will also require the extension of the 

photonic segment of the network (that is, the optical fibre) into wireless base stations. 

A key to success will be the realization of a smooth, broadband and upgradable 

interface between the radio and the photonic parts of the access network. Microwave 

photonics (MWP) is the natural option for this interface, [3, 9, 10, 11, 12, 13, 14, 15]. 

It enables the generation, processing and distribution of microwave and millimetre-

wave signals by optical means, benefiting from the unique aforementioned 

advantages inherent to photonics. Figure 1.1 depicts a possible future communication 

scenario where the MWP systems are embedded.  

Until recently, the applicability of MWP has been limited by the high cost, bulky 

size and power-hungry nature of the constituent systems. The emergence of 

integrated microwave photonics (IMWP) is changing this situation by integrating 

MWP components and/or subsystems in miniature monolithic or hybrid photonic 

circuits, [13, 16, 17, 18, 19, 20]. IMWP has the potential to change the power scaling 

laws of high-bandwidth systems through architectures that combine photonics with 

electronics to optimize performance, power, footprint and cost. IMWP has focused 

so far on the so-called application specific photonic integrated circuits (ASPICs), 

 

Figure 1.1 Future communications scenario with embedded RF-photonics systems. The 

Integrated Microwave Photonic system is labelled as (IMWP). 
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where a particular circuit is designed to perform a specific MWP function, [16, 18, 

21, 22, 23]. This trend is leading to fragmentation, where the number of technological 

solutions almost equals the number of required applications. 

A radically different approach is to design a generic-purpose MWP signal 

processor that can be integrated on a chip and programmed to perform a variety of 

functions. This concept is inspired by field-programmable gate arrays (FPGAs) in the 

world of electronics, where a common hardware platform, or processor, is 

reconfigured by software to perform a multitude of tasks, [24, 25]. Such a processor 

should bring greater flexibility and reductions in space, weight, power and cost 

compared with existing ASPICs. Figure 1.2 classifies several types of programmable 

processors depending on the nature of the components present within them. 

1.1 Application specific vs Application agnostic integrated circuits 

The advantages of designing application agnostic photonic chips that can be 
programmed for a wide variety of functionalities after fabrication can be anticipated 

by comparison with its electronic counterpart.  

 

Figure 1.2 Programmable signal processors classification: DSP (Digital Signal Processors), 

FPGA (Field-programmable gate arrays), Reconfigurable waveguide meshes in photonic 

integrated circuits (PICs), and Few-purpose PICs. 
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In electronic custom designs where an optimum process is developed to meet a 

set of specific requirements, the time to market is mainly limited by an extensive 

manufacturing effort, taking several months (typically 9-12 months). These designs 

are associated to a high non-recurring engineering (NRE) cost, which refers to the 

one-time cost devoted to research, design, development and testing of an specific new 

product. Depending on the required customisation degree and circuit complexity, this 

overhead cost typically ranges from 200,000 to 2,500,000 €. Since the final price 

depends on the design performance and complexity, it is not possible to give a narrow 

price range for comparison purposes. This complexity depends on the chip 

requirements in size, temperature range, additional grades (military medical, high-

reliability, radiation hardening), the application area, the pin counts, the clock speed, 

the operating voltage, the RAM size, the Electrically Erasable Programmable Read-

Only Memory (EEPROM) size, the circuitry complexity, the analogue circuitry 

content complexity, the number and rates of Analogue-to-Digital Converters and 

Digital–to-Analogue Converters, as well as the packaging. The final unit cost will 

include the production die cost of each chip (about 1-10 €) and the NRE cost divided 

by the number of manufactured units. 

In contrast, non-specific programmable electronic circuits, in general, and FPGAs 

in particular, are circuits that present a final logic structure that can be configured by 

the end user to meet the application requirements after fabrication. These 

programmable devices enable reaching the market with new products in the shortest 

possible time, which is essential for a new product to be competitive. In this way, 

they provide instant development with negligible NRE cost, providing a more 

competitive final unit cost at low and medium volumes than ASCICs. Missing the 

market window actually translates into a cost.  System reconfigurability has an impact 

on cost, since it enables the extension of this market window. Considering the total 

cost of FPGAs, as in ASICs, depends on the particular FPGA type along with 

itsperformance characteristics and capabilities. In this sense, the unit costs (only 

FPGA die) ranges from 2 up to 10 € for flash-based and SRAM-based FPGA 

solutions. Additional support circuitry increases the total cost depending on the type, 

the requirements (analogue, digital, both), and the chip area.   

As an approximation to a quantitative example, we analyse in Figure 1.3 the 

impact of NRE cost on the final price per chip, for the following NRE and Production 

Die Cost (PDC) prices: NRE Higher: 1.7 M€, NRE Lower: 0.8 M€; PDC Higher: 6 

€, PDC Lower: 2 €; FPGA Higher: 15 €, FPGA Lower: 6 €. Although these prices 

are design-variable, the comparative study is useful to understand the order of 

magnitude of the number of fabricated units and the final chip price relation. Figure 

1.3, illustrates that for a low manufacturing volume (< 70,000 Units), the FPGA 

results in a more cost-effective solution. The crossover volume is expected to move 

even higher for each technology advance. 
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Although, as mentioned before, the chip complexity and final requirements 

will have an impact on the time to market, the cost and the performance, these 

basic figures can be qualitatively summarised in Table 1.1.  

Table 1.1. Number of different devices that can be configured for each mesh design 

 ASIC FPGA 

Time to Market Slow Fast 

Non-Recurring Engineering Very High Low 

Unit Cost Low Medium 

Design Flow Complex Simple 

Performance High Medium 

Application Flexibility/Versatility Very low High 

Power consumption Low High 

Size Low Medium 
 

 

Figure 1.3 Price per chip estimation for an electronic ASIC and FPGA assuming the 

following figures of Non-Recurring Engineering cost (NRE) and Production Die Cost 

(PDC). NRE Higher: 1.7 M€, NRE Lower: 0.8 M€; PDC Higher: 6 €, PDC Lower: 2 €; 

FPGA Higher: 15 €, FPGA Lower: 6 €. 

 

The previous analysis can be translated to the field of photonic integrated circuits 

to envision the characteristics of application-specific devices versus programmable 

devices. Like in the electronic field, ASPICs are the most efficient solution in terms 

of power consumption, footprint and optical power transmission for a certain single 

application or functionality. As illustrated for the electronics custom-design case, the 

overhead cost given by the design and the long-time development that includes many 
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costly fabrication iterations are the main drawbacks of the manufacturing process. 

This fact is even more pronounced in the photonic field, where less mature 

technologies and design processes, as well as the lack of full-standard procedures and 

a wide offer of complex building blocks lead to a more expensive NRE cost.  

Once fabricated, custom designs only perform one single (two or three in the best 

cases) functionality(ies), limiting the number of fabricated units and resulting in a 

solution far from being cost-effective for most applications. 

A promising solution is the fabrication of a programmable photonic integrated 

circuit, where a common hardware is configured by the user during application time 

by means of a software layer configuration. Inspired by the FPGAs, DSPs and 

electronic microcontrollers, the photonic programmable device is envisioned to 

reduce the final cost per chip compared to an ASPIC solution, while offering 

invaluable flexibility and versatility required for the future photonic systems. 

In addition, these photonic systems would bring unprecedented capabilities to 

photonics like instant prototyping, ready-to-use chips, upgradable and updatable 

photonic circuits that could be remotely controlled/reconfigured and even self-

healing photonics circuits. 

1.2 A Paradigm shift: Greatest challenges 

The surge of programmable photonics does not imply the extinction of ASPICs in the 

same way as ASPICs have not been extinct by programmable electronics. The mass 

production of software-defined PICs with non-specific functionalities is envisioned 

to enable the spread of photonics, offering cost-effective photonic-based solutions 

with unprecedented capabilities. 

However, these results previously require the problem-solving associated to 

several questions inherent to photonic integrated circuits that are even exacerbated 

when designing programmable integrated photonic devices, and the apparition of new 

ones: 

Lack of a versatile/programmable high-level design: As mentioned, the photonic IC 

community has focused on application specific circuits. Back to the starting date of 

this work, no generic-purpose PIC architecture had been either proposed or 

demonstrated. Remarkable pure-photonics universal devices for unitary [26] and 

linear operations [27] have been proposed, and are a good example of programmable 

photonic circuits. A complete top-level design is required, in order to demonstrate 

versatility and performance for the typical RF-photonics and pure-photonic 

applications. 
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Overall link losses: One of the main drawbacks of photonic circuits applied to 

microwave photonic operations are the optical link losses that are mainly limited by 

the conversion losses at the modulation and photodetection stages. Typical values of 

microwave photonics links that range from  30 to -30 dB have been demonstrated 

over the last 20 years, [28, 29]. The fully integration of the typical 

components/subsystems in a MWP link/system in a monolithic or hybrid platform 

has not been achieved, and their performance is not yet as mature compared to the 

discrete and heterogeneous counterpart solutions, leading to losses between -20 and 

-40 dB. Moreover, designing a non-specific purpose structure comes at the expense 

of adding additional blocks and increasing insertion losses, since the circuit has not 

been optimised for a single application. Further research on developing more efficient 

integrated modulators and photodetectors is required, although integrated optical 

amplification stages can be employed for certain platforms like indium phosphide 

and its hybrid combination in silicon. 

Power consumption: This figure is one of the most important in application 

specifications. The integration of microwave photonic systems offers by itself a 

reduction of the power consumption, since the thermal control unit is shared by all 

the subsystems inside the chip. In the same way as an FPGA, these devices are 

envisioned to consume more than their application-specific counterpart. For example, 

the addition of a more complex electronic IC to initialise, characterise and 

reconfigure the photonic IC will increment this figure. A figure below 3 W for all the 

microwave photonic system would be an excellent starting point. 

Photonics active and passive element integration: This research area has gained 

attention from the scientific community and several companies in the field. 

Nowadays, there is not a perfect monolithic integration platform capable of providing 

optimum performance in passive integration and active integration. The weaknesses 

of each platform have move the community to hybrid designs in order to combine the 

strongest points of different integration materials. 

Lack of a software layer: Since ASPICs can survive without the inclusion of a 

complex software layer design, very few efforts have been made on photonic 

reconfiguration algorithms, generic photonic systems modelling and subsystem 

management. However, several algorithms are currently available for the design and 

optimization of common structures like optical filters, [30, 31, 32] and universal 

couplers [33, 34, 27] that could be translated to a programmable photonic circuit. 

Once a generic-purpose architecture is proposed, the development of a group of 

algorithms for characterisation, reconfiguration and dynamic optimization is 

mandatory. In this sense, the final design might require monitoring points that will 

serve as the optimization algorithm input. 
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1.3 Objective and Thesis Structure 

The research work presented within the framework of this Ph.D. Thesis has been 

developed in the Photonics Research Labs, a part of the iTEAM Research Institute at 

the Universitat Politècnica de València. The thesis activities are focused on the 

concept proposal, theoretical analysis and experimental demonstration of generic-

purpose integrated programmable photonic processors. The achievement of the thesis 

objectives relies on a sequential order that attempts to follow the natural design 

process of a new technological development, from the first concept and architecture 

proposals in Chapter 3, to the final experimental validations in Chapter 5. 

Chapter 2 includes a review of Integrated Microwave Photonics research. It 

covers the basics, the historical evolution, the analysis of the available material 

platforms and the current state-of-the-art, which is essential to understand the 

strengths and weaknesses of the available material platforms for photonic chip 

integration. 

Chapter 3 deals with the definition and the proposal of an architecture for the first 

generic-purpose MWP processor. A field-based end-to-end modelling is fully 

developed for several modulation/detection schemes. This analytical model is a 

powerful design tool that computes figures of merit accounting for overall 

radiofrequency gain, noise figure and dynamic range and can be employed for both 

the processor design and for its future evaluation. 

After reviewing some of the possible architecture implementations for the optical 

core of the photonic processor, Chapter 4 includes a deep analysis of the most flexible 

approach, which is based on tunable-coupler waveguide meshes. The mesh-based 

design is presented considering its historical aspects, definitions and topologic 

comparative analysis. The hexagonal topology, proposed in the framework of this 

Thesis, is chosen as the most versatile one and the settings for several photonic 

integrated circuits that can be programmed over this mesh are presented. This chapter 

ends with the complete processor configuration for the implementation of the main 

MWP functionalities. 

In order to demonstrate experimentally the general-purpose photonic processor 

core, Chapter 5 covers the fabrication, testing and measurements of a hexagonal-

mesh based architecture integrated in silicon-on-insulator. The presented device is 

the first integrated hexagonal-mesh-based generic-purpose photonic processor core 

and the most complex to date. It is composed of seven hexagonal cells and is 

potentially able to perform over 100 different flexible photonic integrated circuits 

configurations. These photonic integrated circuits were fabricated at the 

Optoelectronic Research Centre (ORC) of the University of Southampton. 
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Since software-defined photonic processors are envisioned to potentially spread 

the market of photonics, we address in Chapter 6 the necessary future work required 

to produce a fully integrated version of the general-purpose photonic processor, 

together with the summary and conclusions of this Thesis. 

1.3.1 Original contributions of this Thesis: 

 In this thesis, we propose the new concept of generic-purpose software-

defined integrated MWP photonic processor. Being a radically different 

approach from ASPICs, this new PIC class enables the programmability of 

the main MWP functionalities on the same hardware platform. 

 We present the photonic processor system architecture together with a full 

end-to-end model for the future evaluation of the main figures of merit: RF 

gain, noise figure and dynamic range. It allows the complete system 

evaluation and provides, at the same time, a powerful tool to properly design 

and programme the photonic processor. Some examples of operational 

modes are outlined for the processor configuration.  

 The generic-purpose photonic processor relies on a powerful and versatile 

optical core to perform the reconfigurable optical interconnects and the 

photonic filtering tasks. Chapter 4 is focused on this key subsystem. We 

believe that reconfigurable waveguide lattice meshes [40, 41] are optimal 

candidates for the optical core of the photonic processor, since they provide 

the required versatility. In that chapter, we propose two alternative lattice 

topologies to the existing square mesh design: the hexagonal and triangular 

waveguide meshes. We present an extensive analysis of the three mesh 

topologies and define several figures of merit that account for photonic 

integration efficiency and versatility when programming PICs: flexibility, 

switching elements per area and reconfiguration performance. We obtain as 

a result that the hexagonal mesh topology outperforms both the square and 

triangular meshes. We illustrate the processor configuration, whose optical 

core is based on a hexagonal waveguide mesh, for several MWP 

functionalities like RF and optical filtering, instantaneous frequency 

measurement, optical beamforming, arbitrary signal generation and 

frequency mixing. 

 In Chapter 5, we present the design, fabrication and testing process of the 

first integrated hexagonal waveguide lattice mesh. This 7-cell layout 

integrated on silicon achieves, to the best of our knowledge, several records 

beyond the current state of the art. First, it is the first integrated hexagonal 

mesh ever reported. Secondly, it is the mesh-based PIC with a higher cell 

count number: Whereas the previous one integrated 2 square cells (7 Tunable 

Basic Units), our design features 7 hexagonal cells (30 Tunable Basic Units). 

Finally, this higher cell count number allows the demonstration of a record 
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number of 30 different functionalities, which is only limited by the current 

sources available at the moment of measurement (18 current sources). With 

12 additional current sources, we estimate that over 100 different 

functionalities can be programmed in our fabricated PIC. Moreover, our 

optical core enables for the first time the synthesis of filtering structures like 

Optical Ring Resonators (ORRs) and MZIs as well as the universal 

interferometers. The latter enable the synthesis of any operation defined by 

a linear unitary matrix of size limited by the number and distribution of the 

cells. Here, we are able to synthetize the two arrangements proposed for this 

linear operation: the triangular beamsplitter and, for the first time, the 

rectangular beamsplitter. 
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Chapter 2                                               

Integrated Microwave Photonics 

2.1 Introduction 

Microwave photonics (MWP) is an area of research that leverages the unique 

properties of photonic devices and systems to generate, process and distribute RF, 

microwave and millimetre-wave signals with unprecedented performance. MWP 

systems benefit from specific properties of optical systems, including low loss 

(independent of frequency), high bandwidth, immunity to electromagnetic 

interference and multiple-input multiple-output parallel processing to enable the 

realization of key functionalities that are either complex, or even not directly possible, 

in the radiofrequency domain, such as filtering, arbitrary waveform generation, 

frequency up/down conversion and instantaneous measurement, [9]. These systems 

have been thoroughly studied for the last 50 years regarding both radio-over-fibre 

signal distribution and advanced signal processing in form of bulky fibre-based 

systems and, more recently, integrated on chips as introduced in Chapter 1, [16, 14]. 

MWP systems aim to interface the microwave and the photonic domains as 

depicted in Figure 2.1. They are typically at the heart of analogue signal processing 

engines that are placed in between the signal acquisition devices and the front-end 

digital signal processors (DSPs) to accommodate the signal formats to the constraints 

imposed by the DSP limited sampling rates. 

These applications entail the realization of a wide variety of functionalities. 

Typical space, weight and power consumption (SWaP) figures for commercial MWP 

systems are around 0.04-0.2 m2 in size, 1.5-10 kg in weight and 15-20 W in power 

consumption [35], making them unsuitable for the mass production and widespread 

use required by the next generation of emerging applications. Hence, despite the 

tremendous potential of MWP unveiled by future information and communication 

systems and networks, the widespread use and application of this technology is 

currently limited by the high-cost, bulky, complex and power consuming nature of 

its systems. The major challenge that MWP researchers have to overcome is therefore 

related to the reduction of SWaP figures. Solving this problem is a major challenge 

for the photonics research community with expected considerable scientific, 
technical and economic impacts.  
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Integrated photonics has the potential to change the power scaling laws of high-

bandwidth systems through proper architectural choices that combine photonics with 

electronics to optimize performance, power, footprint, and cost [36, 37]. In particular, 

analogue photonics has a qualitatively different behaviour compared to digital 

electronics since the energy per analogue task is dominated by the steady-state bias 

power and does not increase significantly as the bandwidth increases [36]. 

Furthermore, most photonic devices are currently highly temperature dependent and 

therefore, temperature regulation is required, which consumes the majority of bias 

power. As integrated photonics favours alternative means of temperature control that 

draw less power, the power consumed by the photonic devices can be reduced 

drastically. Integrated Microwave Photonics (IMWP) [16] aims at the incorporation 

of MWP components/subsystems in monolithic or hybrid photonic circuits and is 

instrumental to achieve the aforementioned evolution objectives.   

2.1.1 The fundamentals of Microwave Photonics 

Depending on the targeted functionality/application, different architectures can be 

employed for a photonic-assisted RF circuit. Typically, they employ an optical 

transmitter (composed of one or various optical sources driven by a common electro-

optical modulator) and an optical receiver (composed of one or various 

photodetectors) acting as opto-electronic converters, as well as a photonic core circuit 

that performs the specific processing in the optical domain. Some of them require 

electronics and radiofrequency systems to drive the electro-optical modulators and/or 

signal amplification, either in the optical or in the radiofrequency stage, to overcome 

conversion losses.  

 

Figure 2.1 Generic microwave photonics system scheme. E/O: Electro-optic conversion, O/E: 

Optoelectronic conversion. 

E/O O/E

RF & high-speed electronics Interface

Photonic Systems

RFinput RFoutput

Opticalinput Opticaloutput
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As illustrated in Figure 2.2, the typical performance of a MWP link or system can 

be described in the following terms: first, the input RF signal modulates a continuous-

wave optical carrier by an electro-optic modulator, so the input signal frequency is 

up-converted to optical frequencies around 194 THz. Next, an optical core performs 

the photonic signal processing. The architecture of the optical processing core is often 

developed by a specific photonic waveguide layout designed to perform the targeted 

operation. Finally, the processed optical signal is photo-detected and down-converted 

to the RF domain in the photodetector.  

 

In order to illustrate the basics of a MWP system, we can introduce one of the 

main MWP applications: RF-photonics filtering. In this case, the input signal (Point 

1, Figure 2.2) is the RF signal that will be filtered in the frequency domain. This 

signal is modulated by an external modulator translating the input signal to optical 

frequencies determined by the optical power source (Point 2, Figure 2.2). In this case, 

the optical processing core implements an optical frequency filter. For example, this 

building block can be developed by the interference produced by combining the 

signal propagating through different waveguide lengths or by combining a larger 

number of copies of the signal coming from resonant structures. The characteristics 

of the top-level layout and the technology platform will determine the optical filter 

specifications (insertion losses, shape, extinction ratio, free spectral range, etc.). The 

photodetector translates a copy of the filtered signal to the RF domain. Both 

frequency domain conversion losses introduce extra losses of around 20 - 40 dB that 

will limit the circuit operation. Most of demonstrated circuits employ external 

amplification with Erbium Doped Fiber Amplifiers (EDFAs) or integrated 

Semiconductor Optical Amplifiers (SOAs) that give up to 20-dB amplification. When 

 

Figure 2.2  Typical microwave photonics system scheme with the signal frequency 

characteristics. 

fRF0-fRF

RFinput

RFoutput

1

O. Source E/O

RF amplifier 

(Drivers)

PD

Waveguides O. Couplers

O. Switches

Phase shifters

O. Filters

O. Amplifiers

…

Optical processing core

ν+fRFνν-fRF

2

ν+fRFνν-fRF

3

4

fRF0-fRF



14 Integrated Microwave Photonics 

 

 

 

compared to pure electronic solutions, RF-photonics filters are able to work at higher 

frequencies and several designs allow reconfigurability and tunability. 

Another MWP functionality is the Instantaneous Frequency Measurement (IMF). 

This application consists in determining the frequency from an unknown input RF 

tone. Although two approaches have been proposed for this purpose, relying on non-

linear processing [38] and employing complementary optical filters [23, 39], here we 

illustrate in Figure 2.3 the latter. In this case, a Dual Side Band – Carrier Suppressed 

modulation (DSB-CS) carrying the tone information goes through a complementary 

optical filter. Both outputs are photodetected and combined to form the amplitude 

comparison function (ACF). This ACF function maps directly to the RF frequency 

tone independently from the RF input power. Depending on the filter characteristics 

a trade-off appears between frequency resolution and operational frequency range.  

Compared to the pure electronics counterpart, some features stand out: reduced 

measurement error (below 2%), increased frequency range and high-frequency 

performance. 

 

Despite the two previous examples, not all the functionalities deal with the 

processing of RF signals in the optical domain. In this sense, a consolidated number 

of application addresses the generation of RF and millimetre wave signals. In this 

case, the aim is to produce high-quality and high-frequency tones or arbitrary 

waveform signals.  

 

Figure 2.3   Possible Instantaneous Frequency Measurement System (IFM) microwave 

photonics system scheme with the signal frequency characteristics. 
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The aforementioned MWP functionalities are explained in more detail in Chapter 

4. 

The typical specifications of a MWP system are application-variable. However, 

their performance is commonly evaluated in terms of a set of figures of merit (FOM) 

employed for pure microwave links/systems: the radiofrequency gain (GRF), the noise 

figure (NF) and the spurious free dynamic range (SFDR) [64].  In order to illustrate 

these basics concepts, Figure 2.4 depicts a basic MWP link/system with the typical 

spectral components. For single tone (or group of tones) present at the input of the 

system, at the output we find the processed tone(s) attenuated by the system losses. 

In addition, non-linear terms will appear at the output spectrum. In general, the 

component that causes most of the nonlinear distortion is the external modulator. 

Finally, the noise produced by each subsystem contributes to a noise floor at the 

output that does not depend on the RF signal power at the input. The previous Figures 

of Merit employ these processed, non-linear terms and noise terms and their related 

power to evaluate the system performance according to: 

 

Radiofrequency gain: This figure computes the ratio between the RF signal power at 

the output and the input of the system. Limited by the conversion efficiencies in the 

modulator and the photodetector, and exacerbated by the quadratic relation between 

optical losses and RF loss, MWP systems often show negative link/system gain. 

However, a broad range of reported RF gains from -30 to 30 dB have been 

demonstrated over the last 20 years, [28, 29]. By pumping more optical power from 

the laser, an increment in the RF gain can be achieved. 

Dynamic Range: The non-linear terms mainly generated by O/E and E/O conversions 

are known as intermodulation distortions. They are often evaluated by a two-tones-

Figure 2.4 Basic MWP link/system and illustration of electrical losses, noise and non-

linearities. 
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test. Depending on the quadratic- or cubic- non-linear relation, second- and third- 

order distortions will appear. For sub-octave systems, where the maximum frequency 

is less than twice of the lowest frequency, the second-order intermodulation is 

typically far enough from the fundamental term to be filtered. However, third-order 

distortion terms will limit the system performance as they fall closest to the 

fundamental. This system classification is illustrated in Figure 2.5. Typical reported 

values of second-order SFDR are in the range of 70 to 90 dB Hz1/2, [40]. Moreover, 

linearization techniques can be employed to obtain a third-order SFDR in the range 

of 95 to 130 dB Hz2/3 [16, 35, 40]. 

 

Noise Figure: It relates the noise power at the output of the system to the noise at the 

input. The principal noise sources are the thermal noise, shot noise and relative 

intensity noise. The former is generated in resistors (Johnson). The second one is 

generated due to the random nature of photon counting in a given time interval. The 

last one is produced due to fluctuations of laser intensity caused by random 

spontaneous emissions. If the system contains an optical amplifier, the amplified 

spontaneous emission (ASE) noise often dominates over the aforementioned noise 

sources. A higher noise floor level might cover the processed signals, setting a 

minimum power where desired signals can be distinguished. Again, reported values 

from 1 to 30 dB depend on each subsystem performance present in the circuit, [28, 

29]. 

Efficient lasers, modulators and photodetectors are required for optimum RF 

gain, Dynamic Range and NF. In addition, the insertion losses of the photonic 

processing core must be as low as possible. 

 
Figure 2.5 Classification of sub-octave and multi-octave MWP systems and links given the 

highest and lowest frequency (bandwidth). 
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2.2 Historical evolution 

As in the electronics early stages, the activity in IMWP has been almost exclusively 

focused towards the so-called Application Specific Photonic Integrated Circuits 

(ASPICs), where a particular circuit and chip configuration is designed to optimally 

perform a single MWP functionality. In most of them, around a modest 20% of the 

components are integrated, [41]. Since the 90’s, ASPICs have been developed in 

three main technologies: Indium Phosphide (InP) [42, 43, 20], Silicon photonics [17, 

44, 45, 46, 47] and Silicon Nitride (Si3N4) for a number of applications [18, 23]. 

These include: optical beamforming, fully programmable MWP filters using ring 

resonators structures, frequency discriminators, instantaneous frequency 

measurement, transmitters for THz applications, dual wavelength lasers for THz 

generation, pulse shapers, arbitrary waveform generators and monolithic-integrated 

optical phase-locked loops for coherent detection schemes, [16]. Only very recently, 

an ASPIC, with up to a full 100% integration was reported on InP [20]. 

Some of the aforementioned IMWP PICs have proven the possibility to perform 

more than one application. Although multi-purpose PICs represent a limited 

minority, Figure 2.6 illustrates the light increase trend that can be appreciated for the 

last 6 years. Some of them have demonstrated both arbitrary waveform generation 

and frequency filtering [48, 21], while others perform up to three functionalities 

among: Frequency discrimination, optical filtering, instantaneous frequency 

measurement, fractional Hilbert transform, phase shift, true time delay lines, 

integration and differentiation, [18, 39, 10].  In the best cases, only two or three 

applications can be completed. A new trend targeting generic-purpose PICs started 

in 2013. The so-called reconfigurable photonic processors are based on flexible 

layouts that interconnect waveguides and route the light by means of tunable 

couplers. Some of these layouts are built upon reconfigurable photonic filters based 

on the interconnection of optical cavities and interferometric structures with phase 

shifting capabilities, [49]. While they represent versatile optical architectures, they 

lack flexibility and scalability and have achieved a limited number of operations.  

An alternative to ASPICs proposes to consider a generic-purpose processor 

architecture that can be integrated on a photonic chip, featuring single and/or multiple 

input/output operation and being capable of performing different RF and optical 

signal processing tasks by programming of its electronic control signals, as proposed 

as part of this Thesis, [50] . 

To support this concept, a versatile architecture that aims at programmable optical 

cores inspired by the photonic FPGA-like concept was recently proposed, [51]. The 

concept is to break down complex circuits in a large network of identical two-
dimensional (2D) unit cells implemented by means of a Mach-Zehnder 

Interferometers (MZI) waveguide mesh or lattice. Through external electronic 

control signals, each MZI can be configured to operate as a directional coupler or 
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simply as an optical switch in a cross or bar state providing amplitude- and phase-

controlled optical routing. In this way, the combination of different MZIs in the 2D 

square grid, -each individually configured as desired-, enables the synthesis of any 

kind of optical core circuit topology, including finite and infinite impulse response 

filters, on the condition that the targeted design fits in the discrete waveguide lattice. 

We recently proposed two different waveguide mesh-topologies that are described 

within the framework of this Thesis, and outperform the capabilities of the square 

lattice mesh, [52]. 

In this Thesis, we propose a more versatile device that comprises both RF and 

photonics subsystems and allows reconfigurable optical and RF interconnections via 

software. The reconfigurable optical core inside the processor can be implemented 

by means of programmable lattice meshes. The final device constitutes by itself the 

first proposal of an application-agnostic IMWP signal processor.  

2.3 Technology review 

ASPICs have been developed in three main technologies: Indium Phosphide (InP), 

Silicon photonics (Si-Ph) and Silicon Nitride (Si3N4).  These technologies have 

reached the required degree of maturity to be considered as viable options for the 

 

Figure 2.6 Proposed layouts for multi-purpose photonic integrated circuits for IMWP 

operations. 
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implementation of complex photonic integrated circuits, either monolithic or hybrid, 

in general and the envisaged MWP universal processor in particular. Each technology 

platform operates mainly in the 1.3 and 1.55 μm wavelength regions. An example of 

waveguide cross-section is illustrated in Figure 2.7. Note that for each integration 

platform and procedure, these geometries and values will vary. 

 

2.3.1 Technology platforms 

Silicon Photonics 

Silicon Photonics (Si-Ph) [3, 16, 53, 54, 55, 56, 57, 58], is a semiconductor 

technology where components are etched/patterned/fabricated in a 180-220 nm Si 

layer placed on top of a 1-3 µm insulator layer. Si passives are formed by initial few 

mask layers through partial and/or full Si etching steps after which multiple ion 

implantations are conducted for “active” devices such as Ge photodetectors and Si 

modulators. Coupling into and outside of the chip can be performed via edge/butt 

couplers (with typical losses of 1 dB/facet) or vertically, via Si surface vertical 

gratings (3.5-6 dB/coupler with 40-70 nm 3-dB bandwidth). The main advantage of 

Si-Ph technology resides in its compatibility with CMOS fabrication processes and 

the infrastructure used in microelectronics and, thus, in the potential for monolithic 

integration of the electronic and photonic parts of the chip. Refractive index contrast 

is typically in the 40-45% range but can be over 100% (n = 3.4 for Si and n= 1.45 for 

SiO2), leading to small footprint circuits. Two main types of waveguides are 

available: Ridge or shallow (1-8 µm width), which exhibit relatively low losses down 

to 0.1-0.5 dB/cm, but are limited in bending radius to around 100 µm, and Strip 

waveguides (500 nm width) that exhibit much higher losses (1-3 dB/cm) but support 

lower values for minimum bending radius (5-20 µm). Integration density on a chip is 

currently below 450 components [59], but the component count integration trend is 

 

Figure 2.7 Examples of different cross sections for each technology and typical sizes. 
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exceeding the rate given by Moore's law. Several basic photonic components are 

available in monolithic Si-Ph, including: passives, such as arrayed waveguide 

gratings and optical filters, Ge photodetectors, ring and travelling-wave electro-

refractive modulators (up to 50 GHz). For example, Generic Foundry (GFM) and 

Generic Integration (GIM) Models are being developed in Europe by several 

foundries and packagers with granted access organized by the EUROPRACTICE 

platform [60], which also provides several Basic Building Blocks. Dedicated 

fabrication runs for complex chips are also accessible at a cost per PIC that, 

depending on the fabrication volume, oscillates between 1000 € for 100-1000 units 

and 10 € for more than one million chips per year. Si-Ph technology represents an 

optimum choice if the coexistence in a single chip of low-loss photonic components 

and driving/RF electronics through CMOS compatible processes is sought. Although 

it does not currently support optical sources and optical amplifiers, this limitation can 

be overcome by integrating III-V functionalities into the Si-Ph platform by means of 

heterogeneous or hybrid approaches. Heterogeneous approaches integrate more than 

one material system into a common process, an integration that can be accomplished 

by initially synthesizing materials on foreign substrates or bonding different materials 

together. Hybrid integration generally implies that separate chips are brought together 

in backend steps, such as die-attach, flip-chip, molecular [61] or adhesive [62] 

bonding to produce multichip modules. Hybrid approaches, have succeeded in 

incorporating distributed feedback lasers (DFB) and modelocked lasers, optical 

amplifiers, Electroabsorption (>70 GHz), and Mach-Zehnder (>25 GHz) modulators, 

photodetectors (>35 GHz) and polarization handling components into Si-Ph chips, 

[3, 16]. Several foundries in Europe are developing heterogeneous integration as well.  

Silicon nitride 

This waveguide technology is based on a combination of stoichiometric silicon 

nitride (Si3N4) as waveguide layers, filled by and encapsulated with silica (SiO2) as 

cladding layers grown on a silicon wafer [63, 64, 65, 66, 67, 68]. SiO2 and Si3N4 

layers are fabricated with CMOS-compatible industrial equipment that enables cost-

effective volume production. TriPleXTM technology [63], developed by the Dutch 

company LioniX, allows the fabrication of waveguides with minimized surface 

roughness, resulting in high refractive index contrast (20-30%) and low scattering 

losses. Three different waveguide cross-sectional geometries are standardized [64]. 

Their salient characteristics @1550 nm are: box-shaped (1x1µm2) ≤ 0.2 dB/cm losses 

[64] and minimum bending radius around 150 µm; double-stripe (1µmx1µm, suited 

for sharp bends) 0.095-0.12 dB/cm losses and minimum bending radii in between 50-

70 µm; and single-stripe with ultralow losses of 0.00045 dB/cm (current world 

record). In/out-coupling is achieved by means of adiabatically tapered spot-size 

converters with <1 dB coupling loss. Several fundamental building blocks for passive 

components are available and access to this platform is currently being offered as a 

multi-project wafer service run by JePPIX platform (www.jeppix.eu), [66]. The main 
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disadvantage is that too many key components present at IMWP systems, such as 

optical sources, detectors, amplifiers or modulators are not available, so their 

integration would require a complex hybrid approach to interface separately 

fabricated InP platform chips.  

III-V semiconductor compounds 

InP is a semiconductor material capable of the monolithic integration of active and 

passive photonic components [3, 16, 69, 70, 71, 72]. A variety of techniques can be 

employed to integrate regions with different absorption/gain properties along a single 

waveguide. Waveguide types include shallow and deeply etched designs. Shallow 

waveguides have typical widths of 2 µm and this figure is approximately 1.5 µm for 

deeply etched designs. Typical losses are around 1.5 and 3 dB/cm for shallow and 

deeply etched waveguides, respectively. These high losses are one of the main 

disadvantages of this technology, requiring optical amplification if circuits with a 

minimum complexity are targeted. Another limitation of the InP platform is the 

difficulty of its integration with electronics into the same chip. Polarization rotation 

and mixing due to slight trapezoidal waveguide configuration is a serious limitation 

for MWP applications. Minimum bending radii are in between 10 and 500 µm for 

deeply etched and shallow etched waveguides, respectively. InP provides a fairly 

complete list of passive (waveguides, couplers, etc.) and active (sources and 

amplifiers) components for integration [69]. GIM and GFM platforms have been 

developed with Europe and access generic processes is organized by the JePPIX 

platform (www.jeppix.eu), [66].   

This platform has demonstrated the integration of active devices such as optical 

amplifiers, modulators, and optical sources together with passive devices. In fact, this 

platform has enabled the first fully monolithically integrated microwave photonic 

device in Indium Phosphide. 

Summary and Comparison 

In the light of the previous review, it is possible to qualitatively summarise the 

availability and performance of the most typical basic building blocks for each 

integration technology platform, as covered by Table 2.1. Note that for a certain 

platform, quantitative results differ depending on the final cross section (geometry 

and materials) and the fabrication procedure. 
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Table 2.1. Qualitative comparison and availability of different basic building blocks for each 

integration platform. WG: Waveguide, PD: Photodetector, MOD: Modulator.  

 
OPTICAL 

PASSIVES 
E/O & O/E OPTICAL ACTIVES OTHERS 

PLATFORM 
WG   

Losses 

Confined 

Mode 
PD MOD 

Thermo-

optic Effect 

Electro-

optic 

Effects 

O. Source / 

Amp. 

Embedded 

Electronics 

Si-Ph ✓ ✓  ✓✓✓ ✓✓ ✓ ✓✓✓ ✓✓ - ✓✓ 

Si Nitride ✓✓✓ ✓✓ - - ✓ - - ✓ 

InP ✓ ✓ ✓✓✓ ✓✓ ✓✓ ✓ ✓✓✓ - 

Hybrid Solution 

Si + InP 
✓✓ ✓✓✓ ✓✓✓ ✓✓ ✓✓✓ - - ✓✓ 

 

 

From this table, it can be inferred that InP performs the greatest propagation 

losses, resulting in a medium-efficient solution for passives integration. In contrast, 

Si-Ph and Si-Nitride exhibit reduced propagation losses. 

When the optical mode is more confined, as in Si-Ph, the radius of curvature of 

the waveguide can be reduced, allowing more compact devices and increasing the 

component integration density.  

With respect to high-performance modulators and photodetectors, InP outstands 

medium-efficient Si-Ph solutions. While typical integrated values of InP 

photodetectors are around 0.7-1.14 A/W [20], Si-Ph are around 0.40-1.00 and require 

additional germanium compounds. Silicon Nitride do not allow neither of them. 

Hybrid Solutions InP + Si-Ph have demonstrated efficiencies around 0.7 A/W for a 

bandwidth of 67 GHz, [73]. 

The most important feature of InP platforms is that they provide light generation 

/ amplification capabilities, that is mandatory for the integration of light sources and 

optical amplifiers. 

The ability to modify the effective index after fabrication, allows a wide range of 

applications. This capability produces one of the most employed basic building block 

in PICs, the phase shifter. This building block is mandatory for any flexible design 

and also allows the implementation of tunable couplers by means of Mach Zehnder 

Interferometers. There is a great number of alternatives to develop a phase shifter. 

The typical approaches are summarised in Table 2.2 for each integration technology 

platform: thermo-optics, electro-optics and opto-mechanics. Here, we perform a 

comparison of the power consumption, associated tuning losses, availability and 

compactness. A typical Figure of Merit to classify the power consumption is the Pπ. 

This figure specify what is the electrical power required to induce a 180º optical phase 

shift.  
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Thermo-optics devices rely on the temperature dependence of the waveguide 

materials. By heating up with a micro-heater a certain length of waveguide, it is 

possible to produce a change in the phase of the light traveling underneath. Since the 

micro-heaters are easily fabricated by a thin metal layer where electrical current goes 

through, they are widely employed in PICs for fabrication errors correction or for 

reconfigurable and tunable devices where the speed is limited by several 

microseconds. 

Electro-optic effects based on the effective index change to the presence of 

electrical carriers [74], (carrier depletion [75], injection and accumulation) rely on 

the waveguide effective index change produced by the electronic charges traveling 

through the waveguide. They need larger devices and introduce additional 

propagation losses. However, the time constant is reduced to several ns, allowing 

several-GHz-bandwidth modulations. 

Finally, opto-mechanical approaches try to modify the waveguide cross-section 

geometry by applying gradient electric forces, [76]. On-going research on this 

approach is being carried out in silicon and silicon nitride. For the former, devices 

shorter than 60 µm are expected, allowing Pπ lower than 50 mW and with reduced 

additional propagation losses for a time constant shorter than for thermo-optics. But 

to date, it is not as consolidated as its alternatives. 

Table 2.2. Comparison and availability of different phase modulators for each integration 

platform. AV/CMP: Availability/Compactness, (-) No, ~ on-going research. TBD: To Be 

Determined. 

 THERMO-OPTICS ELECTRO-OPTICS OPTO-MECHANICAL (MEMS) 

PLATFORM 
Pπ 

(mW) 

Associated 

Losses 

Time 

Constant 

AV 

/CMP 

Pπ 

(mW) 

Associated 

Losses 

Time 

Constant 

AV 

/CMP 

Pπ 

(mW) 

Associated 

Losses 

Time 

Constant 

AV 

/CMP 

Si-Ph 1-30  - Few µs ✓✓ < 1 ✗✗ Few ns ✓ < 30  ✗ µs-ns ~ 

Si Nitride 
250-

600 
- Few µs ✓✓ - - - - TBD ✗ TBD ~ 

InP 
40-

200 
- Few µs ✓✓ < 1 ✗✗ Few ns ✓ - - - - 

Hybrid 

Solution 

Si + InP 
1-30 - Few µs ✓✓ < 1 ✗✗ Few ns - - - - - 

 

 

The precision required for each phase shifter and coupler varies from each 

application. Typically, tolerances of 2 - 5 % can be tolerated but degrade the systems’ 

overall performance. For example, a simple filter made by means of an unbalanced 

MZI tuned by a phase shifter in one of its arms would experience a decrement in its 

extinction ratio (due to the coupling constant error) and a drift in the resonance 
position (due to the phase shift error). In this sense, thermo-optics take advantage 

from not including additional losses (if the metal layer is far enough from the optical 

mode). In contrast, electro-optic approaches introduce variable losses depending on 
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the targeted phase shift. In this case, if the MZI filter is tuned and the couplers are 

kept fixed, the extinction ratio will vary, since the losses in the arm that include the 

phase shifter vary. 

 

2.3.2 State of the Art for integrated Microwave photonics 

InP ASPICs have been developed for a number of applications (see particular 

performance in [3, 16, 70]), including: optical beamforming, fully programmable 

MWP filters using ring resonator structures, frequency discriminators, instantaneous 

frequency measurement, transmitters for THz applications, dual wavelength lasers 

for THz generation, pulse shapers, arbitrary waveform generators and monolithic-

integrated optical phase-locked loops for coherent detection schemes. Most of the Si-

Ph ASPICs for MWP have been demonstrated using the lower loss rib waveguides, 

since MWP systems entail strict requirements regarding losses to reach suitable 

values of dynamic range and purely passive platforms cannot make use of optical 

amplification.  

Si-Ph monolithic configurations have been reported for (see performance in [3, 

16]): arbitrary waveform generators [77], true time delay lines and beamforming 

networks with multi-GHz bandwidth [22], bandpass and notch reconfigurable filters 

based on Mach-Zehnder interferometer (MZI) tunable couplers and optical ring 

resonators (ORRs) fabricated in silicon-buried channel waveguides [78] and tunable 

phase shifters and true time delay lines based on etched Si-Ph gratings [17]. 

Monolithic Si-Ph ASPICs, based on stripe waveguides have been reported for optical 

delay lines, arbitrary waveform generation and ultrawideband signal generation. 

Hybrid InP-Silicon ASPICs have been reported for beamsteering, reconfigurable 

bandpass filtering using ORR loaded MZIs and for tunable phase shifters based on 

disk resonators [3, 16].  

Finally, Si3N4-SiO2 TriPleX ASPICs mainly based on the double-stripe waveguide 

configuration have been reported (performance in [3, 16, 64]) for: optical 

beamforming, microwave phase shifters, microwave filters, MWP links, ultra-

wideband signal generation, instantaneous frequency measurement, microwave 

polarization networks and fractional Hilbert transformers. 

In most of them, around a modest 20% of the components are integrated, [41].  
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Chapter 3                                            

Theoretical aspects of generic MWP Processors 

3.1 Introduction 

A careful analysis of the architectures of an extensive variety of MWP systems 

demonstrated in the literature shows that they share a high number of components 

independently of their final application [79]: As stated in the previous chapter, an 

optical transmitter (composed of one or various optical sources driven by a common 

electro-optical modulator) and an optical receiver (composed of one or various 

photodetectors) acting as opto-electronic converters, as well as a photonic core circuit 

that performs the specific processing in the optical domain. Some of them require 

electronics and radiofrequency systems to drive the electro-optical modulators and/or 

signal amplification to overcome conversion losses, either in the optical or in the 

radiofrequency stage to overcome conversion losses.  

As stated in Chapter 2, the performance of MWP links and systems is commonly 

evaluated in terms of a set of figures of merit (FOM): the radiofrequency gain (GRF), 

the noise figure (NF) and the spurious free dynamic range (SFDR) [40]. These 

metrics have been obtained for a wide variety of MWP systems/links employing 

different modulation/detection configurations. Starting from the most basic intensity 

modulated-direct detection (IM-DD) links and systems, new optical devices, 

modulation and detection techniques have been also considered. Traditional, as well 

as more sophisticated MWP links and systems can be represented by a general model 

where either intensity or phase modulation can be applied. If we assume a generic 

transfer function including all the optical components placed between the electro-

optic and opto-electronic stages, the analytical model for MWP links and systems 

developed in this chapter will work under very general conditions for the coherence 

properties of the optical source. However, every functionality of MWP requires one 

or several figures of merit that are specific to each application. For example, 

instantaneous frequency measurement systems define the frequency measurement 
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error and the operational frequency range as a figure to evaluate its explicit 

operation. 

In this chapter, we present a proposal for the architecture of an integrated general-

purpose software-defined MWP signal processor that is based on a reconfigurable 

optical core that interconnects the signal processor elements and performs the optical 

processing core tasks. All the elements inside the processor can be configured 

externally by suitably modifying their electrical control signals. Thus, we can alter 

the signal flow and enable as well as configure each subsystem for a required 

application. 

Moreover, we present a generic end-to-end analytical model that computes the 

basic figures of merit of MWP filtered links and systems for several modulation and 

detection schemes. Due to its versatility, it can be directly applied to the general-

purpose MWP processor. The model includes the commonly overlooked impact of 

the elements in the RF stage (RF filter and RF amplifier) as well. This tool can be 

used to anticipate performance as well as to design and configure properly each 

subsystem to fulfil the desired application specifications. 

3.2 Generic architecture 

The first attempt to develop an application agnostic architecture for MWP systems 

was the MWP transistor, [12]. The basic skeleton, illustrated in Figure 3.1, is 

composed of different subsystems, each of which is a collection of connected fixed 

and variable components. This architecture is derived from opening the feedback loop 

of a generalized optoelectronic oscillator. 

This architecture is in principle capable of performing some of the required 

functionalities in MWP provided that its optical subsystems can be reconfigured by 

means of suitable control signals. Its main limitation is however that it does not 

support the reconfiguration of interconnections between its internal optical 

subsystems. This results in an intermediate performance between ASPIC and a 

programmable MWP processor. For example, if the reconfigurable optical filtering 

system in the transistor is designed as a lattice finite impulse response filter (FIR) for 

a MWP filtering application, then it cannot be reconfigured to implement a broadband 

dispersive delay line required for the generation of an arbitrary waveform (as then, a 

grating or a photonic crystal waveguide is needed). However, if both elements are 

present in the chip and the output from the modulator can be switched to any of them, 

then both functionalities can be implemented. According to [12], the synthesis of any 

given MWP functionality can be achieved using only three different types of optical 

filters: FIR, infinite impulse response (IIR) and dispersive delay lines (DDL). In the 

most usual case, only one type is required but, in certain applications, such as 

arbitrary waveform generation, a cascade of two types: FIR+DDL or IIR+DDL is 
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necessary [12]. Moreover, the scalability of this system is limited and a cascade of 

several transistors is required to enable more complex operations. 

To overcome the photonic transistor limitations related to reconfigurability, a 

more versatile optical core is required into the MWP transistor architecture to provide 

this missing full reconfiguration. By modifying the optical core to accommodate a 

more flexible layout, the system will allow the use of either an internal optical source 

or a previously modulated or continuous wave (CW) external source to up-convert 

the input RF signal. It will also allow the extraction of an auxiliary RF modulated 

optical signal outside the chip. Prior to detection, it will also enable the processed up-

converted RF signal either to be directly detected or to exit the chip without being 

subject to optical detection and the injection of an optical input local oscillator to 

implement coherent detection of the processed up-converted RF signal. In Chapter 4, 

we analyse the different alternatives considered for the reconfigurable optical core 

subsystem. 

A powerful approach providing more versatility calls for a re-design of the MWP 

transistor enabling software-defined reconfiguration to all the architecture. The final 

design must be fully integrated on a chip and must be capable of performing all the 

main functionalities by suitable programming of its control signals. This is inspired, 

in part, by the flexibility of software-radio [80] and digital signal processors, where 

a common hardware is shared by multiple functionalities through a software-defined 

approach (or programmability), leading to significant cost reduction in the hardware 

fabrication. 

 

Figure 3.1 Microwave Photonic Transistor architecture, from [12]. 
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A generic layout of the software-defined MWP signal processor architecture is 

illustrated in Figure 3.2, where we show its operation over an arbitrary input RF 

signal. It comprises the RF interface and core system, the optical power source, the 

electrooptic (E/O) and optoelectronic (O/E) converters, the optical processing core as 

well as the electronics to perform the programmable control via software. The 

required RF, photonic and control electronic signal flows are also shown. To date, as 

outlined in Chapter 2, only three material platforms: Indium Phosphide (InP), Silicon 

on Insulator (SOI) either monolithic or hybrid, and Silicon Nitride (Si3N4-SiO2) have 

reached the required degree of maturity to be considered as viable options for the 

implementation of complex photonic integrated circuits in general and the envisaged 

MWP reconfigurable processor in particular. If we directly connect all the subsystems 

to the reconfigurable optical core, a much more versatile architecture is achieved, as 

illustrated in Figure 3.3. 

The architecture displayed in Figure 3.3 represents, to the best of our knowledge, 

the first proposal for a generic-purpose software-defined MWP processor that 

incorporates the possibility of modifying the control signal flow to alter the 

subsystems connection diagram when required. It can perform electrical/electrical, 

electrical/optical, optical/electrical and optical/optical operations. For example, it can 

configure a frequency filter stage prior and after modulation. 

 

 

Figure 3.2 Generic architecture of a software-defined reconfigurable MWP signal processor. 

E/O: Electro-optic converter, O/E: Opto-Electronic converter. 
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The proposed software-defined reconfigurable signal processor must be capable, 

using the same hardware platform, of covering the main functionalities required in 

MWP, including: optical tunable and reconfigurable filtering, arbitrary waveform 

generation, optoelectronic oscillation, optically-assisted analogue-to-digital 

conversion, frequency up- and down-conversion, instantaneous frequency 

measurement, frequency multiplication, tunable phase shifters and true time delay 

lines for optical beamforming. Some of these functionalities have been demonstrated 

in the above-mentioned technology platforms with a variable degree of photonic 

component integration ranging from a modest 20% to up to a full 100% [41]. 

Regardless of the material platform employed, most of the reported ASPICs have 

been demonstrated for a single functionality and, to the best of our knowledge, no 

effort has been reported so far towards the development of a reconfigurable software-

defined MWP signal processor in a similar way as, for example, a Field 

Programmable Gate Array operates in electronics or a Software Radio in wireless 

communications.  

3.3 Analytical modelling 

The majority of MWP systems and links can be represented by the generic schematic 

shown in Figure 3.4. It consists of an RF signal that modulates a continuous wave 

optical source in order to upconvert the signal frequency. Once in the optical domain, 
the optical core carries out the particular signal processing required for each 

functionality. Finally, the processed signal is photodetected. The modulation can be 

intensity modulation (IM) or (Phase modulation) and the optical-to-electronic 

 

Figure 3.3 Generic architecture of a software-defined reconfigurable MWP signal processor 

offering signal flow modification. 
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conversion can be done with a direct or a balanced photo-detection scheme. The 

effect of all intermediate optical components placed between E/O and the O/E 

conversion stages can be lumped into an optical transfer function H(ω), [40]. 

The design of the software-defined MWP signal processor requires a full end-to-

end field-based model that provides, not only the description of the relevant linear 

and nonlinear signal terms, but also expressions for the evaluation of its overall 

figures of merit. The model of a generic MWP system provides a powerful tool to 

design, anticipate and evaluate the required values of the relevant performance 

parameters, which would then need to be programmed to run on multi-purpose chip 

architectures. 

In the next sections, we first derive the model for the internal MWP processor 

stage (i. e. excluding all RF components) for several modulation and detection 

schemes and, finally, we extend it considering the impact of the external RF stage 

(RF amplifier and RF filter). 

3.3.1 Direct Detection MWP links/systems 

Figure 3.4 shows a basic schematic diagram of the internal MWP part of the signal 

processor, where we can easily distinguish the aforementioned subsystems: the 

optical power source, the optical core as well as the E/O and O/E converters. A vector 

C represents the set of parameters that can be reconfigured by software. As we can 

 

Figure 3.4 Schematic of a filtered MWP link or MWP system applying Intensity or Phase 

modulation (inset) with balanced detection scheme, [40]. 
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see, the MWP stage of the signal processor acts over an RF input signal (point (1) in 

Figure 3.4) and returns an output RF signal (point (2) in Figure 3.4). Within the 

processor, the RF input waveform is converted to the optical domain by modulating 

the signal produced by an optical source, which can be a fixed/tunable single 

wavelength laser, a comb/multiwavelength array or a broadband super-continuum 

source. In some cases, it may be convenient to shape the spectral characteristics of 

the emitter signal prior to modulation and this is done via an additional optical 

shaping filter that is represented by the optical transfer function Hsh(ω,C), being ω 

the angular optical frequency. The optical source signal is modulated by the input RF 

signal in an external (amplitude or phase) electro-optic modulator, illustrated in the 

inset of Figure 3.4. After the modulator, the signal is fed to a generic reconfigurable 

optical filtering subsystem in order to be processed. In the case of MWP 

configurations where balanced detection (BD) is required, this optical subsystem can 

be represented as two different parallel optical filters that are characterized by the 

optical transfer functions H11(ω,C) and H21(ω,C). It must be noted that this 

terminology also applies to single-detection configurations simply by making 

H11(ω,C) = H(ω,C) and  H21(ω,C) = 0. The output signal from the filtering subsystem 

is then directed towards the photodetection stage that closes the so-called internal 

MWP part of the signal processor and defines an intermediate RF signal point (point 

(2) in Figure 3.4).  

The generic field-based analytical model representing this scheme was reported 

in [40] for filtered MWP links operating under direct detection (i.e. IM/SD, PM/SD 

and PM/BD). For the sake of completeness and further extension covering IM/BD 

and RF stage contributions, we reproduce here the salient results regarding the values 

of the relevant FOMs. Appendix A.1 covers the intermediate model steps including 

the photocurrent and power terms for the fundamental and intermodulation tones 

computation that are essential for the model extension.  

 

Radiofrequency Gain: 

The linear end-to-end RF gain (or loss) of a filtered MWP link/system, illustrated in 

Figure 3.4, is defined as the ratio of the RF power (at the modulating angular 

frequency Ω) delivered to a matched load (Rout) at the photodetector output, PRF|out, 

to the available RF power at the input at Ω, PRF|in, delivered to the modulation device 

of input resistance Rin, as:  

 
 

 

 
,Mod
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RF

RF in

P
G

P


 


   (3.1) 

where: 

 Mod: It specifies the modulation type: intensity modulated (I) and phase 

modulated (Ф). 
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The RF gain is computed for each modulation scheme, obtaining: 
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   (3.2) 

where: 

 Vπ  is the modulator half-wave voltage. It is the applied voltage at which the 

phase of light shifts 180º. This figure depends on the material properties, the 

wavelength and the device geometry. It typically ranges from 1.5 to tens of 

volts. 

 Vdc  is the modulator bias voltage. This figure sets the modulation bias point 

in intensity modulators. It ranges from -Vπ to Vπ. 

 ϕdc = πVdc/Vπ is the intensity modulator bias point. The bias point will define 

the position of the optical carrier along the modulator transmission curve. 

For example, a 50% transmission point (Quadrature Bias point) is achieved 

when Vdc  is equal to Vπ/2. 

 AΩ
Mod is the spectral coefficient related to the fundamental tone position and 

the spectral response of the system H(ω). The definition of this coefficient 

is given in Eq. (3.12) followed by the definition of the spectral coefficients 

for each of the relevant intermodulation tones. 

 Idc  is the DC-current term obtained when the optical carrier is photodetected. 

Typical values ranges from 0.05 to 5 mA. 

 

Incidentally, the DC-current term is defined as 

 0 ,
2

dc Mod

P
I      (3.3) 

where: 

 αMod is the modulator optical excess loss. Typical values ranges from 2 to 6 

dB, which translates into 0.63 and 0.25. 

 ℜ represents the photodetector responsivity in [A/W]. As stated in Chapter 

2, typical values of photodetection efficiency ranges from 0.6 to 1.0 A/W. 

 P0 accounts for the optical power at the optical source output at the optical 

frequency ω0. Typical values are between -5 and 10 dBm, which translates 

into 0.31  to 10mW. 

 

In the case of balanced detection, the photodetected total current is computed by 

subtracting the current obtained in the second detector from the corresponding to the 

first: I(t) = I1(t)-I2(t). 
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Noise Figure: 

As stated in Chapter 2, the processed microwave signal will be affected by a variety 

of noise sources: input and output thermal noises, shot noise and laser noise 

contributions. The noise characterization can be defined by the noise figure parameter 

as the ratio between the noise present at the output with respect to the noise present 

at the input: 

 
,Mod

Mod

tot

RF in

N
NF

G N
    (3.4) 

where: 

 Nin is the input noise spectral density (noise power per unit of bandwidth). 

 Ntot is the total output noise spectral density.  

 

The NF can be computed in terms of the total relative intensity noise parameter 

(RINtot), which is the sum of all the noise contributions [40]. 

For MWP links/systems, the noise characterization can be summarized by the 

following expressions: 
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(3.5) 

being: 

 kB the Boltzmann constant equal to 1.38064852 × 10-23 m2 kg s-2 K-1. 

 T the temperature in Kelvins. 

 ADC
Mod the spectral coefficient related to the DC component defined in Eq. 

(3.12) for each modulation format specified by Mod. 

 

 The noise contributions that contribute to the total RINtot are the thermal noise at 

the input (i,th), the thermal noise at the output (o,th) and the shot noise (shot): 
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where:  

 e is the electron charge constant = 1.6021766208(98)×10−19 coulombs. 

 

 
Dynamic Range: 

Finally, for the dynamic range evaluation, we use a commonly employed figure of 

merit, the spurious free dynamic range (SFDR).  The SFDR is defined as the carrier-

to-noise ratio when the noise floor in the signal bandwidth equals to the power of a 

given order intermodulation product. Figure 3.5 (a) illustrates the apparition of 

distortion terms when applying more RF input power. As depicted in Figure 3.5 (b), 

by sweeping the input power as well as measuring and interpolating the fundamental 

tone power and the corresponding distortion term, it is possible to measure the 

dynamic range. For this figure, we assume a modulating signal composed of two RF 

tones, characterised by the same amplitude at angular frequencies Ω1 and Ω2. For 

each intermodulation order, the SFDR can be computed as, [40]: 
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where: 

  OIP2 and OIP3, known as second and third-order optical interception points 
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respectively, are the linearly extrapolated input powers at which the 

fundamental tone and their respective intermodulation terms (IMD2 and 

IMD3) output powers are equal. 

 

 In practice, the tones related to the SFDR3 (2Ω1- Ω2) and (2Ω2- Ω1) will appear 

within the system bandwidth. SFDR2 terms (Ω1± Ω2 and Ω2± Ω1) fall outside the 

passband of a suboctave, hence they are only important for systems whose bandwidth 

extends over one octave, as stated in Chapter 2. 

By computing and substituting the corresponding OIP points and total noise for 

each modulation scheme, we can express the SFDR in terms of the RINtot parameter 

as: 

 

Figure 3.5 (a) Spectral response of a two-tones-test when the input power is increased and (b) 

typical fundamental and third order intermodulation power levels vs input power for the 

determination of the SFDR3. 
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with: 

 Aomega 
Mod being the spectral coefficient for the frequency tone defined by 

omega. 

 

The different optical spectral coefficients appearing in the previous equations are 

given, assuming a monochromatic optical source, by: 
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A non-monochromatic source can be employed as well. In this case, only the 

spectral coefficients must be modified and are defined in [40]. Moreover, the spectral 

shape of the optical source can be modified by the filter Hsh(ω,C). The global 

character of the obtained photocurrent terms and, particularly, of the developed 

figures of merit, makes the model suitable for its application to the generic-purpose 

MWP processor provided that it employs direct detection and the impact of external 

RF components can be neglected. However, it does not account for the case of 

coherent detection and, most particularly, for the case where self-homodyne or self-

beating detection is employed. Furthermore, the previous model does not account for 

the influence of the external RF components (RF amplifiers and filters), which are 

always required. To take into account these, the model must be extended, and this has 

been carried within the framework of this Thesis. 

3.3.2 Self-Beating coherent processors 

An emerging and important class of MWP systems operates in the so-called self-

beating mode. In this modulation/detection scheme, shown in Figure 3.6, a 

continuous wave (CW) optical carrier is first split into two paths by an input coupler 

characterized by a coupling coefficient K1. The CW carrier in one of the paths is 

intensity modulated (either single or double sideband) by an input RF signal in an 

external modulator, filtered to supress the optical carrier leaving the single (or 

double) RF sideband(s), which is (are) then processed by an optical core represented 

by a field transfer function H(). The filter transfer function can be employed to 

suppress one of the sidebands as well. Through this arm, the signal experiences an 

overall loss characterized by a lumped optical power transmission factor αU. In the 
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other arm, the CW signal propagates subject to no modulation and experiences an 

overall loss characterized by a lumped optical power transmission factor αL. Both 

paths are finally combined by an output coupler characterized by a coupling 

coefficient K2 prior to enter to one (or two) photodetector(s), where the RF-modulated 

signal beats with the CW signal that operates as a self-local oscillator. The balanced 

configuration comprises two photodetectors placed at each output of the coupler K2, 

where each one is characterized by a responsivity ℜ. The photocurrents generated at 

each one of these photodetectors are electrically subtracted to produce an output 

photocurrent iRF,out (t) flowing across an output impedance Rout. The single detection 

scheme comprises one single detector (photodetector 2 is disabled). The detailed 

derivation of iRF,out (t) and the figures of merit is provided in the Appendix A.2. 

In essence, this operation corresponds to a self-homodyne coherent system that is 

called to play a significant role in on-chip tunable MWP signal processors. In 

particular, this approach has been recently shown to bring improved flexibility in 

integrated MWP filters and beamforming networks [64]. As with any MWP system, 

the performance of self-beating configurations can be described in terms of the 

traditional figures of merit: RF Gain, Noise Figure (NF) and Spurious Free Dynamic 

Range (SFDR). However, to our knowledge, there was no reported model yielding 

expressions for these figures in this particular, but important case. The purpose of 

this section is to report such model, [81]. In fact, our original contribution is to derive 

the expression for the contribution from the signal-local oscillator beating term, 

which is not available in the case described in [40] and which will dominate the 

figures of merit in practice. We consider intensity modulation in two different system 

configurations: single and balanced detection respectively. Phase modulation is not 

developed here, but could be obtained following the same procedure, defined in 

Appendix A.2 
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Following a similar procedure as that reported in [10] we get the main figures of 

merit as: 
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Figure 3.6 Schematic of a Self-beating filtered MWP link or MWP system applying Intensity 

ODSB or OSSB modulation (inset) with balanced detection scheme, [81]. 
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where C, D, X, Y, for each detection scheme (Single (SD) and balanced (BD)), 

account for the splitting action of the input and output couplers as well as the optical 

losses of the upper and lower branches and can be defined as: 
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Finally, the spectral coefficients for the fundamental, second- and third-order 

intermodulation terms for the beating contribution present at Eqs. (3.16)-(3.21) are 

respectively: 
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where: 

 cosφ represents the polarization mismatch between the beating optical 

signals from the upper and lower branches. 

Simplified expressions for self-beating term domination 

The previous equations provide the most general expressions for the computation of 

the figures of merit, taking into account most of the factors behind non-ideal 

operation (insertion losses, finite CW optical carrier suppression, non-ideal filtering 

effects, polarization mismatch, etc.). In practice, however, several simplifications can 

be made. The most important one is that the term from the beating of the CW carrier 

(lower branch) and the modulated signal (upper branch) should be the dominant one 

in the output photocurrent. We will also assume that the optical carrier is completely 

suppressed by the filter in the upper branch. Under these conditions, the general 

figures of merit simplify to: 
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The noise figure and the spurious free dynamic ranges are obtained substituting 

Eqs. (3.28)-(3.31) into (3.17) and (3.21) respectively. In the case of balanced 

detection, we consider in addition ideal operation, that is, the same responsivity in 

both photodetectors and K2 = 1/2 that results in DY/X = 0 and CD/X = [αU αL K1(1- 

K1)]1/2. 

Application example: Self-beating MWP filter 

As an application example for the above model, we consider a MWP filter employing 

a tunable integrated filter composed of a ring-loaded Mach-Zehnder interferometer 

[13] illustrated in the upper part of Figure 3.7. This type of filter is made of a 

symmetric MZI, where both interferometer arms are coupled to a set of two ring 

resonators of the same perimeter. The coupling between the top/bottom MZI arms 

and the ring resonators is achieved by means of optical couplers with different 

coupling constants. These are schematically shown in upper part of Figure 3.7 as Kb,i 

and Kt,i (with i = 1, 2), where 'K' stands for the power coupling constant (in linear 

units), and 'b' and 't' stand for 'bottom' and 'top', respectively. Together with the 

relative optical phases of the ring resonators (ϕb,i, ϕt,i) and the relative phases of the 

MZI arms (ϕt,a, ϕb,a), they completely define the transfer function of the filter, as 

described in [32]. 

Ring-loaded MZI filters can be mathematically described with the same 

formalism employed in digital signal processing filters [32], so identical techniques 

can be used for their design. Our structure implements a canonical, 4th-order 

Chebyshev Type-II filter with a low-pass response. It features a stopband rejection of 

35 dB and a passband cut-off frequency of 9.44 GHz. The designed filter is shown in 

the lower part of Figure 3.7. The values of the different phase shifts and coupling 

constants required to achieve this transfer function are: Kt,1 = Kb,1 = 0.489, Kt,2 = Kb,2 

= 0.943, ϕt,1 = -ϕb,1 = 86.1096º, ϕt,2 = -ϕb,2 = -98.7306º, and ϕt,a = -ϕb,a = 54.5716º. Also 
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note that the optical response of the filter is periodic in frequency. The spectral period 

is known as the Free Spectral Range (FSR), and in this case, is 20 GHz. 

The integrated filter was designed for implementation in an InP platform at a 

nominal wavelength of 1550 nm. The effective group index of the employed 

waveguides is 3.7056, which yields a ring perimeter of 4.0451 mm for a FSR of 20 

GHz. Multimode interference couplers (MMIs) were employed to implement the 

input/output 3-dB couplers that split/recombine the signals in the MZI arms, as well 

as the couplers with different coupling constants that connect the arms with the ring 

resonators.  

Results for Self-beating intensity modulation-single detection systems/links 

We have applied the model derived in this section to a single-detector RF filter 

configuration using the double-loaded MZI optical filter of fourth order. We consider 

single-sideband modulation with a high degree of optical carrier suppression (around 

35 dB achieved as compared to the selected RF bands) by applying a carrier 

frequency shifting of ∆f0 = 10 GHz. For the evaluation of the figures of merit, we 

have employed the model, i.e. Eqs. (3.16)-(3.27), and the following values for the 

relevant parameters: αL = 10-3/10, φ = 0, (perfect state of polarization matching), ϕdc = 

 

Figure 3.7 (Upper) Schematic diagram of a ring-loaded Mach-Zehnder Interferometer 

considered as an example. (Lower) Chebyshef Type-II filter implemented by the ring-loaded 

MZI (filter details in text). 
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π/2 (MZM biased at the quadrature point), Vπ = 6.9 volt, Idc = 5 mA (which accounts 

for the modulation insertion losses, the responsivity of the photodetectors and the 

optical power at the carrier frequency), T = 298 ºK, kB = 1.3810-23 J ºK-1, K1 = K2, Zin 

= Zout = 50 Ω. For the signal frequencies, we have chosen (referred to the value of the 

optical carrier frequency fo = ωo/2π), f1 = 6.5 GHz, f2 =6.6 GHz, |f1 – f2| = 100 MHz 

(for second-order intermodulation products) and |2f1 – f2| = 6.4 GHz, |2f2 – f1| = 6.7 

GHz, (for third-order intermodulation products). 

Figure 3.8 displays the RF link gain (RF filter response) for the optimum case αU 

= αL as a function of the frequency. The locations of the relevant RF tones are also 

displayed. As we can observe, the spectral characteristic of the optical filter in Figure 

3.7 (Chebyshev Type-II) is translated or downconverted into the RF domain. In 

Figure 3.9, we represent the contour plots for the RF gain, the noise figure as well as 

the second- and third-order spurious free dynamic ranges as a function of K1 and K2 

for a realistic case where αL = 3 dB and αU = 6 dB (note that, due to the presence of 

the optical filter in the upper branch, it is reasonable to assume that αL < αU). As we 

can see, the K1 = K2 direction defines a region for optimum operation for all these 

performance parameters. For this particular case, we represent in Figure 3.10 the 

values of the RF gain, Noise Figure, SFRD2 and SFDR3, where the loss value of the 

upper branch αU is taken as a parameter. 

 

 

 

Figure 3.8 RF frequency response of the RF Front end obtained by self-beating and single 

detection. 
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The front-end performance is very sensitive to the loss in the two branches. As 

we can observe from Figure 3.10, it impacts three of the four figures of merit and the 

best values are obtained when αU = αL. However, as we have previously explained, it 

is realistic to assume that in practice αU > αL. Note that the best values for each figure 

of merit are obtained for different values of K = K1 = K2. In particular, the region 

around K = 0.5 renders optimum values for the RF Gain and SFDR3, and almost 

optimum for SDFR2 and NF. Since SDFR2 is not relevant for suboctave frequency 

spanning systems and the NF value is only 1 dB above the minimum, we conclude 

that K = 0.5 is the best operating point for this kind of configuration. Moreover, it is 

worth noticing that the MWP stage suffers from high-conversion losses assumed for 

the electro-optical and opto-electronic converters. Considering the quadratic relation 

between optical losses and RF loss, this can be mitigated using more efficient 

modulators and photodetectors, by increasing the optical power source or by 

integrating semiconductor optical amplifiers prior photodetection. 

 

Figure 3.9 Contour plots vs the value of K1 and K2 for the RF Gain (Upper left), Noise Figure 

(Upper right), SFDR2 (Lower left) and SFDR3 (Lower right) for the tunable RF-front end 

obtained by self-beating and single detection. System parameters are given in the text with αL = 

3 dB and αU = 6 dB. 
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Results for self-beating intensity modulated balanced detection systems/links 

In this occasion, we combine the two photocurrents generated by the two outputs 

from the output coupler. We expect an improved performance in terms of optimum 

RF gain as well as in terms of noise figure due to the common mode noise rejection 

under balanced detection. We use the same values for the rest of the system 

parameters as in the single detection case.  

Figure 3.11 displays the RF link gain (RF filter response) for the optimum case, 

K2 = 0.5, and αU = αL as a function of the frequency. The locations of the relevant RF 

tones are also displayed and, again, for comparison single-sideband modulation with 

optical carrier suppression is considered. As in the single-detector case, the spectral 

characteristic of the optical filter (Chebyshev Type-II) has been translated or 

downconverted into the RF domain. Note that the optimum gain in this case is 6 dB 

 

Figure 3.10  RF Gain (upper left), Noise Figure (upper right), Second-order Spurious free 

dynamic range (lower left) and Third-order Spurious free dynamic range (lower right) vs the 

value of the couplers K1= K2 =K, taking αU as a parameter for the tunable RF-front end 

obtained by self-beating and single detection. System parameters are given in the text. 
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higher as the detected RF current is double as compared to the single-detector case 

(i.e. RF power is 4 times higher). In this case, the requirement for balanced detection 

directly implies that K2 should be as close as possible to 0.5. Nevertheless, and as in 

the previous example, we show in Figure 3.12 the contour plots for the RF gain, the 

noise figure and the second- and third-order spurious free dynamic ranges as a 

function of K1 and K2. Again, we consider a realistic case where αL = 3 dB and αU = 

6 dB. 

In this case, we can observe that the K2 = 0.5 direction defines a region for 

optimum operation for most of the performance parameters. For this particular case, 

we represent in Figure 3.13 the values of the RF gain, Noise Figure, SFRD2 and 

SFDR3. In this last figure, the loss value of the upper branch αU is taken as a 

parameter. 

As in the single-detection case, the filter performance is very sensitive to the loss 

in the two branches. In this case, however, it impacts all the four figures of merit and 

the best values are obtained when αU = αL. However, as mentioned before, it is 

realistic to assume that in practice αU > αL. Another difference is the symmetric 

behaviour of all the figures of merit around the point K1 = 0.5. We therefore conclude 

that K1 = K2 = 0.5 is the best operating point for this kind of configuration. 

 

 

 

Figure 3.11 RF frequency response of the RF Front end obtained by self-beating and optimum 

balanced detection (K2 = 0.5). 
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Discussion of the application example 

The model developed for self-beating systems/links is very useful for two main 

reasons. In first place, it provides a means for the computation of the figures of merit 

in a novel class of MWP systems, which is called to play a significant role in 

integrated optic chips and, particularly, in programmable processors. Self-beating 

MWP configurations using OSSB modulation are ideal for small footprint 

subsystems, where a common laser source can be employed as both an optical source 

for modulation as well as a self-local oscillator, opening a completely new class of 

operation regime, where optical field spectral characteristics are directly translated 

into the RF region. In our case, the general model accounts for a considerable list of 

parameters that influence the overall performance.  

A second added value of the model is that it can be employed as a tool for 

comparing different configurations of complex MWP systems designed to perform 

the same task and to choose the best option in terms of the standard performance 

metrics given by the figures of merit. In this context, in the example shown, the model 

provides relevant information to compare both detection approaches. For instance, it 

 

Figure 3.12 Contour plots vs the value of K1 and K2 for the RF Gain (Top left), Noise Figure 

(Top right), SFDR2 (lower left) and SFDR3 (Bottom right) for the tunable RF-front end 

obtained by self-beating and balanced detection. System parameters are given in the text with 

αL = 3 dB and αU = 6 dB. 
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provides the optimum operation conditions as far as the values of the coupling 

constants K1 and K2 are concerned. For both configurations, the ideal performance is 

achieved around the K1 = K2 = 0.5 region, however the performance of each one is 

completely different. While the single-detector architecture shows a completely 

asymmetric performance around this point, the balanced-detector configuration 

results in a symmetric performance and is, therefore, more robust against drifts in the 

value of the coupling constants. For equal parameters, the balanced configuration 

renders a higher RF Gain (by 6 dB), higher SDFR2 (by 19 dB) and SDFR3 (by 7 dB) 

and lower NF (by 7 dB) compared to the single-detection case. 

The model allows, as well, the analysis of the performance of a given 

configuration when one or several relevant parameters (losses, DC modulator 

biasing, Vπ, etc.) are changed, providing an invaluable help in the design and 

performance prediction stages. 

 

Figure 3.13 RF Gain (upper left), Noise Figure (Upper right), SFDR2 (Bottom left) and SFDR3 

(Bottom right) vs the value of the input coupler K1 and taking αU as a parameter for the tunable 

RF front end obtained by self-beating and balanced detection (K2 = 0.5). 
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3.3.3 End-to-end model 

In order to obtain the closed-form expressions for the overall FOMs as a function of 

the FOMs of both the MWP and RF parts, we will derive the linear and nonlinear RF 

terms in the transition point between these two segments (point (2) of Figure 3.14). 

From this point forward, the detected signal enters into the RF part of the signal 

processor where it is restored by an RF amplifier and filtered by an RF filter 

characterized by an electrical transfer function He(Ω,C), where Ω is the angular 

electrical frequency, before exiting the processor. 

In our treatment (and for simplicity) we will not show explicitly the dependence 

of the transfer functions and figures of merit with the configuration vector C although 

this dependence must be understood to hold. We consider the following four possible 

operation regimes, [40]: Intensity modulation with single (I) or balanced (I-BD) 

detection and phase modulation with single (Φ) or balanced (Φ-BD) detection, self-

beating intensity modulation (I,SB) for both detection schemes.  

For a modulating signal composed of two sinusoidal functions at different electrical 

angular frequencies Ω1 and Ω2 (point (1) of Figure 3.14), the photocurrent at the 

output of the MWP part considering up to the second-order and the most relevant 

third-order frequency contributions (point (2) of Figure 3.14) are included in 

Appendices A.1 and A.2 for each MWP modulation scheme, including direct and 

self-beating detection. 

These input current terms to the RF part x(t) are subject to the action of the 

nonlinear RF amplifier modelled by a transfer curve y(t) = ax(t) + bx2(t), where a 

represents the amplifier gain and b its second-order nonlinear coefficient. The 

currents at the output of the RF filter for the signal, second- and significant third-

order distortion terms are computed and specified in Appendix A.3 together with the 

power terms that get the FOM. 

 

 

Figure 3.14 Generic concept of a software-defined reconfigurable MWP signal processor. 
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From these power values, one can get the overall processor FOMs as a function 

of the FOMs of the MWP part, the RF part gain GRF = a2 |He(Ω)|2, the RF Noise 

Figure NFRF and the RF amplifier parameters. This way, the processor overall Gain 

is given by: 

 

( ) ( ) ( ).Mod Mod

RF MWPG dB G dB G dB    (3.32) 

The processor Noise Figure results in: 

( ) ( ) ( ).Mod Mod

RF MWPNF dB NF dB NF dB   (3.33) 

For the dynamic range, and the particular case of self-beating, we will assume the 

domination of the self-beating term. For each modulation, the processor second- and 

third-order SFDR are, respectively, given by: 
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where: 
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  |HeN (ηΩ1 - Ω2)| (dB) = |He (ηΩ1 - Ω2)| (dB) - |He (Ω1)| (dB), for  η = {1,2}, 

is defined as the RF filter transfer function at each intermodulation term  

normalized to the fundamental. 

 T2
Mod and T3

Mod are coefficients that represent the quotient between the RF 

power of the intermodulation distortion terms caused by the RF part, 

respectively PIMD2,RF and PIMD3,RF, and the RF power of the intermodulation 

terms caused by the MWP part and subsequently amplified by the RF stage, 

respectively PIMD2,MWP and PIMD3,MWP. 

 

 This way, the greater the T2
Mod or T3

Mod, the more limiting the effect of the 

distortion introduced by the RF part is to the dynamic range of the processor. Note 

that, for the self-beating scheme, we have considered that the beating-term is 

dominant. 

The behaviour of the overall processor gain and noise figure predicted by (3.32), 

(3.33) is quite straightforward to interpret. The gain G
Mod

 is actually the sum in 

logarithmic units of the MWP and RF individual gains hence the two parts can be 

designed independently to achieve an overall gain target. A similar behaviour is 

observed for the overall noise figure NFMod with respect to the noise figure values of 

the MWP and the RF parts. The situation is, however, different when we consider the 

dynamic range parameters since it is not possible, in principle, to decompose the 

contributions of the MWP and the RF parts as they are coupled by the T2
Mod and T3

Mod 

coefficients, (3.34), (3.35). As a consequence, it is important to focus our 

performance analysis on the evaluation of the system linearity.  

The developed end-to-end model is extremely powerful and comprehensive. It 

provides analytical expressions for the evaluation of the main figures of merit 

characterizing the full end-to-end performance of the processor and taking into 

consideration the impact of both the photonic and the RF parts. Although these 

figures are expressed in terms of internal parameters and transfer functions that can 

be changed by means of suitable programming, the overall expressions are common 

for all the represented cases, regardless of the particular functionality for which the 

processor is programmed at a given instant of time.  

From the previous examples can be inferred the low efficient conversions in 

passive MWP systems that results in low RF gain. Higher optical power, lower 

modulator biasing and higher photodetector responsivities directly impact on greater 

RF gains. In the literature, we can find that EDFAs and SOAs are employed to obtain 

even positive RF Gain solutions or to, at least, compensate loss. This is crucial due 

to the quadratic relation between optical losses and RF loss. Special attention must 

be paid in the maximum optical inputs admitted by modulators and photodetectors. 

When employing optical amplification, the ASE noise is often dominant over the rest. 

In addition, the RF amplifier and the electronic filter can be employed to optimize 
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this Figures of Merit, but wideband RF amplifiers with operational frequencies 

greater than 25 GHz are difficult to find. 

  Each application might require stronger or softer specifications. For example, 

commercial high-frequency MWP transceivers are in the order of 5-10 dB of RF gain, 

7-10 dB of NF and 100-108 dB Hz 2/3, [35]. In the case of IFMs, the RF gain is not 

the most limiting FoM, since a minimum RF input signal greater than the system 

sensitivity will estimate the input frequency. 

Larger SFDRs imply that the difference between the maximum fundamental 

signal power and the distortion terms that will degrade the system’s performance 

becomes larger. Several linearization techniques can be applied to optimize this FoM.   

3.4 Linearization 

3.4.1 Direct Detection end-to end linearization 

The end-to-end model provides a simple physical interpretation of the roles played 

by the photonic and the RF parts, even in the case of nonlinear operation. As 

mentioned, as far as gain and noise figures are concerned, the model predicts an 

uncoupled and additive behavior (in dB units) of the photonic and RF parts. 

Therefore, if the impact of nonlinearity is of no particular concern, the designs of 

both parts can be carried independently. However, the processor performance as far 

as dynamic range is concerned, shows a coupled behavior between the two stages. 

For instance, considering third-order nonlinearities (a similar analysis can be carried 

out with second-order nonlinearities), the overall SFDR in Eq. (3.35) is composed of 

three terms. The first one corresponds to the overall dynamic range related to the 

internal photonic stage (SFDRMod
3,MWP)  and is shown in Figure 3.15.   

The second term is an uncoupled contribution arising exclusively from to the RF 

stage that can improve or degrade the dynamic range of the preceding photonic part. 

The first case happens when the undesired nonlinear term is sufficiently rejected by 

the RF filter so that |HeN (2Ω1 - Ω2)| (dB) + NFRF (dB) < 0. In the second case, |HeN 

(2Ω1 - Ω2)| (dB) + NFRF (dB) > 0, the dynamic range is degraded as it is shown in 

Figure 3.15. The third term represents the coupling between the photonic and the RF 

sections of the processor. This coupling depends on the parameter T3
Mod = PIMD3,RF / 

PIMD3,MWP that relates the RF power of the nonlinear terms generated at the RF and 

the photonic parts of the processor. The coupling appears because part of the 

nonlinearities generated by the RF stage are due to the mixing of linear and nonlinear 

terms generated by the previous photonic stage. Its effect is the shifting of the 

system's IMD3 curve as shown in Figure 3.15. In fact, if the nonlinear coefficient b 

of the RF part vanishes, then T3
X = 0 and the third term in Eq. (3.35) becomes zero 



54 Theoretical aspects of generic MWP Processors 

 

 

 

and therefore both the photonic and RF parts can be independently designed as far as 

RF gain, noise figure and dynamic range parameters are concerned. 

It is expected that NF and SFDR tradeoff relationships when designing the general 

processor architecture will be substantially different than those of ASPICs. This is 

due to the fact that the former will most probably include generic optical amplifying 

stages that will increase the noise floor and switching loopbacks, which will increase 

losses. However, at the same time, the filtering stages will have the possibility of 

reconfiguration and thus provide a higher suppression of intermodulation terms. All 

in all, the processor architecture is expected to provide different programming 

alternatives towards obtaining more flexible NF and SFDR tradeoff relationships.  

Depending on the required functionality, either an overall linear operation will be 

targeted (e.g. microwave filtering, beam-steering, etc.), whereas in other cases, it is 

the nonlinear performance that needs to be boosted (e.g. up- and down-conversion, 

frequency multiplication, etc.). The model presented here will provide a valuable tool 

for the design of both the photonic and RF stages and, if required, the necessary 

coupling between them to exacerbate an overall nonlinear behavior. 

We can illustrate the model applicability, focusing on system linearity, with three 

examples already reported in the literature so that we cover different optical filtering 

subsystems and detection schemes. We consider in particular: (1) an integrated 

frequency discriminator for phase-modulated microwave photonics links with direct 

 

Figure 3.15 Impact of the three terms in Eq. (3.35) on the overall third-order SFDR of the 

processor. 
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balanced detection (FM-DD) [13]; (2) an integrated optical bandpass filter (BPF) 

with single detection [82]; and (3) an asymmetric MZI with balanced detection [40]. 

Figure 3.16 illustrates the schematic layout of the three optical filters. 

The closed-form expressions for the global end-to-end FOMs derived in (3.32)-

(3.35) require the knowledge of the two parallel optical transfer functions, H11(ω) 

and H21(ω), that describe the reconfigurable optical filtering subsystem for a given 

state of the configuration vector C. Figure 3.17 shows the transfer function of the 

three optical filter examples as a function of the microwave frequency f = Ω/2π. We 

must note that the FM-DD operates in phase modulation, the BPF in intensity 

modulation, while we consider both intensity and phase modulation for the MZI. In 

all the scenarios, we assume a monochromatic optical source whose spectral density 

function is approximated by a delta function. The following parameters are kept fixed 

in all the computations: Mach-Zehnder intensity modulator biased at quadrature point 

ϕdc = π/2, Idc = 5 mA, input and output resistances Rin = Rout = 50 Ω and 20-dB RF 

amplifier gain (a = 10).  

As it is shown in Figure 3.16 (a), the PIC implementing the FM-DD is composed 

of two branches that are labeled as Filter 1 and Filter 2 and characterized, 

respectively, by H11(ω) and H21(ω). This photonic discriminator implements two 

functionalities: (1) the conversion of phase-modulated signals to intensity modulation 

and (2) the enhancement of the radio-over-fiber link performance by increasing the 

linearity and/or suppressing the noise. We consider two different frequency locations 

for the modulating tones: (f1 = 7 GHz and f2 = f1 + 1 MHz) and (f1 = 5 GHz and f2 = 
f1+1 MHz).  

The integrated BPF is composed of four cascaded stages, each one implemented 

with ring resonators in an asymmetrical MZI structure with feedback [82], as depicted 

in Figure 3.16 (b). By designing each filter stage to provide a pole, we obtain a 

bandpass response with a free spectral range of 15.6 GHz. In this case, we place the 

microwave frequencies in the vicinity of the first resonance: f1 = 16.5 GHz and f2 = 

14.7 GHz.   

 

Figure 3.16 Circuit layouts of the three optical filtering subsystems considered: a) FM-DD, b) 

BPF and c) MZI. 
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The asymmetric MZI filter is represented by two parallel optical filters with the 

following transfer functions: 

/2 /2

11 21( ) sin( / 2)   and   ( ) cos( / 2)j j

MZI MZIH j e H j e           (3.36) 

where αMZI = 1 is the MZI insertion loss and τ = 134.98 ps is the MZI differential time 

delay, [40]. We set the MZI to operate at quadrature, i.e. applying ω0τ = π/2, and 

place the microwave tones at the frequencies f1 = 17.3 GHz and f2 = 15.3 GHz. 

As we stated above, we cannot obtain the end-to-end processor dynamic range as 

the direct decomposition into its MWP and RF individual contributions for the 
dynamic range. As it can be concluded from (3.34), (3.35), the difference in the SFDR 

between the overall processor and the MWP stage, i.e. SFDRMod
2 – SFDRMod

2,MWP 

 

Figure 3.17 Transfer function of the three optical filtering subsystems considered as a function 

of the microwave frequency f: a) FM-DD (up), b) BPF (lower left) and c) MZI (lower right). 
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and SFDRMod
3 – SFDRMod

3,MWP, depends on the NFRF, the normalized electrical filter 

response and the coefficients T2
Mod

 and T3
Mod. 

Table 3.1 gathers the overall values of the processor FOMs computed for each 

one of the MWP application examples described above for a given RF stage. In 

particular, we consider a quasi-linear RF amplifier given by b/a = 0.15 and NFRF = 4 

dB as well as an electrical filter characterized by |HeN (Ω1)| = |HeN (Ω2)| = 0 dB, |HeN 

(Ω1 - Ω2)| = -3 dB and |HeN (2Ω1 - Ω2)| = -2 dB. For this set of typical RF parameters, 

we find that the coefficients T2
Mod and T3

Mod are both << 1 since the quotient involving 

the spectral optical coefficients AMod
Ωs in (3.11)-(3.15) is not big enough as compared 

to the term ɛMod (b/a)2, (which is of the order of 10-6 and 10-5, respectively for phase 

and intensity modulation). This means that for this particular design the impact of the 

MWP and the RF parts on the final dynamic range is decoupled, similarly to the 

behavior of the overall link gain and noise figure. Under this condition, if we keep 

using a linear or quasi-linear RF amplifier (b/a = 0.15), the variation in the dynamic 

range, SFDRX
2 - SFDRX

2,MWP and SFDRX
3, will depend solely on the noise figure of 

the RF stage and the response of the electrical filter, (see (3.34), (3.35)). In a first set 

of simulations, we will analyze the impact of the RF part on the dynamic range when 

varying either NFRF or the absolute value of HeN (ηΩ1 - Ω2). 

Figure 3.18 (left) shows both the second- and third-order distortion variations as 

a function of NFRF for all the optical filtering subsystems considered. As described 

before, the results are identical for all the MWP stage cases evaluated since T2
Mod and 

T3
Mod are negligible. The difference in the slopes for the SFDR variation can be 

understood from (3.34), (3.35) since this variation has a slope of -1/2 for second-

order nonlinearities while -3/2 for third-order nonlinearities. We can see that for a 3-

dB degradation of the SFDR variation, this behavior results in a maximum NFRF 

change of 6.2 and 4.5 dB, respectively. Figure 3.18 (right) illustrates the impact of 

the magnitude value of the RF filter at the frequencies of the intermodulation terms 

when keeping the rest of the simulation parameters fixed. Again, identical 

performance results were obtained for each one of the designs of the MWP stage. We 

can see how the SFDR variation increases as the absolute value of HeN (ηΩ1 - Ω2) 

decreases. The different slopes for the SFDR variation are also understood from 

(3.34), (3.35) since this variation has a logarithmic slope of -1 and -2/3, respectively, 

for the second- and third-order nonlinearities. We can see that the dynamic range 

related to the MWP part can be improved (SFDR variation greater than 0 dB) if the 

undesired distortion term is sufficiently rejected by the RF filter. To be more 

precisely, SFDRX
2,MWP and SFDRX

3,MWP are unaltered (SFDR variation of 0 dB) 

respectively for a 4-dB and 8-dB rejection of the RF distorting term as compared to 

the RF signal tone. This information is actually very useful since it allows a proper 

design of the RF filtering stage in order to improve the dynamic range of the MWP 

subsystem. 
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Table 3.1 – Overall FOM computed values for the three optical filtering subsystems 

considered  

Optical filter Scheme 

Mod/Det 
2

ModSFDR  

(dB·Hz1/2) 

SFDR3
X 

(dB·Hz2/3) 

GMod  

(dB) 

NFMod
 

(dB) 

FM-DD 

(f1 = 7 GHz) 
Φ-BD 99.68 105.36 0.17  (dB) + 4Mod

MWPNF  

FM-DD 

(f1 = 5 GHz) 
Φ-BD 88.02 102.27 -3.60  (dB) + 4Mod

MWPNF  

BPF I 84.36 115.71 -7.87  (dB) + 4Mod

MWPNF  

MZI 
I-BD 83.11 107.54 -5.20  (dB) + 4Mod

MWPNF  

Φ-BD 79.79 109.28 1.75  (dB) + 4Mod

MWPNF  

 

 

However, the rejection of third-order distorting terms in the electrical domain is 

difficult to achieve efficiently since they are placed close or even within the signal 

bandwidth. As mentioned, the suppression of these terms before leaving the MWP 

stage is advisable. The processor architecture is expected to provide different 

programming alternatives to implement flexible filtering stages for distortion 

suppression and different modulation/detection schemes to enhance system linearity 

or to foster the non-linear terms as desired. Another possibility, is to suppress the 

intermodulation terms prior to the RF amplifier by means of another electrical filter. 

In a second set of simulations, we analyze the impact of the RF amplifier linearity 

on the SFDR variation as a function of the ratio b/a in the range from 0 to10 while 

keeping fixed NFRF and HeN (ηΩ1 - Ω2). Note that b/a relationships for commercial 

 

Figure 3.18– SFDR variation as a function of NFRF (left) and as a function of |HeN (ηΩ1- Ω2)|,  

η = {1,2}, (right), for all the optical filtering subsystems considered: FM-DD, BPF and MZI. 
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RF amplifiers are often in the range (0.1-2), but it is extended to 10 to incorporate the 

highly nonlinear cases. Under these conditions, the dynamic range variation behaves 

differently when we compare the different optical filtering subsystems. For the BPF 

and the MZI examples, the impact of the RF amplifier linearity is not significant and 

we obtain nearly constant values for both dynamic range variations: SFDRX
2 - 

SFDRX
2,MWP = -0.45 dB and SFDRX

3 - SFDRX
3,MWP = -2.02 dB. However, a different 

behavior is observed in the case of the optical frequency discriminator, depending on 

the location of the modulating tones. Figure 3.19 shows the SFDR variation as a 

function of the ratio b/a for the FM-DD for both modulating conditions and different 

values of the RF noise figure. On one hand, we see how the variation of the second-

order SFDR for the microwave frequencies f1 = 7 GHz and f2 = f1 + 1 MHz (solid 

lines) decreases substantially as the non-linearity of the RF amplifier increases. This 

is sustained by the fact that the impact of the MWP and the RF parts on the overall 

dynamic range is coupled by the spectral term T2
Mod. The 3-dB degradation point at 

b/a = 2.65 sets the boundary between the MWP-limited and the RF-limited second-

order SFDR. On the other hand, the SFDR variation becomes nearly constant if the 

microwave tones are placed at the frequencies f1 = 5 GHz and f2 = f1 + 1 MHz (dashed 

lines) since, in this case, the spectral coefficients reduce the T2
Mod contribution. A 

similar condition is indeed shown for the third-order SFDR where the dynamic range 

variation remains constant with the ratio b/a for both modulating conditions. 
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3.4.2 Linearization of Self-Beating schemes at the MWP stage employing a 

Dual Parallel Mach-Zehnder Modulator 

As stated in the previous section, it is possible to design or configure the RF stage of 

a MWP system to enhance the system linearization. However, due to the proximity 

of the third-order distortion terms it is advisable to overcome the linearization task in 

the optical domain. 

 

Figure 3.19 (Upper) Second- and (lower) third-order SFDR variation as a function of b/a for 

the FM-DD. 
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Some linearization techniques can be performed directly in the MWP part, prior to 

the pure RF part of the processor. The dual parallel MZM architecture has been 

employed for the mitigation of third-order harmonic and intermodulation distortions 

on IM/DD schemes, [83, 84].  We have developed a linearization model that can be 

applied to the self-beating modulation/detection scheme developed in the previous 

sections, when a dual parallel MZM is employed (DPMZM), [85].  

Figure 3.20 shows the layout of a general self-beating filtered MWP system based 

in self-homodyne coherent detection with amplitude modulation described in [81], 

where, in this case, the modulation stage incorporates a DPMZM to perform the 

linearization process. Similarly to the technique developed in [83], for direct 

detection systems using two parallel MZMs, we have derived an analytical end-to-

end model exploiting the same physical principle of achieving destructive 

interference in the detected photocurrent for a desired intermodulation order and 

maximizing the fundamental term relation. The linearization process is carried 

providing the optimum parameters of the modulator to suppress the IMD3.  

The linearized system design will have seven degrees of freedom: the two bias 

voltages of the MZMs defined by ϕdc,i = πVdc,i/Vπ, the excess coupling ratio γ of the 

(same) RF signal supplied to one of the modulators with respect to the other, (where 

ϕrf,1 = πVrf/Vπ  and ϕrf,2 = γϕrf,1), the optical in- and out- coupling ratios in the DPMZM 
(a and b, respectively) as well as the phase shifts for the upper and the lower arms 

(ψ1 and ψ2). The physical meaning of γ > 1 is related to the increase in the RF 

amplitude voltage that has to be applied to one modulator with respect to the value 

 

Figure 3.20 Schematic of a Self-beating filtered MWP link or MWP system applying Intensity 

modulation with a Dual Parallel MZM (inset) with balanced detection scheme. 
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applied to the other and therefore, can be considered as an electrical power penalty 

EP = 20 log (γ).   

By developing the same analytical procedure used in the self-beating intensity 

modulated system [81], but including the DPMZM, we can obtain the fundamental 

tone C at the frequency Ω1 given by the photocurrent beating term Ib(Ω1), and those 

associated to the intermodulation tones IMD2 and IMD3. All of them are computed 

and included in the Appendix A.4. 

The third-order linearization can be achieved by finding a value of γ that cancels 

the IMD3 photocurrent term and maximises at the same time the fundamental 

photocurrent term without increasing the second-order intermodulation IMD2 

photocurrent. By forcing the IMD3 to zero and solving for γ, we obtain the optimum 

value as: 
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In practice, we prefer a real value of γ since otherwise an extra RF phase shifter 

has to be inserted prior to the RF modulation input of one of the MZMs. A real value 

for γ is obtained if ψ1 = π and ψ2 = 0: 
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(3.38) 

For comparison purposes, it is necessary to know how the linearization process 

affects the fundamental and the IMD2 terms. Ideally, the photocurrent associated to 

the linearized fundamental tone CL should not decrease whereas the IMD2,L should 

do. Figure 3.21 (a) shows the spectral components when one MZM is employed 

without linearization, i.e. a = b = 0, γ = 0, while Figure 3.21 (b) shows the spectral 

components after the linearization process that employs the DPMZM. As a figure of 

merit to evaluate the change produced in the fundamental and the IMD2 contributions 

by the linearization process, we define the ratio between the linearized and un-

linearized second order intermodulation terms IMD2,L/ IMD2 and the ratio between 

the linearized and un-linearized fundamental terms CL/ C as: 
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We require values greater than 1 for this figure of merit to guarantee that the 

second-order distortion compared to the fundamental term is not increased as a result 

of the IMD3 suppression. We have identified two cases of practical interest due to 

their simplicity in terms of the required values for the bias points and phase shifters 

in the two arms of the DPMZM. 

Case 1: ψ1 = π and ψ2 = 0, φdc,1 = φdc,2 = π/2 

In this case, our degrees of freedom in the DPMZM are the coupling constants (a and 

b) of its in- and out- Y junctions, which we can design, optimize and fix. Both upper- 

and lower- arm modulators are biased in quadrature and will modulate the same RF 

signal. However, as previously mentioned, the lower modulator will be feed with the 

same RF signal as the upper modulator but with a voltage amplitude excess given by 

γ = ϕRF2/ϕRF1. Finally, there is a static π-phase shift between the upper and lower arms 

of the DPMZM to produce destructive interference between the parallel outputs. By 

substituting the parameters values, we can directly obtain from Eq. (3.38) the 

necessary value of γ to suppress the IMD3: 

      31 1 0.a b ab  (3.40) 

The ratio between linearized and unlinearized (a = b = 0) fundamental tone 

currents CL/C is obtained the fundamental term equation as: 

      1 1 ,LC
a b ab

C
 (3.41) 

 

Figure 3.21 Photodetected spectrum without (Left) and with the applied linearization (Right). 
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and must be maximized subject to the condition given by Eq. (3.40). This is done by 

means of a Lagrange multipliers method, which is described in detail in the Appendix 

A.4. The outcome of this optimization renders the following values for a and b:  
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Under this condition, the ratios between the linearized photocurrents and the 

unlinearized terms are obtained as: 
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Substituting (3.43) and (3.44) in (3.39), we have: 
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 (3.45) 

Figure 3.22 (upper left) shows the results computed for (3.43)-(3.45) against the 

electrical power penalty EP = 20 log (γ), [83]. As far as the fundamental term is 

concerned, the black trace indicates that, in principle, almost negligible optical 

penalty can be achieved in theory provided that an electrical penalty of over 10 dB 

can be assumed. In practical terms, and due to the coupling of the electrical penalty 

with the values of the optimized splitting ratios for the input and output Y branches 

of the DPMZM, (Eq. (3.42)), there is a maximum electrical penalty that can be 

assumed if realistic splitting ratios are to be employed. This is illustrated in the lower 

left part of Figure 3.22, where we plot Eq. (3.42) versus EP. If, for instance, a 

minimum value of a = 0.05 can be assumed due to fabrication tolerances, the 

maximum affordable electrical penalty is around 9 dB, which results in an optical 

penalty slightly below 1 dB. In a similar way, the blue trace curve describes the 

system’s behavior as related to IMD2. The first interesting feature is that, for any 

value of the electrical penalty, the blue curve remains above the black curve. This 

means that upon this third-order linearization process the IMD2 photocurrent always 

suffers a higher attenuation than that of the fundamental tone. The solid red line 

indicates that, at the same time that IMD3 is suppressed, the IMD2 term experiences 
a greater attenuation as compared to that experienced by the fundamental tone. This 

means that as far as IMD2 is concerned, the system linearity is also improved.  
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Case 2: ψ1 = π and ψ2 = 0, φdc,1 = φdc,2=π/2, b=1/2 

This is a particular condition of Case 1, where b is fixed to ½ to obtain two balanced 

modulated outputs. Since now there is one variable less than in (3.40), we obtain a 

direct relation that yields the optimum operation: 
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Figure 3.22 Case 1. (Upper) Optical penalties vs Electrical Penalties, (Lower) Coupler 

coefficient vs Electrical Penalty for Case 1 (left) and Case 2 (right). 
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Following a similar process, we obtain exactly the same expression of CIMD2,L/ 

CIMD2 than in Eq. (3.45). The right part of Figure 3.22 shows the results for this 

case, where we observe a similar behavior as in case 1. However, the range of allowed 

electrical penalty values is reduced (5 dB as compared to 8 dB of case 1), while the 

minimum optical penalty for the fundamental tone is increased of (around 4.5 dB as 

compared to 1 dB of case 1). As in case 1, the behavior as compared to IMD2 is 

improved and, in fact, the relative improvement is the same in both equalization 

methods.  

Discussion 

Both linearization cases are in principle capable of cancelling third-order 

intermodulation distortion from the modulation stage while, at the same time, 

improve the linearity of the system as related to second-order intermodulation 

distortion. Note that whereas the standard/commercial DPMZMs are usually 

symmetric, it is feasible to obtain asymmetric coupling in Y-branches by proper 

design [53]. In the first case, a better performance is obtained in terms of optical 

power penalty for the fundamental tone (i.e. smaller than in case 2 for the same 

amount of electrical power penalty). This is achieved at the expense of a more 

complex design of the DPMZM since both the input and output Y-branch splitting 

ratios are asymmetric. However, as a result from the optimization process, both have 

the same value (Eq. (3.42)). In case 2, one of the two Y-branches can be symmetric, 

however this does not render any significant advantage in terms of fabrication. Since 

case 2 is more restrictive in terms of affordable electrical power penalty, the 

conclusion is that the approach of case 1 is preferable from the practical point of view. 

Note however that the optimum bias point for IMD3 suppression should be kept fixed 

and this requires the stabilization of the bias voltages for the upper and lower MZMs 

as well as for the phase shifters to avoid the drifting of the optimum operation 

conditions. 

It should be pointed out as well that none of the two cases can obtain simultaneous 

cancellation of second- and third-order intermodulation distortion despite the fact that 

both MZMs at the two DPMZMs are biased in quadrature. This is not surprising as 

second-order intermodulation distortion cancellation at quadrature biasing points is 

only achieved for the case of direct detection, that is for intensity modulators, while 

the system under consideration here works under self-beating coherent detection, that 

is for electric field modulators. In fact, the topic of linearized electric field modulators 

has been scarcely addressed in the literature but is currently raising increased interest, 

as coherent systems are becoming commonplace in optical fiber communications. A 

possible configuration for a near linear field response modulator (NLFRM) has been 

reported very recently in [86], which proposes a two-stage modulator. 
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3.5 Implementation of different modes of operation 

In this chapter, we have proposed the first integrated MWP processor architecture 

that can perform the main MWP functionalities by software definition. Moreover, a 

field-based end-to-end model has been developed accounting for both MWP and RF 

stages that computes the fundamental and intermodulation terms to obtain the figures 

of merit that characterise the system. It allows system evaluation as well as a powerful 

designing tool to properly programme the photonic processor.  

To conclude this chapter, we illustrate in Figure 3.23 to Figure 3.26 the 

configurations of the proposed architecture to work in different modes of operation 

depending on the frequency domain of the signal to be processed at the input and 

output processor ports: electrical/electrical, electrical/optical, optical/electrical, and 

optical/optical. 

Electrical/Electrical operations are typically employed in MWP functionalities 

such as RF-filtering, instantaneous frequency measurement, frequency mixing, RF 

and millimetre-wave arbitrary signal generation to cite a few. It requires the processor 

to enable the optical source, the electro/optic and optoelectronic converters as well as 

the reconfigurable optical core. Figure 3.23 depicts the signal flow within the 

processor. Note that if a second modulator is integrated, it can be enabled to perform 

the frequency mixing operations based on the cascade of 2 EO modulators. 

Sometimes, the processed signal has to be distributed. The processor can leverage 

the inherent properties of optical fibres for distribution purposes. Figure 3.24 

illustrates the electrical/optical operational mode that is widely employed in radio-

over-fiber MWP links. At the receiver point of the link, another multipurpose MWP 

processor with the same architecture can be employed. In this case, it would be 

working in optical/electrical mode. The receiver, shown in Figure 3.25 has the chance 

to process the signal before the photodetection stage. In addition, the processor 

working in O/E mode can enable its own optical source to act as a local oscillator. 

The last working mode, depicted in Figure 3.26, is the optical/optical. In this case, 

the input signal can be processed directly in the optical domain. Optical channel 

management such as add/drop, switching and broadcasting operations are common 

optical processing operations. 

Finally, all the modes may coexist for a certain multi-task functionality. For 

example, a modulated signal could be divided after being processed and both 

distributed through the optical ports and downconverted by the photodetectors. 
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Figure 3.23 Generic purpose MWP processor architecture in Electrical/Electrical operation 

mode. (Left) Processor settings and signal flow, (right) targeted operation scheme. 

 

Figure 3.24 Generic purpose MWP processor architecture in Electrical/Optical operation 

mode. (Left) Processor settings and signal flow, (right) targeted operation scheme. 

 

Figure 3.25 Generic purpose MWP processor architecture in Optical/Electrical operation 

mode. (Left) Processor settings and signal flow, (right) targeted operation scheme. 
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3.6 Discussion 

Due to the considerable number of parameters involved in the generic MWP system 

equations developed in this chapter, it is difficult to test here the dependence of each FoM 

for each parameter variation. However, the final equations allow to quantitatively 

determine their impact in an intuitive way. The generic analytical model developed here 

aims to be a practical tool applicable for most of the MWP systems reported to date as 

well as a dynamic tool for the programmable photonic processor configuration. The 

reported model is developed for typical architectures. However, the model, in its current 

form, is limited to passive RF links. The extension of the model to incorporate amplified 

MWP links/systems has been identified as future work. The main impact of the integrated 

SOA will be the reduction of RF losses (RF gain increment) at the expense of added 

amplified spontaneous emission (ASE) noise and nonlinearities from the four-wave 

mixing effect created by carrier population oscillations, [87]. 

For each application, the model allows the designers to know the minimum conditions 

for each subsystem to obtain the desired specifications. Reduced-loss systems aiming at 

least 0 dB gains, reduced noise figures and larger dynamic ranges are desired for most 

MWP applications. In this sense, on-going research on on-chip optimum modulators, 

photodetectors, integrated sources and on-chip optical amplification presents year by year 

more efficient devices. 

Current ASPICs have demonstrated reduced RF gains, noise figures and large 

dynamic ranges. However, these figures have not been demonstrated within a single chip. 

Moreover, reported values of FoM account for systems that are not fully integrated and 

cannot be easily compared. A recent publication [20] integrates all the subsystems, but 

E/E measurements are not available. 

 

Figure 3.26 Generic purpose MWP processor architecture in Optical/Optical operation mode. 

(Left) Processor settings and signal flow, (right) targeted operation scheme. 
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In current ASPICs, the gain issue has been solved by the inclusion of external optical 

amplification prior / after the integrated optical processing core. Some remarkable chips, 

employ on-chip optical amplification, [43].  

In a medium-term, it should be feasible to simultaneously achieve operation 

bandwidths up to 60 GHz, internal RF losses <20 dB, Noise figures between 3-15 dB and 

spurious free dynamic ranges >110 dB.Hz2/3, reducing current discrete-based MWP 

systems SWaP values to <3·10-5 m2, <0.02 kg and <3 W, respectively, with the optimum 

configuration and design of a generic-purpose programmable MWP processor.
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Chapter 4  

Optical Core Design for RF-Photonic Processors  

4.1 Introduction 

The central element of the reconfigurable optical processor is the optical core, where 

the main signal processing tasks are carried in the photonic domain. Ideally, the 

optical core should be built upon a versatile architecture capable of implementing 

different functionalities in response to different electronic control signals. In practice, 

among the reconfigurable photonic circuits proposed in the literature, the ones that 

could especially emerge as candidates for this core are either based on the cascade of 

finite (i.e. Mach-Zehnder interferometers) or infinite (i.e. Ring Cavity) impulse 

response cells or a combination of both. Some examples are illustrated on Figure 4.1, 

which correspond to configurations limited to the synthesis of 1-input/1-output or 2-

input/2-output periodic filters and allow for bandwidth reconfiguration and notch 

tunability by moving their zeros and poles along the z-plane.  

As a first alternative to go one step further in terms of flexibility, the former 
approach can be extended to implement a subsystem of switched optical signal 

processing elements including different types of fixed and reconfigurable filtering 

 

Figure 4.1 Demonstrated photonic filters allowing pole and zero reconfigurability/tunability. 

(a) 4-cell based reconfigurable filter [42], (b) 2- and 1-cell reconfigurable filter [82, 19] and (c) 

1-cell reconfigurable filter [43]. 

Semiconductor Optical Amplifier (SOA)

a) b) c)

Phase shifter 3-dB Coupler Tunable Coupler
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structures and interconnections as illustrated in Figure 4.2. This example includes 

finite impulse response (FIR) and infinite impulse response (IIR) filters and 

dispersive delay lines (DDL) that can be accessible by the correct programming of 

optical routing and switching elements subsystems (ORSEs) that interconnect them. 

This architecture is limited in terms of flexibility and scalability. The optical routing 

and switching elements would need to have medium-count ports depending on the 

number of component banks. 

A more flexible architecture is the universal multiport photonic interferometer, 

which is based on planar arrangements of reconfigurable beam splitting and phase 

shifting devices that can implement any arbitrary unitary linear transformation 

between input and output optical modes. These transformations are essential to 

support advanced optical functions, which include, among others, linear quantum 

optical gates and circuits, microwave photonics signal processors, spatial mode 

converters, data centre connections and optical networking functionalities, [26]. 

The most common design for universal photonic interferometers is based on the 

triangular arrangement of ideal 2x2 beam splitters with phase shifting capabilities 

that was proposed by Reck et al. [26]. This scheme was lately extended by Miller to 

include the possibility of self-reconfiguration and the use of non-ideal components 

[27]. Figure 4.3(a) shows, for instance, an example of 4 x 4 triangular interferometer. 

 

Figure 4.2 Reconfigurable Optical Core implementation based on component switching. 
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Very recently, however, Clements et al. [88] have proposed a new design, which is 

based on a rectangular arrangement of the same 2x2 beamsplitters and requires half 

the optical depth as compared to the triangular arrangement. An example of a 4 x 4 

rectangular arrangement is shown in Figure 4.3(b). This feature makes this design 

more robust against losses and fabrication errors. Although universal interferometers 

are a powerful and versatile architecture, these structures are limited to feed-forward 

propagation of light and linear operations. Section 4.3.4 expands the analysis of 

universal couplers. 

Before the publication of the enhanced rectangular universal interferometer, 

Zhuang and co-workers [51] pioneered a design for a programmable optical core 

inspired in a similar concept of that of the FPGA in electronics. This approach is 

based on a 2D waveguide square mesh network where the connections between 

waveguides are controlled by means of tunable balanced MZIs. The key difference 

with the previous mesh designs relies on the connectivity configuration between 

beamsplitters, which allows both feedforward and feedbackward propagation of light. 

By means of external electronic control signals, each MZI in the mesh can be 

configured to operate as a directional coupler or simply as an optical switch in a cross 

or bar state providing independent amplitude- and phase-controlled optical routing. 

In this way, the combination of different MZIs in the 2D square grid, -each 
individually configured as desired-, enables, in principle, the synthesis of any kind of 

optical core circuit topology, including finite and infinite impulse response filters, 

 

Figure 4.3 (a) Reck/Miller Triangular arrangement [26, 27], (b) Clements Rectangular 

arrangement, [88], (c) Square Mesh topology, [51], (d) Hexagonal Mesh Topology [52], (e) 

Triangular Mesh Topology, [52]. 
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where the sampling period can be discretely tuned by appropriate switching along the 

beamsplitter-based squared mesh. This mesh is potentially the most flexible 

candidate alternative for implementing programmable photonic processor cores. 

Notwithstanding, space and power consumption constraints play a critical role in 

the design of photonic circuits in general and of optical meshes in particular. The 

limited area available for growing the optical mesh, and the need to reduce to a 

minimum the number of switching elements required for implementing a set of 

optical core topologies call for a careful analysis of possible geometries for the mesh 

topology implementing the optical core. In this chapter, we propose and analyse two 

alternative designs: the triangular and the hexagonal mesh and compare them with 

the square design proposed in [51]. While offering new opportunities and capabilities, 

the meshes allowing feedbackward propagation of the light might suffer from 

undesired backreflections degrading the signal processing performance or even 

damaging the system. This undesired effects are covered by Appendix C together 

with the impact consideration for non-ideal components. 

4.2 Waveguide mesh design and comparative analysis 

We propose two new configurations of tunable coupler-based meshes that can 

synthetize photonic integrated circuit designs. Figure 4.4 (a) and (b) illustrate a 4-cell 

arrangement for the novel hexagonal and triangular meshes, respectively, and their 

associated interconnections schemes at the bottom. As in the square-type mesh, 

illustrated for comparison in Figure 4.4 (c) [51], the basic building block of these 

meshes is a tunable coupler that must provide, independently, a complete splitting 

ratio tuning and phase response. This switching/tapping/dephasing mechanism can 

be obtained either by exploiting the electro-refraction and/or the electro-absorption 

effect, or by means of the thermo-optic effect, in a broadband 3-dB balanced Mach-

Zehnder Interferometer (MZI). By configuring each tunable coupler placed at each 

side of the cell perimeter as a switch (in either its cross or bar state) or as a tunable 

coupler, one can synthesize a given photonic integrated circuit topology, as shown in 

[51]. 

The upper part of Figure 4.5 shows the tunable basic unit (TBU) composed by the 

tunable coupler and its access (input/output) waveguides. The geometry of the latter 

is a function of the bending radius and vary for each mesh topology due to different 

angle between elements. The basic unit length (BUL) is:  

 ,access Tunable CouplerBUL L L     (4.1) 

where Laccess is the overall length of the access waveguide segment and LTunable-Coupler 
is the length of the tunable coupler. 
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Although different structures of tunable couplers can be considered in principle 

(balanced and unbalanced 2x2 couplers, 3x3, and 3-dB MZIs) [89], we will only 

consider 3-dB balanced MZI structures loaded with a heater on each arm, as 

illustrated in the lower part of Figure 4.5. Nevertheless, the treatment is not restricted 

to this case and can be employed for alternative TBUs structures and tuning 

mechanisms. 

 
Figure 4.4 Reconfigurable Mesh designs (upper): (a) Hexagonal type, (b) triangular type, (c) 

square type [51], and their associated interconnections points (bottom). 

 

Figure 4.5 (a) (Upper) Labelled schematic of a general tunable coupler acting as the basic 

building block of the mesh. The Basic Unit Length (BUL) is illustrated as the sum of the 

tunable coupler length and the arc length of the access waveguides. (Lower) Particular case of 

an integrated balanced MZI-based tunable coupler. (b) Signal flow for the different TBU 

configuration states. 
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Referring to the right part of Figure 4.5, the tunable basic unit can implement 3 

different states: cross state switch (light path connects in1 to out2 and in2 to out1), 
bar state switch (light path connects in1 to out1 and in2 to out2) and tunable splitter.  

For a balanced MZI loaded with heaters on both arms, the splitting ratio is 

obtained by increasing the effective index due to the Joule effect in the upper or lower 

arm, producing a ϕupper and ϕlower phase shift respectively. Once set, a common drive 

in both heaters will provide a common phase shift, leading to independent control of 

the amplitude ratio and the phase. The device matrix is defined by: 

 sin cos
,

cos sin

j

TBUh je
 


 

  
  

 
   (4.2) 

where θ is (ϕupper- ϕlower)/2 and Δ is (ϕupper+ ϕlower)/2. The coupling factor K is then 

defined as cos2(θ). 

The prior matrix has a general loss term γ that includes the effect of propagation 

losses in the access waveguides, the tunable coupler waveguide and the insertion 

losses for both 3-dB couplers. The device performance can be characterized in terms 

of the optical power by its insertion losses (IL) and optical crosstalk parameters 

(CTBar and CTCross): 
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   (4.3) 

These provide valuable information regarding the losses of the tunable units. 

Since they are connected in cascade configuration to build up the mesh, the overall 

IL of a certain synthetized device will be the sum of the ILs corresponding to the units 

across through which the light has travelled. As an example, if we assume overall 

device losses of 10 dB and IL of 0.2 dB for each TBU, then the longest path will be 

limited to 50 units. In the case of the optical crosstalk, the figure determines the 

leaking of signal that might cause optical reflections and undesired interferometric 

paths coupled to the desired photonic circuit to be programmed. 

Although theoretically the TBU is in a cross state in absence of applied bias, due to 

fabrication phase errors the unbiased state is random. In order to reduce the footprint 

of the synthetized circuits, we allow the possibility of using all the unit ports 

independently. For example, in a cross state set both in1/out2 and in2/out1 

connections can be employed. 
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We now analyse and compare the performance of the hexagonal, triangular and 

square mesh designs in terms of a set of figures of merit, which are relevant from a 

chip integration point of view. For each case, the figure of merit is defined and the 

quality criterion specified. Finally, we consider the overall performance of each mesh 

design taking into consideration all the defined figures of merit, [52]. 

Spatial tuning resolution step and reconfiguration performance  

Tunable-coupler based meshes will be usually employed and reconfigured to 

implement either finite impulse response MZIs or infinite impulse response ORRs 

filters. These are spectrally periodic and their FSR is inversely proportional to the 

length mismatch between the two arms in the case of MZIs or the cavity length in the 

case of ORRs. The spatial tuning resolution step quantifies which is the minimum 

step in BUL units by which the arm length mismatch or the cavity length can be 

increased/decreased. The smaller the value of this figure of merit, the better, as this 

allows a finer discrete spatial sampling and therefore a wider range of interferometric 

lengths (LORR in the case of ORRs) or arm length mismatch values (∆LMZI in the case 

of MZIs). The value of ΔʋFSR, the frequency separation corresponding to the spectral 

period FSR of the filter is given by: 

 

 
,FSR

g

c

n N BULs
 

 
   (4.4) 

where ng is the group index of the waveguide and N=LORR or N=∆LMZI depending on 

whether an ORR or a MZI is considered normalized to the BUL. Note as well that 

more complex configurations, like coupled resonator optical waveguides (CROWs) 

[60], side-coupled integrated spaced sequence of resonators (SCISSORs) [90] and 

ring-loaded MZIs [31, 91], can be configured with any mesh, but in principle, these 

will be built upon combination of the basic ORR and MZI structures. 

For a fixed BUL, each mesh design has a different spatial resolution capacity for 

synthesising the length of the cavities and the arm length differences of the 

interferometric structures. For instance, Figure 4.6 and Figure 4.7 illustrate an 

example of particular implementations of ORRs and MZIs with hexagonal and 

triangular mesh designs, respectively. Notice that this particular hexagonal MZI 

configuration re-uses one tunable coupler inside one of the arms that is set in cross 

state and thus operating as an integrated waveguide crossing. 
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The results of our comparative analysis accounting for the resolution step are 

shown in Table 4.1. 

 

 

Figure 4.6 Optical Ring Resonator (left) and Mach-Zehnder Interferometer (right) 

configurations over a hexagonal mesh (up) and corresponding light paths (bottom). 

 

Figure 4.7 Optical Ring Resonator (left) and Mach-Zehnder Interferometer (right) 

configurations over a triangular mesh (up) and corresponding light paths (bottom). 
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 Table 4.1 – Values for the possible cavity lengths (ORR) and arm length mismatch (MZI) in 

BUL units for the different mesh designs, n ϵ N {0,1,2,…} for MZIs and n ϵ N {1,2,3,…} for 

ORRs. 

 

 Square Triangular Hexagonal 

MZI 4Sq

MZIL n   3Tr

MZIL n   2Hx

MZIL n   

ORR 4Sq

ORRL n  3Tr

ORRL n   6,10 2Hx

ORRL n   

 

The maximum FSR value sets the operational frequency limit for MWP 

applications. Regarding ORR configurations, the triangular mesh offers the 

maximum achievable FSR. For cavity lengths above 10 BULs, the hexagonal mesh 

doubles the resolution of the square mesh. As far as MZIs configurations are 

concerned, the hexagonal mesh offers the maximum achievable FSR and, again, 

doubles the resolution of the square mesh. Both the triangular and hexagonal meshes 

improve the spatial tuning resolution of the square mesh. The results show that, in 

general, the finest spatial tuning resolution corresponds to the hexagonal mesh with 

an incremental step of 2 BULs, although the smallest cavity value in the case of 

implementing an ORR is 6 BULs followed by a second step of 4 BUL units.  

Given a maximum value available for N, set typically by the maximum tolerated 

insertion losses we define the reconfiguration performance of the mesh as the number 

of filters with different ΔʋFSR values that can be implemented. Figure 4.8 plots this 

figure of merit for the square, triangular and hexagonal meshes as a function of N for 

the ORR (upper) and MZI (lower) filters. We include here a plot extension to 

emphasise that the limit in the maximum achievable interferometric length is given 

by the accumulated losses rather than by the available chip area or the number of 

cells. As an example, assuming a low-loss 0.3-dB TBU IL, which is quite below the 

state-of-the-art, a modest hexagonal mesh of 7 cells enables interferometric lengths 

larger than 30 BULs introducing 9-dB accumulated losses. The same area that 

allocates 7 hexagonal cells allows a larger number of square and triangular cells and, 

therefore, support larger interferometric paths. Nevertheless, an interferometric 

length larger than 30 suffers from more than 9-dB of accumulated losses, so the final 

design becomes impractical. Note that the chosen IL per TBU is below the achievable 

with the current state-of-the-art and that an increment in this figure implies a further 

reduction in the maximum allowable interferometric length for the synthesised 

circuits. 
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Note that the hexagonal configuration clearly features the best reconfiguration 

performance as compared to the triangular and the square meshes for MZI 

implementation. In the case of ORRs, the hexagonal and triangular meshes provide 

similar results although the hexagonal configuration outstands both the triangular and 

rectangular configuration for larger values of the cavity length. 

Number of switching elements per unit area  

From a standalone point of view of integration density, a mesh having a number of 

switching elements as high as possible should be preferable. However, in practice, 

additional factors lead to a different conclusion when taken into consideration. First 

of all, the maximum number of TBUs that build up the longest light path will be 

limited by their non-ideal propagation and coupling characteristics.  In addition, if 

the tuning mechanism requires metal layers to route the control signals that take up 

the same layer level, a reduced figure of switching elements per area facilitates this 

task offering a reduction in the BUL, since there is no need to increase the length of 

the access waveguides to provide a free way to the metal tracks. If the wirebonding 
alternative is preferred, this is also desirable since there is more free space available 

to prevent the crossing of wires by increasing the separation between metal junctions. 

Also, in the case of using a MZI as the tunable basic unit, a reduced value of this 

 
Figure 4.8 (Left) Reconfiguration performance vs available maximum value of N 

expressed as an integer number n of the BUL for the square, triangular and hexagonal 

meshes. ORR (upper) and MZI (lower) designs. (Right) Maximum Interferometric 

length limitation due to accumulated losses (topology-independent and more 

restricting) and area constrains for each alternative topology. 
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figure of merit offers extra free space to grow further apart the arms of each MZI, 

reducing the crosstalk due to the tuning mechanism, i.e., thermal crosstalk in this 

case. Finally, a higher number of switching elements per unit area leads to more 

power-hungry configurations and does not necessarily mean more flexibility in 

reconfiguration performance. Thus, for equal reconfiguration performance, a mesh 

design having a number of switching elements per unit area as low as possible is 

preferred.  

The footprint of the mesh is obtained first by computing the area of the unitary 

cell and then by multiplying by the number of cells. For the sake of comparison, we 

normalize the polygons that define each unit cell (square, hexagon and triangle) by 

their side, i.e., all the meshes have sides with the same BUL. In this way, we neglect 

the waveguide access difference between meshes, which is the case when the BUL is 

large as compared to the bending radii of the technology of integration. The unit cell 

area can be expressed in general as Aunit-cell = kBUL2, where k = 1 for the square cell, 

3 3 / 2k   for the hexagonal cell and 3 / 4k   for the triangular cell. For reference, 

as it will be shown in the next subsection, if we consider a square normalized area 

that could allocate a modest number of cells, it is straightforward to obtain that the 

number of switching elements per normalized area and its comparative increase or 

decrease percentage taking the square mesh as a reference. This figure yields a 

reduction of the 36.66% for the hexagonal mesh and an increment of 65% for the 

triangular mesh. This indicates that the hexagonal waveguide mesh provides the best 

performance in terms of this figure of merit.  

Replication flexibility: Number of possible alternative geometries for filter 

implementation 

Another important figure of merit is the mesh replication flexibility defined as the 

number of possible different alternative geometries that a given mesh design topology 

provides to implement a given ORR (with a fixed cavity length) or MZI configuration 

(with a fixed arm length imbalance). This metric is a good indicator of the potential 

for configuring complex devices involving cascaded photonic circuits.  

When a new photonic device needs to be added in an already operational mesh, it 

will occupy part of its unused space, which is available. The more flexible the mesh 

architecture is to replicate an ORR or a MZI, the easier it will be to allocate it within 

the spare space. To make a fair comparison between the proposed designs, we have 

considered the synthesis in an infinite mesh of ORRs with cavity lengths of up to 16 

BULs and MZIs with arm imbalances of up to 12 BULs. In order to account for all 

the MZI designs that provide the same FSR, we have limited the synthesis to MZIs 

whose minimum arm length is equal or shorter than 3 BULs. The results of our 

analysis are shown in Table 4.2. The two final rows in the table provide a cumulative 

figure on the total number of replication options and the replication ratio (compared 

to that of the triangular mesh) for ORRs and MZIs. For ORRs the square mesh 
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features a replication flexibility which is approximately double to that of the 

hexagonal mesh and approximately a 30% extra replication flexibility as compared 

to the triangular mesh. For MZIs, the hexagonal mesh benefits from its ability to 

provide shorter paths (i.e. 1 and 2 BULs) featuring approximately a 236% extra 

replication flexibility as compared to the triangular mesh and exceeding square mesh 

metrics by a 12%. 

Table 4.2. Number of different devices that can be configured for each mesh design 

ORRs MZIs 

LORR 

(BULs) 
Square Hexagonal Triangular ∆LMZI (BULs) Square Hexagonal Triangular 

3 - - 1 0 1 1 1 

4 1 - - 1 - - - 

5 - - - 2 - 2 - 

6 - 1 2 3 - - 1 

7 - - - 4 3 2 - 

8 5 - - 5 - - - 

9 - - 6 6 - 3 7 

10 - 3 - 7 - - - 

11 - - - 8 11 8 - 

12 20 5 8 9 - - 3 

13 - - - 10 - 17 - 

14 - 11 - 11 - - - 

15 - - 15 12 42 31 8 

16 60 22 - - - - - 

Total 86 42 32  57 64 19 

Replication 
ratio 

2.68 1.31 1  3 3.36 1 
 

 

In order to illustrate the replication flexibility concept, in Figure 4.9 we plot for 

each mesh topology the settings to programme fixed-FSR ORRs with the cavity 

describing different geometries. Here, the nomenclature employed is the following: 

DEV[NR][ML] where DEV={ORR,MZI} stands for the device implemented, N is 

the cavity or arm length mismatch in BUL units, R appears if coupler reutilization is 

employed, M is the number of re-utilized couplers and L={A,B,C,...} is a letter that 

designates different designs sharing equal values for the preceding parameters in the 

code. In particular, we illustrate the case of setting ORRs of the same length in a bus 

configuration (SCISSORs). The upper left part shows, for instance, the unique 3 ways 

of synthetizing ORRs of normalized circumference length equal to 10 BULs using a 

hexagonal mesh. For the triangular mesh, the two alternatives of synthetizing ORRs 
of normalized circumference length equal to 6 BULs are shown in the upper right 

part of Figure 4.9. These results match the ones predicted by Table 4.2. Finally, the 

lower part of the figure shows the unique five alternatives to programme ORRs of 
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normalized length 8 BUL using a square mesh. Notice that the first three designs also 

re-use one of the TBUs.  

It is also worth mentioning that different devices could also share TBUs in order 

to save space. For example, in the square mesh, between the ORR8A and the ORR8B 

an ORR8R1C could be synthetized sharing their outer bar-state-configured TBUs.  

The results from Table 4.2 confirm that the square mesh is the most flexible when 

replicating ORRs but, at the same time, they outline that this mesh design is the most 

restrictive one in terms of spatial tuning resolution step. On the other hand, the 

triangular mesh is the most restrictive in terms of replication flexibility due to its 

mesh complexity and its interconnection scheme, as it is shown at the bottom of 

Figure 4.4. Nevertheless, its spatial tuning resolution step is better than the square 

mesh. Finally, the hexagonal mesh presents a good equilibrium between medium-

high flexibility and the highest spatial tuning resolution step. 

Losses and spatial resolution associated with TBU interconnections  

Interconnections between the TBUs determine the spatial resolution and the losses 

due to bending radii and polarization rotation. To make a fair comparison between 

the meshes, we consider two benchmarking alternatives. In both cases, the tunable 

 

Figure 4.9 Different mesh types configured to synthesise cascaded ORRs of fixed 

FSR in different geometries. (Up/left) Hexagonal waveguide mesh programming 

three cascaded ORRs of 10-BUL cavity length, (Up/Right) triangular waveguide 

mesh programming two OORs of 6-BUL cavity length and (lower) square 

waveguide mesh programming five ORRs of 8-BUL cavity length. 
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coupler length of the TBU is kept constant: In the first one, the bending radii of the 

curves are fixed while in the second it is the BUL that is kept constant. 

In the first case, the fixed radius is dictated by the integration technology platform. 

It ranges typically from 5-30 µm in silicon waveguides to 100-250 µm in Indium 

Phosphide, 100-1000 µm for Silicon Nitride platforms and about 1000 µm for Silica 

on Silicon. In this case, the BUL of each mesh will be different as it depends on a 

fixed term (the tunable coupler length) and a variable term (the access length) defined 

by: 

 

 
( )

2
,

360
access both

Ra
L




    (4.5) 

where α is the angle in degrees of the arc defined by the interconnection, and Ra the 

radius of curvature. Both of them are illustrated in Figure 4.10 for each mesh design. 

Since the angle between TBUs required by the square, hexagonal and triangular 

meshes are 90º, 60º and 120º, respectively, then the access length of the hexagonal 

mesh is a 33% shorter compared to the square mesh while it is a 33% longer for the 

triangular mesh compared to the square mesh. 

Therefore, when the radius of curvature is fixed, the BUL and, thus the spatial 

resolution, will be different for each mesh. Figure 4.11 shows the relation between 

the BUL of a given mesh design to that of the square mesh as a function of the ratio 

between the access waveguides and the tunable coupler length. The range of 

applicability of this curve depends on the material platform used to implement the 

mesh. For instance, in silicon photonics, the bending radii of 5-30 µm compared with 

a tunable coupler length of about 500 µm, places the region of application in the left 

side of the graph. In this case, the increase or decrease in the BUL associated to the 

triangular or the hexagonal meshes will be practically negligible as compared to that 

of the square mesh. In other platforms featuring higher values for the minimum 

bending radius, the region of application in Figure 4.11 will move towards the right 

part of the graph, leading to a higher spatial resolution for the hexagonal mesh.  

 

Figure 4.10   Access length and angle definition for each mesh: (a) square, (b) 

hexagonal, (c) triangular. 
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The second case for comparison consists in fixing the value of the BUL so the 

product α·Ra shown in the right part of Eq. (4.5) remains fixed. In this case, the 

bending radius will be different for each mesh and, more precisely, when compared 

to the square mesh, the triangular will be a 25% smaller whereas the hexagonal will 

be a 50% higher. Here, since the losses associated to the bending radius and the 

polarization rotation are greater for shorter bending radii, the hexagonal mesh 

features, again, the best performance. 

Table 4.3 summarizes the results of the previous subsections carried for the 

different figures of merit and the three mesh designs. With the exception of the 

replication ratio of ORRs, the hexagonal mesh design is the most versatile option 

featuring the best results in all the figures of merit. Its superior performance in terms 

of spatial tuning resolution step allows for a higher reconfiguration performance, that 

is, a wider range of spectral periods that can be implemented with complex structures 

built upon combining ORR and MZI based filters. The reduced value in the number 

of switching elements per unit area allows simpler configurations in terms of 

fabrication, electrode deposition, control pad interconnections and power 

consumption. Finally, and equally important, the hexagonal lattice mesh provides 

shorter curved sections for a given access waveguide bending radius and a fixed BUL 

value, which, in turn, results in lower propagation losses.    

We conclude therefore that the hexagonal mesh is, in general, the most suitable 

option of the three considered for the implementation of the reconfigurable optical 

core in the programmable processor.  

 

Figure 4.11 Relation between the BUL of a given mesh design to that of the 

square mesh as a function of the ratio between the access waveguides and the 

tunable coupler length. 
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Table 4.3. Summary of values for the figures of merit of the different mesh designs 

Figure of Merit Triangular Square Hexagonal 

ORR cavity spatial tuning resolution step in BUL units  

(the lower the better) 
3 4 

2* 
The first and 

second step has 

a resolution of 

6 and 4. 

MZI arm imbalance spatial tuning resolution step in BUL 
units 

(the lower the better)  

3 4 2 

ORR reconfiguration performance (the higher the better) 

(for X=25 BUL) 
8 6 9 

MZI reconfiguration performance 
(for X=25 BUL) 

8 6 12 

Switching elements per unit area compared to  square % 

(the lower the better for a fixed value of reconfiguration 

performance) 

+65.00% 0.00% -36.66% 

Replication Ratio for ORR structures up to 16 BUL 
cavity length  

(the higher the better). 

1 2.68 1.31 

Replication Ratio for MZI structures up to 12 BUL 

interferometric length 
(the higher the better). 

1 3 3.36 

Laccess/Laccess square % 

for a fixed Ra 

(the lower the better) 

+33.33% +0.00% -33.33% 

Ra/Rasquare % 
for a fixed BUL 

(the higher the better) 

-25.00% +0.00% +50.00% 

 

 

Comparative analysis for a specific application case 

Once we have analysed the three mesh designs, we provide a more detailed 

comparative study for a specific but representative case. Here we consider a 5x5 

BUL2 available surface to implement the mesh and assume a silicon photonics 

platform featuring optical waveguide propagation losses of 2.5 dB/cm and a group 

index of ng = 4.2933 at a wavelength of λ = 1550 nm. The TBUs are implemented by 

means of balanced 3-dB MZIs loaded in both arms with thermal tuners to provide 

independent amplitude ratio and phase tunability. The MMI couplers placed at the 

input/output of the MZI have excess losses of 0.1 dB each. The BUL is set to 700 

µm, which allows a phase tuning beyond 2π preventing the burning of the tuning 

heater. With this value, the chip area is 12.25 mm2, which is within the state of the 

art range of fabrication. The area can allocate, assuming negligible the impact of the 

access waveguide, 25 square, 9 hexagon or 57 triangle unit cells, and the number of 

switching elements (tunable couplers) will be 60 for the square mesh, 38 for the 

hexagonal and 99 for the triangular. Taking then into consideration the area of the 

unit cells given in the previous section, it is straightforward to obtain that the number 
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of switching elements per normalized area is 2.4 for the square mesh, 1.52 for the 

hexagonal mesh and 3.96 for the triangular mesh. In order to compensate the greater 

angle of the triangular mesh access waveguides and to provide a more squared layout, 

we have limited the triangular mesh to 54 cells. The longest path in the mesh is in the 

range of 22-24 BULs and, therefore, the number of structures with different FSR 

values can be anticipated from Figure 4.8. 

Figure 4.12 shows all the possible arrangements that result in different FSRs for 

ORRs up to 20 BULs in each of the three mesh designs (8 for the hexagonal, 7 for 

the triangular and 5 for the square), which match the results predicted by Figure 4.8. 

As we can check, the hexagonal mesh provides the highest number of different 
cavity lengths and thus of FSR values. Note, however, that the highest FSR value 

corresponds to the triangular mesh. Figure 4.13 depicts the spectral characteristics 

attainable with each mesh design where propagation and coupler losses have been 

 
Figure 4.12 Optical Ring Resonator filters with different cavity lengths that can be 

implemented in a 5x5 BUL2 area using the hexagonal, triangular and square mesh 

designs. ORR N means an optical ring resonator filter with cavity length of N 

BULs. 
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taken into account. In each case, the coupling constant of the cavity coupler is 

adjusted to the critical coupling ratio set by the cavity losses. Each spectrum can be 

finely tuned if necessary over a whole FSR period by employing one of the TBUs 

inside the cavity as a phase shifter. For reference, since one BUL corresponds to a 

FSR of 100 GHz, a cavity with length k BUL will render a filter with a FSR of 100/k 

GHz. 

Figure 4.14 shows all the possible arrangements that result in different FSRs for 

MZIs with path unbalance of up to 20 BULs in each of the three mesh designs (11 

for the hexagonal, 7 for the triangular and 6 for the square), which match the results 

predicted by Figure 4.8. Again, we can check that the hexagonal mesh provides the 

highest number of different cavity lengths and thus of FSR values. In this case, there 

is a remarkable difference in the number of available FSR values as compared to the 
triangular and square meshes. The highest FSR value corresponds also to the 

hexagonal mesh.  

 
Figure 4.13 Spectra of the different ORRs available for each mesh design option. In all 

the cases, the cavity coupler is adjusted to attain critical coupling. Larger and shorter 

FSR are highlighted with dashed and dotted lines, respectively, for each mesh. 
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The spectral characteristics attainable with each mesh design are shown in Figure 

4.15 where, as in the ORR case, propagation and coupler losses have been taken into 

account. Each spectrum can be finely tuned if necessary over a whole FSR period by 

employing one of the TBUs in one of the two arms of the MZI structure as a phase 

shifter. For reference since one BUL corresponds to a FSR of 100 GHz, a path length 

mismatch of k BUL will render a filter with a FSR of 100/k GHz. 

 
Figure 4.14 Mach-Zehnder Interferometer filters with different path length mismatch 

that can be implemented in a 5x5 BUL2 area using the hexagonal, triangular and 

square mesh designs. MZI Z means a Mach-Zehnder Interferometer filter with path 

length mismatch of Z BULs. 
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Conclusions derived from the comparative analysis 

We have proposed two novel mesh design geometries for the implementation of 

tunable optical cores in programmable photonic processors. These geometries are the 

hexagonal and the triangular lattices. They have been analysed and compared to a 

previously proposed square mesh topology in terms of a series of figures of merit that 

have been defined in this chapter to account for metrics relevant to on-chip 

integration of the mesh. 

We have found that the hexagonal mesh configuration provides the best 

performance for most of the relevant metrics. These results are relevant for the 

implementation of a versatile reconfigurable optical core in the programmable 

processor. 

 

Figure 4.15 Spectra of the different MZIs available for each mesh design option. 

In all the cases, the output coupler is 50:50 and the input coupler is adjusted to 

attain maximal rejection (loss balancing). 
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Note that for both device configurations the larger the path, the higher the IL is. This 

effect produced by the non-ideal characteristics of the TBUs, such as coupling and 

propagation losses, limits the maximum number of TBUs and, therefore, the size of 

the circuit. 

4.3 The hexagonal waveguide mesh optical core 

We have shown that hexagonal-shaped meshes feature improved performance in 

terms of spatial tuning reconfiguration step, reconfiguration performance, switching 

elements per unit area and losses per spatial resolution, [52] and enable the simplest 

implementation of both classic FIR and IIR photonic circuits. We show in this section 

that more complex classic filters and universal interferometers can be efficiently 

programmed as well in this mesh topology. For this reason, we only consider the 

hexagonal waveguide mesh topology for the optical core of the general-purpose 

software defined integrated photonic processor.  

4.3.1 Finite Impulse Response (FIR) filters  

Unbalanced Mach-Zehnder interferometers (UMZIs) are 2-input/2-output periodic 

notch filters that constitute the basic building blocks for lattice and transversal filters, 

[32]. UMZIs find multiple applications [30], including linear phase filters, multi-

channel selector biosensors, group delay compensators and biosensors. These 

filtering structures are all-zero filters in the z-plane. 

A multi-stage filter can be realized by cascading single UMZIs structures. In order 

to programme the optical core to produce a one-stage FIR filter, the first step is the 

location and configuration of the first TBU that will operate as the input tunable 

coupler defined by a coupling constant K1. Second, two synthesised waveguide paths 

have to be configured fulfilling two conditions: They have to maintain the desired 

differential path length (ΔL = LLonger –Lshorter) or a desired FSR given by Eq. (4.4) 

accomplishing at the same time, that both final TBUs coincide at each of the input 

ports of the closing coupler (K2) of the UMZI. By suitably tuning each TBU within 

the mesh, we can implement UMZI devices with path unbalances given by ΔL = 2n 

BUL, for n = 0, 1, 2, 3…. By taking the minimum possible value for the length of the 

shorter path, we can reduce the insertion losses of the filter and the number of TBUs. 

Figure 4.16 illustrates the targeted PICs with their corresponding settings of each 

TBU inside the mesh to obtain three different UMZI Filters with different FSRs. Note 

that the numbers accounts for the MZI arm lengths in BULs. Similarly, Figure 4.17 

illustrates the implementation of two multi-stage filters by cascading single UMZIs, 

enabling a sixth- and fifth-order filter, respectively.  
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Different values of the coupling constants K1 and K2 change the absolute 

magnitude of the zero in the UMZI transfer function bringing it closer or farther to 

the unit circle. The closer the zero is to the unit circle, the deeper are the notches in 

the transfer function and the higher is the phase shift step in the phase transfer 

function, [32]. A phase shifter can be programmed applying a common phase shift to 

one of the TBUs while maintaining fixed its splitting ratio. In this way, we can 

achieve the tuning of the resonance notch position over a complete spectral period by 

proper phase shifting in one of the UMZI arms. This is equivalent as moving the zero 

along the z-plane without changing its absolute magnitude. Pseudo-code algorithms 

for basic and complex FIR structures can be found in Appendix B.2. 

 

Figure 4.16 FIR filter implementations. (Left) hexagonal mesh setting for (Right) 

three different targeted UMZI Filters 

 
Figure 4.17 Cascaded FIR filter implementations: (left) hexagonal mesh setting 

for (right) two different targeted lattice UMZI Filters of 6th and 5th order. 
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Cascading this building block is a straightforward way to realize higher order all-

zero responses in the z-plane. A wide variety of algorithms is available in the 

literature for the synthesis of these so-called lattice filters, which provide the values 

of the coupling coefficients and phase terms that render the targeted spectral 

magnitude or phase response, [30, 32].  

4.3.2 Infinite Impulse Response (IIR) filters  

Ring cavities are either 1-input/1-output or 2-input/2-output periodic filters. In the 

first case, they implement all-pole IIR notch filters, while in the second they can 

implement both IIR notch and FIR+IIR bandpass filters [32]. They constitute the 

basic building blocks for more complex filter designs such as CROWs and 

SCISSORs. Ring cavities find multiple applications [31] including integrators, 

differentiators and Hilbert transformers [49], dispersion compensators [31], as well 

as tunable radiofrequency phase shifters and true time delay lines, [92]. 

In order to program such a filter, the first step is the location and configuration of 

the first TBU that will operate as the input coupler defined by a coupling constant K1. 

Secondly, a waveguide path has to be configured starting from one output port of the 

first TBU and ending in one of the input ports of the first TBU –providing the desired 

cavity length (ΔLORR) or FSR. One of the TBUs within the waveguide path can be set 

as a second coupler (K2) to implement a second input/output port and therefore enable 

or 2-input/2-output filter. By suitably tuning each TBU within the mesh, we can 

implement single optical ring resonators with cavity lengths given by ΔLORR = 6, 10, 

12, 14, … BULs. Different values of K1 and K2 set the values of the absolute 

magnitude of the zero and the pole [32]. Since any TBU in the waveguide implement 

the cavity can be operated as a constant-amplitude phase shifter from 0 to 2π, we can 

tune the filter resonance position along a full spectral period. Figure 4.18 illustrates 

the mesh configuration for three IIRs filters with different FSRs with cavity lengths 

corresponding to 6, 10 and 12 BULs, respectively. Note that, in this example, the 

shorter cavity has both tunable couplers activated (i.e., it is a 2-input/2-output filter). 
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4.3.3 Complex multistage filters 

We can build more complex (multicavity) signal processing structures like CROWs 

[93], SCISSORS [94], and ring-loaded MZIs [20] using the former basic building 

blocks in the waveguide mesh and activating more TBUs to provide additional 

propagation paths. These are usually 2-input/2-output filters that are characterized by 

transfer functions with a higher number of zeros and poles. By suitably tuning the 

coupling constants and additional phases, one can obtain, for instance, filters with 

special characteristics in the modulus or the phase response [31].  

4.3.3.1 Coupled Resonators Optical Waveguides (CROWs) 

An N-th order CROW consists of a chain of N rings where each ring is coupled to 

one preceding and one succeeding ring (with the exception of the first and last in the 

chain). The rings in the CROW chain usually have the same length, however, to 

increase the overall filter FSR, rings with slightly different perimeters in a Vernier 

configuration can be employed, [32]. Figure 4.19 (a) illustrates the implementation 

of a 10-stage CROW characterized by 6-BUL cavity lengths. 

4.3.3.2 Side-coupled Integrated Spaced Sequence of resonators (SCISSORs) 

Cascading ring cavities in one or two common waveguide buses leads to the 

implementation of higher-order response SCISSORs filters.  Typically, all the ring 

resonators have the same cavity length. Figure 4.19 (b-d) illustrates different 

 

Figure 4.18 Single-cavity IIR Filter implementations. (Left) hexagonal mesh 

setting for (right) three different targeted ORR filters. 
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SCISSOR configurations that can be implemented with the waveguide mesh: (b) is a 

9-stage single-channel where all the rings are connected to the same waveguide bus, 

(c) is a 5-stage doubled-channel, where a second output waveguide bus collects the 

FIR + IRR bandpass outputs from the ring resonators and (d) is a 5-stage double 

cavity SCISSOR where two 6-BUL coupled cavities are connected to the collecting 

waveguide buses per stage. Note that, in this particular case, the signal propagation 

through the two collecting waveguide buses is in the same direction. 

4.3.3.3 Ring-loaded Mach-Zehnder filters (RL-MZIs) 

These optical filtering architectures consist of Mach-Zehnder Interferometers with N 

and M optical ring resonators cascaded on each arm respectively, [31, 91]. They allow 

the independent setting of zeros and poles. These structures can be used for 

implementing compact and footprint reduced all-pass, and bandpass filters with 

arbitrary responses. Figure 4.20 shows two examples of single and double- RL-MZI 

filters where the ring cavity length is 6 BULs. 

 

Figure 4.19 (Left) Settings for CROW & SCISSOR filter implementations in the 

hexagonal mesh core for (right) (a) 10th-order CROW, (b) 9th-order Single channel 

SCISSOR, (c) 5th-order Double channel SCISSOR, and (e) twisted double channel 

SCISSOR. 
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4.3.4 Universal linear optics transformers 

The function of a linear optics device is to transform a series of N orthogonal modes 

(|ϕI⟩ into the corresponding N orthogonal modes at the output (|ϕO⟩), [26, 33]. This 

transformation, is defined by a unitary matrix U (|ϕO⟩ =U|ϕI⟩). Linear transformations 

are the fundamental building block of many applications in quantum information and 

communication systems, switching and routing, microwave photonics and optical 

channel management and supervision. The proposed hexagonal waveguide-mesh 

enables the implementation of the two layout versions of the universal linear 

interferometer proposed in the literature, [26, 88, 95, 34, 96, 97, 98, 99]. 

4.3.4.1 Reck-Miller/ Triangular-arrangement interferometer 

Figure 4.21(a) displays an example of a 4 x 4 interferometer implemented by means 

of a triangular arrangement of beamsplitters and Figure 4.21(b) shows the equivalent 

structure implemented on a hexagonal waveguide mesh. Each beamsplitter can set a 

certain splitting ratio and a relative phase to the upper output. Reck et al. [26] and 

Miller [27] have developed algorithms to programme and configure the triangular 

arrangement so it can implement any desired linear unitary transformation, [27, 33]. 

To adapt, for example, the synthesis algorithm developed by Miller to the hexagonal 

waveguide mesh we, first of all, need to consider the possible different phase 

contributions due to the different access paths established between the interferometer 

inputs and the internal processing elements forming the triangular arrangement of 

beam splitters and, from these, to the different outputs.  

 

Figure 4.20 Ring-Loaded MZIs: (Left) Hexagonal mesh settings and (right) targeted 

single-loaded fourth order and double-loaded eighth order filter, respectively. 
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These different phase contributions must be compensated. Then, we need to 

establish an equivalent configuration, -using the available elements in our hexagonal 

waveguide mesh-, to the MZI with a phase shifter in the upper output port employed 

by Miller and shown in Figure 4.21(c).  In our case, as illustrated in Figure 4.21(d), 

the equivalent “beamsplitter” is implemented using a TBU for the tunable coupler 

(with a transfer matrix defined by hTC as in Eq. (4.2)), followed by two TBUs, which 

are biased in cross state and employed as output connections. In the latter, the upper 

TBU also implements a phase shifter and is defined by the transfer matrix hUPS. The 

lower TBU is defined by the transfer matrix hLPS.  

Miller's synthesis algorithm is based on writing any of the input basis functions 

as a linear combination of each input port or rectangular functions (|ϕ1n⟩), and 

configuring sequentially each row of beam couplers for each input mode. These input 

modes can be obtained from the columns of the Hermitian Adjoint of the matrix U. 

A procedure describing the synthesis algorithm adaptation and the related equations 

is provided in the Appendix B.1. 

Figure 4.22 illustrates an application example that includes the corresponding 

coupling and additional phase’s values to configure the hexagonal core for a 

Hadamard transformation of size 4x4, defined as: 

 

Figure 4.21 Universal interferometers: (a) Classical triangular arrangement and (b) 

hexagonal mesh based implementation of a 4 x4 interferometer. (c) Beamsplitter 

for the classical approach and (d) corresponding beamspliter implementation with 

3 TBUs for the hexagonal waveguide Mesh. 
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   (4.6) 

The actual implementation of the triangular arrangement for a 4x4 interferometer 

using a hexagonal mesh with the labelled configuration for each TBU is depicted, for 

the previous matrix, specifying: ID, for the TBU identification label, K, for the 

coupling constant, ϕ for the additional phase shift. The letter P is used to indicate that 

the TBU remains in passive state (both phase shifters are unbiased). The coefficients 

and phase terms are found using the configuration algorithm developed in Appendix 

B.1. 

4.3.4.2 Clements/Rectangular-arrangement interferometer 

Figure 4.23(a) displays an example illustrating the implementation of a more compact 

4 x 4 multiport interferometer based on the rectangular arrangement proposed by 

Clements et al. [88]. Figure 4.23(b) shows the equivalent structure implemented on a 

hexagonal waveguide mesh. In the algorithm developed by Clements, each 

beamsplitter (Figure 4.23(c)) sets a certain splitting ratio and a relative phase 

sequentially to programme and configure the whole rectangular arrangement so it can 

implement any desired linear unitary transformation efficiently, [88].   

 
Figure 4.22 Universal interferometer: TBU settings of the hexagonal mesh for the 

Triangular arrangement implementation programming a Hadamard 4x4 linear 

transformation. ID: TBU identification Label, K: coupling constant, ϕ: additional 

phase shift, P: coupling constant when both phase shifters are unbiased. Green-colour 

edges for TBUs acting as a tunable coupler and Black-colour for the cross state. 
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To adapt this layout and its synthesis algorithm to the hexagonal waveguide mesh, 

we need to perform a few modifications. First of all, we must use a different matrix 

for the beam coupler/TBU structure. In our case, as can be seen in Figure 4.23 (d), 

we employ a TBU for the tunable coupler (coloured in green), defined by a transfer 

function hTC, and the two precedent TBUs (coloured in black) for the required 

connections. Here, the upper one operates in cross mode providing an extra phase 

shifting (Upper Phase Shifter, hUPS), while the lower one operates in cross mode. 

Note that incidentally, both the classical and hexagonal approaches of rectangular 

arrangements need an extra phase shifter at each channel output that is required for 

certain applications, indicated as (*) in Figure 4.23(b). Finally, some of the outer 

TBUs that build up the interferometer must be configured to be phase-transparent 

featuring the phase-shift values indicated in Appendix B.1, where together with a 

procedure describing the synthesis algorithm adaptation, we provide the related 

equations, incorporating the special case where the element to be null is already equal 

to 0. 

Figure 4.24 illustrates an application example that includes the corresponding 

coupling and additional phase’s values to configure the same Hadamard 

transformation as in the previous case defined by (4.6). 

Note that the rectangular arrangement is the most compact topology for the 

synthesis of a certain N x N linear transformation. 

 

Figure 4.23 Universal interferometer: TBU settings of the hexagonal mesh for the 

rectangular arrangement implementation programming a Hadamard 4x4 linear 

transformation. ID: TBU identification Label, K: coupling constant, ϕ: additional 

phase shift, P: coupling constant when both phase shifters are unbiased. Green-

colour edges for TBUs acting as a tunable coupler, black colour for the cross state 

and orange colour for the bar state. 
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A key advantage of this hexagonal mesh is the possibility to flexibly combine 

universal interferometers with other classic photonic integrated circuit structures that 

can be programmed over the mesh as well, such as Mach-Zehnder Interferometers or 

interferometric cavities. This comes at the expense of more beamsplitters for a certain 

N x N linear transformation, that will increase from N (N-1)/2 (triangular and 

rectangular arrangements), to (3*N*(N-1)/2) +2*N for hexagonal applications. As 

previously outlined, a phase shifter/TBU must be added to each output, increasing 

the previous numbers by N.  

Another advantage of the hexagonal mesh implementation is that, assuming equal 

losses for all the TBUs, the overall path losses for each configured channel will be 

equal, as the number of TBUs where the signal goes through is the same. 

4.3.4.3 4-sides interferometer: Channel management 

Rectangular arrangements can be programmed to manage different optical channels 

enabling broadcasting, add/drop configurations, multiplexing and demultiplexing 

functions to cite but a few. A different device can be obtained if we add optical ports, 

in not only the left and right side of the arrangement, but also in the top and bottom 

sides of the rectangular arrangement thanks to the hexagonal mesh topology. 

The main difference is that functionalities that are more compact can be achieved 

with this configuration. Consider that, for the standard rectangular arrangement, an 

Add/drop functionality would require N input ports equal to the number of channel 

inputs (I) and add channels (A). In the same way, the number of outputs ports will be 

 

Figure 4.24 Universal interferometer: Rectangular arrangement TBU settings on 

hexagonal mesh based programming a Hadamard 4x4 linear transformation. 
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equal to the number of output channels (O) and drop channels (D). Figure 4.25 (top) 

illustrates this new configuration that places add and drop channels in the upper and 

bottom part respectively enabling a more efficient device. The TBUs from H1 to H5 

are set in bar state performing the add/drop operation for the matrix illustrated in 

Figure 4.25 (top/right). In particular, corresponds to an Add (drop) operation for 

A1(D1) to A4(D4) while channel 5 bypasses the device. 

Figure 4.25 (lower) illustrates the fully reconfigurable interconnection matrix that 

can be programmed. Each block is a tunable coupler and can be configured as a 

switch or define a desired splitting ratio in order to enable broadcasting, multiplexing, 

demultiplexing, and switching operations. 

4.3.5 Functional designs for MWP applications 

As introduced in Chapter 3, the generic-purpose photonic processor architecture 

employs several subsystems that can be activated or configured by software 

 
Figure 4.25 Waveguide mesh settings for channel management application: (up) Add-drop 

configurations for channels 1-4. Channel 5 bypasses the device. (Lower) fully 

reconfigurable channel management station that allows channel broadcasting, add/drops, 

channel combinations and demultiplexing. M: Signal monitoring points. 
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definition: The optical source, electro/optic modulators, opto/electronic 

photodetectors and a reconfigurable optical core. The main tasks of the last subsystem 

are to interconnect the previous elements between them and perform versatile optical 

processing operations. 

In this Chapter, we have shown that the hexagonal waveguide core is the best 

candidate to perform switching operations between the processor elements and to 

synthetize photonic integrated circuits enabling versatile optical processing 

operations. We propose here the first general-purpose photonic integrated processor 

that can be software-defined to perform multiple MWP applications with a 

reconfigurable optical core based on a hexagonal waveguide mesh. By suitable tuning 

each element on the processor, the same hardware can be configured to perform the 

main functionalities in MWP: Optical delay lines, RF-photonics filtering, optical 

generation of radiofrequency and millimetre waves, photonic-assisted RF-mixing, 

instantaneous frequency measurements, etc. 

Figure 4.26 represents the processor architecture for a wide range of RF-photonics 

applications. All the elements are connected to the reconfigurable optical core in such 

a way that, not only they produce the desired filtering or delay schemes, but also 

connect the internal and the external elements required for different functionalities. 

As highlighted in the right part of the figure, a hybrid design might be needed to 

achieve the most efficient performance. In this case, we choose the silicon photonics 

platform (ochre colour) for the passive devices and the Indium Phosphide (red colour) 

for the active devices. Note that an array of optical amplifiers in this platform would 

be required to overcome the large conversion losses when moving from the 

radiofrequency to the optical domain. These losses are mainly related to the 

conversion efficiency of modulators and photodetectors as well as the propagation 

losses. 

 

In this subsection, our proposal relies on the demonstrated performance of on-

chip lasers, modulators and photodetectors together with the complex mesh devices 

 
Figure 4.26 General-purpose photonic integrated processor architecture and 

candidate fabrication platforms for each subsystem. 
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proposed and experimentally demonstrated within the framework of this Thesis. 

Simulations to test the specific performance of the programmed functionalities to be 

compared to an ASPIC counterpart are not addressed and are stated as on-going 

research work in Chapter 6. However, we identify and envision the main performance 

penalties. 

In order to test the benchmark of the multi-purpose processor in terms of 

frequency we will consider four different BULs for a silicon photonics platform with 

a group index of 4.18. BUL1 = 119.5 μm, BUL2 = 239.7 μm, BUL3 = 358.6 μm and 

a larger one of BUL4 = 597.7 μm.  

Some of the MWP applications described in this section will be limited to a set of 

FSR values, a discrete frequency grid or delay given by the chosen BUL. For these 

examples featuring different BUL values, the resulting FSRs of the filters (ORRs and 

MZIs) that can be synthesised on the hexagonal mesh are shown in Table 4.4. The 

ITU frequency grid has been highlighted for comparison. Radiofrequency bands 

ranging from the K (20 GHz) up to the E (60 GHz) band are covered by all of the 

proposed examples. In addition, the Vernier effect [100] could be exploited to 

overcome this limitation and produce greater FSRs. 

Table 4.4. Frequency grid associated to 4 different BULs. The interferometric structure 

available for the hexagonal core is also indicated. 

 

Interferometric length 

(BULs)

BUL1 = 119.5 µm 

FSR(GHz)

BUL2 = 239.7 µm 

FSR(GHz)

BUL3 = 358.6 µm 

FSR(GHz)

BUL4 = 597.7 

µm FSR(GHz)

2 300.00 150.00 100.00 60.00

4 150.00 75.00 50.00 30.00

6 100.00 50.00 33.33 20.00

8 75.00 37.50 25.00 15.00

10 60.00 30.00 20.00 12.00

12 50.00 25.00 16.67 10.00

14 42.86 21.43 14.29 8.57

16 37.50 18.75 12.50 7.50

18 33.33 16.67 11.11 6.67

20 30.00 15.00 10.00 6.00

22 27.27 13.64 9.09 5.45

24 25.00 12.50 8.33 5.00

26 23.08 11.54 7.69 4.62

28 21.43 10.71 7.14 4.29

30 20.00 10.00 6.67 4.00
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4.3.5.1 True time delay lines 

Together with tunable RF phase shifting, the tunable optical true time delay line is a 

key basic functionality required in complex signal processing applications. It 

constitutes actually an essential building block in a considerable number of filtering 

and optical beamforming schemes that will be described in following subsections. It 

is worth noticing that the first optical true time delay lines were implemented using 

optical fibres of different lengths and, therefore, resulted in bulky devices. During the 

last twenty years, however, different schemes of integrated delay lines have been 

reported [79, 92], where some of them enable tunable delays. The objective is to 

achieve long tunable time delays while maintaining high-bandwidth operability, 

reduced footprint and reduced losses per delay unit.  

Using optical switches, discretely tunable time delays can be implemented 

selecting integrated waveguides with different lengths. They enable large bandwidth 

operation that is typically independent of the selected delay value. Nevertheless, 

some applications would benefit from continuously tunable delay lines. 

An alternative approach to achieve continuous time delay relies on overlapping 

the group delay of cascaded optical filters such as ORRs loaded with a phase shifter. 

In this case, there is a trade-off between the bandwidth of the delay line and the time 

delay provided. In order to achieve longer continuous delays without reducing the 

bandwidth, a continuous delay ranging from 0 to τ seconds in series with switched 

discrete delay lines offering τ, 2τ, and 4 τ  can provide an increased continuous delay 

line ranging from 0 to 8τ, [92]. In this case, since waveguide-based discrete delay 

lines enable large bandwidth transmission, the delay line bandwidth will be mainly 

limited by the coupled ORRs maximum bandwidth provided by the first continuous 

delay stage. In general, demonstrated losses per delay value are between 3.3 and 60 

dB/ns, depending on the selected optical delay line scheme. 

Another approach enabling continuous delays is the Separate Carrier Tuning 

(SCT) technique, [11, 101]. It consists of two independent blocks: a tunable delay 

line for the modulation sideband and a separate carrier tuning phase shifter for the 

optical carrier that extrapolates the linear phase characteristic of the sideband delay 

line. Varying the group time delay while independently applying a full phase shift in 

the separate carrier allows higher bandwidths. This technique has demonstrated 

delays up to 400 ps for small signal bandwidth x delay.The hexagonal waveguide-

mesh is a natural discrete optical delay line. If by switching different TBU we can set 

a light path corresponding to N BULs, then, the corresponding delay τ is as: 

 
.

gn N BUL

c


 
    (4.7) 
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The basic unit delay for BULs values considered above and a group index of 4.18 

are: τ1 = 1.66 ps, τ2 = 3.34 ps, τ3 = 5.00 ps  and τ4 = 8.33 ps. The losses per delay value 

figure can be obtained as the ratio between the TBU insertion losses and its associated 

basic unit delay. 

The techniques enabling continuously tunable delays reviewed above can be 

programmed as well in the hexagonal waveguide mesh. Figure 4.27(a) illustrates the 

group-delay overlapping of the cascaded ORRs approach. In the first case, each 

tunable coupler that connects the rings to the bus waveguide should have a 

small/moderate coupling constant maintaining a trade-off related to resonant 

insertion losses and group delay. Next, a phase shift is applied to each ring resonator 

to obtain the desired group delay overlapping profile for each wavelength. Note that 

the more overlapped they are, the higher group delay and the smaller bandwidth are 

achieved. Figure 4.27(b) depicts the implementation of the SCT technique, where the 

first two rings correspond to the carrier tuning and the two remaining provide the 

subcarrier phase shift. Finally, the waveguide mesh includes an optical filter based 

on a doubled loaded MZI to suppress one of the modulated sidebands. The signal 

bandwidth for this application will be limited by the passband response of this optical 

filter or the ORR stages corresponding to a few GHz for the selected example BULs.  

 
Figure 4.27 True Time delay line implementation for two different techniques: (top) 

Overlapping group delays of 7 cascaded ORRs, (bottom) SCT technique. The left part depicts 

the processor configuration and the right part shows the targeted scheme. 
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4.3.5.2 Filtering applications 

All-optical microwave signal filtering is probably the most widespread application in 

integrated MWP processors. Specifically, this application brings the possibility of 

designing fully integrated tunable photonic devices to meet flexible wideband 

spectral processing requirements for actual and future RF communication bands.  

The general scheme of a microwave photonic system consists of an optical source 

modulated by an external modulator with the RF signal to be processed, followed by 

an optical core where the RF signal, up-converted to the optical region of the 

electromagnetic spectrum (at hundreds of THz), is processed by optical techniques 

and components, such as filters and amplifiers. Finally, the signal can be distributed 

to large distances or can be down-converted back to the RF domain with a high-speed 

photodetector resulting in the processed signal in the electrical domain. This scheme 

leverages on the unique characteristics inherent to photonics like high bandwidth, 

low losses, tunability and reconfigurability. 

Depending on the operation regime, the filter can be based on a summation of 

optical intensities (ruling out the optical phases) in the case of incoherent operation, 

or a summation of electric fields, where optical phases are key, in the coherent regime 

case. In the first one, the shortest delay experienced by the signal inside the filter is 

much longer than the coherence time of the optical source. It is commonly 

implemented with discrete and large optical components, where the coefficients are 

set by optical amplification or attenuators and the delay is given by tunable delay 

lines to obtain tunable frequency responses. Filters built using optical discrete delay 

lines and fibre Bragg gratings reach up to 40 dB of Extinction Ratio and quality 

factors up to 325 with a high number of taps and, hence, require a considerable 

number of components. Some of them have demonstrated reconfigurability and 

tunability up to around tens of GHz, but it is quite difficult to maintain the resulting 

bulky system stable in temperature. Implementation of integrated incoherent MWP 

is not easy on a chip scale as the inherent small footprint delays call for the use of 

broadband optical sources to meet the incoherent operation condition. 

On the other hand, coherent filters, where the longest delay experienced by the 

signal is much shorter than the coherence time of the optical source are amenable for 

integration. Integrated optics circuits have been demonstrated recently for the 

implementation of tunable coherent optical filters [82, 19, 43, 51, 20] . 

Optical Single Side Band Modulation (OSSBM) is an interesting particular 

approach for the implementation of coherent MWP filters as it allows the direct 

transmission of the transfer filter implemented by the optical core to the RF region of 
the spectrum. In this case, the detected photocurrent is then proportional to the 

frequency response of the optical filter at the carrier frequency multiplied by the 
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optical filter response at the RF sideband, mapping the shape of the optical filter 

transfer function into the electrical domain [102]: 

    ( ) ( ) ( ) cos(2 ( ) ( )),o o RF RF o o RFi t s H f H f f f H f H f f         (4.8) 

where H(f) is the optical filter response at a given RF frequency f. 

Furthermore, different modulation and detection schemes can be employed to 

increase the tunability range, the dynamic range, the gain and the noise figure of the 

whole system, such as self-heterodyning systems [81] where full-FSR frequency 

response tunability can be achieved by adding a phase shift into the optical filter and 

employing a copy of the carrier that was sent to a different path prior modulation. 

Coherent filters are usually based on optical filters built from the concatenation 

of single unit cells such as Mach Zehnder interferometers (zeros), ring resonators 

(poles) and ring-loaded MZI. As shown in the previous section, tuning can be 

achieved by adding a simultaneous phase to all the filtering structures. Optimum 

passband filters like Chebyshev, Butterworth, and Elliptic are possible, where the 

filter order is related to the number of ring resonators in the structure [32]. The 

concatenation of unit cells increases the insertion losses of the whole device (if each 

cell has no zero insertion losses), but, on the other hand, can produce more selective 

filters as the result of multiplication of their individual frequency responses. 

Integrated solutions outstand due to their versatility and low SWaP, offering at the 

same time similar figures of extinction ratio and selectivity comparing to bulk optics 

designs.  

Figure 4.28 illustrates an application example of the multi-purpose processor 

hexagonal core for the implementation of MWP filters. It corresponds to a RF-

photonic filter employing a self-homodyne modulation/detection scheme. The optical 

filter stage synthesises, in this case, a 6th order optical filter based on a SCISSOR 

structure. For the case of RF-photonics filters, the limitation will depend on the 

modulation scheme: Double side band modulations would have the half-FSR of the 

optical filter whereas Single-side band modulations map the full FSR of the optical 

filter to the electrical domain. Following the Table 4.4, the optical filter corresponds 

to an FSR associated to ORRs of 6 BULs of 100, 50, 33.33 and 20 GHz for each 

selected BUL. A wide variety of optical filters that can be synthesised on the 

hexagonal waveguide core reviewed in the previous sections are amenable to be 

translated to RF. 

When compared to its ASPIC counterpart, the programmable processor suffers 
from extra excess losses due to the waveguide lattice mesh, reducing the total RF 

gain. To overcome this limitation, the integration of optical amplifiers must be 

considered. In contrast, the reconfigurability of the filter is increased, resulting in a 
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more powerful and versatile device. Although the noise figure and the dynamic range 

could be deteriorated, the programmable processor could take advantage from its 

high-reconfigurablility degree to perform optimum filtering and linearization over 

the whole system in the optical or in the RF domain, as stated in Chapter 2. 

4.3.5.3 Optical Generation of continuous microwave & millimetre wave signals 

The optical generation of high-quality CW microwave and millimetre-wave (mm-

wave) signals can be applied in many fibre-supported microwave and mm-wave 

systems (including antenna remoting and phased array antennas) with a special 

interest in the upcoming 5G radio access networks [52, 79]. This functionality allows 

the generation and distribution of high-frequency RF signal by taking advantage of 

inherent properties of optics, such as low propagation losses of standard fibres and 

the availability of fibre amplifiers. Actually, the purely electrical approach faces 

problems in the generation of signals above 25 GHz, while their distribution is highly 

challenging due to the propagation losses of coaxial cables. In addition, the increasing 

bandwidth demand in communications has driven the attention towards the mm-wave 

band because of the wide bandwidth available for high-data-rate wireless 

transmission where propagation losses are even higher for purely electrical/RF 

systems.  

The main performance figures of photonic-generated RF signals systems are the 

frequency range where the signal can be generated and the linewidth of the tone. As 

in every PIC, it is also important to evaluate the power consumption and the potential 

integration percentage of the whole system.  

There are different reported approaches to generate microwave and mm-wave 
signals, but most of them are based on optical heterodyning, in which two optical 

waves of different wavelengths beat at a photodetector generating a tone up to the 

THz band with a frequency coincide on the difference between the two tones. The 

 
Figure 4.28 General-purpose signal processor configuration for RF filtering 

implementation (left) based on a self-homodyne modulation/detection scheme (right). 

The optical filter is composed of six cascaded ORRs defined by a cavity length of 6 

BULs. 
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phase of the resulting tone will be the difference between the two phases. Thus, in 

order to generate low-phase noise, the use of correlated optical waves is advisable.  

The maximum achievable frequency is mainly limited by the photodetector 

bandwidth (among other specific limits related to each approach). Figure 4.29 shows 

the performance of the demonstrated devices for each technique reported during the 

last years. They can be classified into six groups: Optical injection locking, optical 

phase locking, optical injection phase locking, external modulator based, 

optoelectronic oscillators and dual parallel MZMs. The first three have not been able 

to break the 42-GHz barrier and need two lasers to be working at the same time. 

The approach employing an external modulator takes advantage of the frequency 

up-conversion inherent when a continuous wave signal provided by a laser is 

modulated by an RF tone. By employing different modulation biasing points, the 

input frequency can be doubled or even quadrupled by suppressing the odd- or even-

order modes, (together with the use of an optical filter to suppress the optical carrier). 

The linewidth is limited by the input signal and can be as low as 5 Hz. The lowest 

frequency is limited by the bandwidth of the filter employed to suppress the carrier, 

while the highest achievable frequency is limited by the photodetector bandwidth and 

the modulator bandwidth. This technique has reached tone generation up to 60 GHz. 

The use of a phase modulator instead of an intensity modulator avoids the bias drift 

problem that would need a control circuit in order to increase the robustness, [103] . 

An interesting alternative that has achieved an outstanding integration degree is 

optoelectronic oscillation. The oscillator operates by modulating a continuous wave 

signal from a laser with an external intensity modulator. The signal goes through a 

high-Q optical storage stage (Fabry Perot filter or optical delay line) in order to 

 

Figure 4.29 Linewidth vs maximum frequency of the different demonstrated 

techniques for optical generation of microwave and millimetre-wave signals, [79]. 
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suppress the unwanted modes and provide a cavity round-trip delay. The 

photodetected signal is injected again into the modulator after the electrical stage as 

a feedback loop. This architecture has provided a linewidth under 200 Hz and tones 

ranging from 10 up to 40 GHz, [104]. 

Finally, the use of a Dual Parallel Mach-Zehnder Modulator (DPMZM) maintains 

a good trade-off between linewidth obtained, (in the range of tens of Hz), and 

achievable frequency, (that ranges from very low frequencies up to 60 GHz and is 

actually limited by the photodetector and the modulator bandwidth). In this case, a 

MZM is connected at each arm of an outer MZM forming a third interferometric 

structure. This structure can provide Optical Carrier Suppressed modulations without 

using an optical filter. The generated tone is then the difference between the optically 

modulated tones. Regarding power consumption, this structure only needs an optical 

source and an optical amplifier to increase the conversion gain.  

None of the aforementioned analysed structures have been completely integrated 

on a complex PIC. However, integrated optical lasers and modulators are already 

available. Standalone integrated modulators and photodetectors up to 50 GHz have 

been demonstrated in many of the platforms we described in Chapter 2. 

Our proposed multi-purpose programmable MWP processor architecture enables 

de synthesis of different schemes for carrying out this task. Figure 4.30 illustrates the 

processor configuration implementing different approaches: (a) the external 

modulator approach, (b) the optoelectronic oscillator approach. Note that if a 

DPMZM was included in the architecture, this technique could be integrated as well. 

The achievable frequencies would mainly depend on the modulator and 

photodetector performance. Particularly, the bandwidth limitation in (a) due to the 

optical filter might be determined by the UMZI FSR of ΔL = 2 BULs, ranging from 

300 up to 60 GHz for the selected BUL examples. 
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4.3.5.4 Optical mixing: Radio-frequency upconversion/downconversion 

Frequency up- and/or down- conversion of RF signals is usually required in many 

radio-over-fibre and intermediate-frequency-over-fibre communication systems. 

Different architectures have been proposed focusing on the modulation scheme of 

both the laser and the local oscillator signal, i.e., direct or external modulation, [105, 

106]. The use of an optical modulator is equivalent to the use of an electrical mixer, 

but without the limitation to an intermediate frequency bandwidth of less than a few 

GHz. The use of an external modulator for both the RF input frequency and the local 

oscillator (LO) increases their maximum frequency at both system inputs.  

Dual parallel Mach-Zehnder modulators [106] can up-convert signals to high 

frequencies as well. They can double the frequency by biasing the DPMZM to obtain 

Optical Double Side Band - Carrier Suppressed (ODSB-CS) modulation without 

employing optical filters providing destructive interference for the carrier. 

The main figures of merit to be evaluated in these systems are the RF Gain 

(conversion losses), the Noise Figure and the spurious free dynamic range (SFDR). 
The approach based on two cascaded intensity modulators with frequency doubling 

[105] has worse figures of merit than the one built upon the DPMZM. The latter 

 

Figure 4.30 General-purpose signal processor configuration for microwave and mm-wave 

tone generation based on (upper) External modulator approach, (bottom) Optoelectronic 

oscillation approach. The right figures illustrate the targeted configuration schemes. 
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improves 10 dB the NF, near 20 dB the Gain and 10 dB·Hz2/3 the third-order SFDR 

(SFDR3), [106].  

For this application, it might be more efficient to have a DPMZM instead of two 

E/O intensity modulators in the photonic processor. Nevertheless, we leave this 

option as a future work and consider the two modulators approach here. 

Figure 4.31 illustrates the processor configuration for optical mixing and the 

targeted scheme. An optional optical filter is employed in this case to suppress the 

possible intermodulation contributions prior to the second modulator input. An 

optical amplifier array prior to the photodetection stage would improve the overall 

gain of the RF signal output, which is particularly necessary to overcome the 

electrooptic and optoelectronic conversion losses. 

Another approach employing a pure-optical local oscillator would require the 

integration of another optical source. Also, the LO signal can be introduced externally 

by the optical ports. 

The maximum bandwidth will be given again by the modulation and 

photodetector bandwidths. When compared to its ASPIC counterpart, only the 

programmed optical filter will decrease the RF gain of the system. However, this 

filtering stage can benefit from a higher reconfigurability degree and increase the 

system linearity. 

4.3.5.5 Arbitrary waveform generation 

This application pursues generating ultra-broad bandwidth RF waves with 

arbitrary and reconfigurable phase or amplitude characteristics. Applications like 

pulsed radar, medical imaging, modern instrumentation systems and ultrawideband 

(UWB) communications need a system for the generation of arbitrary waveforms. 

Again, the electronic counterpart is limited in frequency and bandwidth to few GHz. 

A solution is to take advantage of the high speed and broadband characteristics 

 
Figure 4.31 General-purpose signal processor configuration for RF-mixing scheme 

example (left) for a targeted configuration scheme composed of 2 electrooptic 

modulators and an optical filter implemented by four cascaded MZIs (right). 
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offered by photonic devices and generate the microwave arbitrary waveform in the 

optical domain. There are four main techniques: direct space-to-time pulse shaping, 

spectral shaping and wavelength-to-time mapping, temporal pulse shaping as well as 

microwave signal processing shaping. MWP techniques have been demonstrated in 

bulky devices [107], lacking on full programmability and reconfigurability that is 

essential in arbitrary waveform generation.  

The use of an optical filter to implement a spectral shaper followed by a dispersive 

element to implement the wavelength-to-time mapping is a promising solution and 

can be integrated on a chip [48]. Even though, the main difficulty remains in the 

dispersive element that is not easy to integrate in a small footprint while providing, 

at the same time, long differential delays. 

Arbitrary waveform generators should have a wide range of tunability and 

reconfigurability and the hexagonal core enables this capability. Ultra-reconfigurable 

filter topologies and design parameters can be tuned to produce the spectral shaper 

followed by a dispersive component that can be programmed with cascaded lattice 

filters of unbalanced MZIs creating the desired dispersion profile, as shown in Figure 

4.32. In contrast, more insertion losses will be added when compared to an ASPIC 

solution. If a certain application needs a higher differential delay, the optical ports 

can be employed to connect dispersive fibre reels.  

For the BULs selected as an example, the FSR limitation of the optical filter will 

be again between 100 and 20 GHz for each BUL, limited by the shortest FSR that in 

this case is determined by the ORRs. 

4.3.5.6 Beamforming networks 

In phased array antennas, the circuit that feeds the radiating elements is known as the 

beamforming network. It is possible to modify the radiation characteristics of an array 

of equal radiating elements simply by changing their electrical excitations. The beam 

 
Figure 4.32 General-purpose photonic processor settings for the implementation 

of Arbitrary waveform generation (left) and targeted system scheme composed of 

an spectral shaper and a dispersive subsystem (right). 
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is then steered by adjusting the phase relationship between the different feeding paths. 

The angle of transmission or reception θ is given by: 

arcsin ,
2 d

 




 
  

  
  

where d is the distance between array radiating elements, λ the optical wavelength 

and Δϕ is the differential phase shift introduced between the different array elements. 

There are two alternatives to perform the phase shift. The first one is by directly 

applying the differential phase by an integrated phase shifter. In this case, the pointing 

angle varies with the input RF frequency. The second approach is to use tunable delay 

lines, where the pointing angle θ remains independent of fRF offering a squint-free 

approach suitable for wideband operation, [108]. 

This field has raised a considerable attention for the last 30 years, moving from 

the military field to civil radars, remote sensing platforms, satellite or airborne 

communications, air traffic control, radio astronomy and flexible cellular wireless 

communications. From the first bulky fibre-based devices, integrated MWP 

approaches have been proposed based on ORRs as tunable optical delay lines 

elements [109]. They can provide up to 2.5-GHz bandwidth, limited by the ring 

performance. Furthermore, a more complex integrated beamforming based on SCT 

to provide de delay has been proposed for a 2D array system of 16 antennas, [11, 18]. 

Figure 4.33 corresponds to the implementation of a beamformer based on the 

natural discrete delay lines of the hexagonal core. In this case, the bandwidth is wide 

and will mainly be limited by the modulator or photodetector bandwidths. The 

pointing angle can be varied modifying the differential length between the paths 

feeding the photodetectors (ΔL). The tilt angle tuning will be limited to discrete 

values. Figure 4.34 shows the tilt angle for the BULs taken as an example at the 

beginning of this section and a group index of 4.18. Larger BULs produce less angle 

resolution. Negative waveguides lengths refer to the case where the lower antennas 

have a shorter feeding path. Note that continuously tunable delays can be added to 

overcome this problem, as described in the previous subsection Optical delay lines.  

If a certain application requires more antennas to enable 2D tunability, more 

multi-purpose chips can be employed and connected between their optical ports. 

In addition, pure optical beamforming can be done as well employing exclusively 

the optical core. 
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4.3.5.7 Instantaneous frequency measurement (IFM) 

The ability of measuring in real-time applications the frequency of microwave signals 

is enabled by photonic-assisted devices. Integrated photonics devices take advantage 

not only of low cost, weight and power consumption, but also of the reduced 

measurement latency due to the short optical paths when comparing to bulk-optics-

based-systems. Large bandwidths up to 40 GHz (limited among others by the 

 

Figure 4.33 General-purpose photonic processor settings (left) for the 

implementation of beamforming networks based on discrete optical delay lines 

with a differential length of ΔL (right). 

 

Figure 4.34 Beamforming networks based on discrete delay line implementation 

for broadband operation. A differential of 0.04 rads/π on the y-axis has been 

applied to improve readability. For this example, we consider a distance between 

radiating elements d = 1 cm. 
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bandwidth of the modulator), and high accuracy (represented by an error below 1% 

in the measured range), have been demonstrated increasing the range and capacity of 

electronic-based IFM systems, [39, 38, 23]. 

Demonstrated devices follow two main approaches clearly differentiated. On the 

one hand, the basic principle is to map the unknown microwave frequency to an 

optical power ratio by establishing a unique relationship, which is commonly referred 

as the amplitude comparison function (ACF) that is independent of both the laser and 

input RF powers. The reported devices have been partially fabricated on Silicon 

Nitride [23], InP [39] and Silicon [110]. On the other hand, Four Wave Mixing 

(FWM) approaches map the input frequency to the power of an idle tone generated 

by a non-linear process like the Kerr effect on thick silicon or ChG waveguides [38]. 

Neither of them includes the optical source nor the modulator and the detector on-

chip. Thus, a maximum 20% of the components have been integrated. The ones that 

employ interferometric structures are limited in range to the quality factor and the 

free spectral range, while the FWM-based IFM depends on obtaining a high on-chip 

non-linearity coefficient in order to avoid the use of fibre. Figure 4.35 reports the 

error and achievable bandwidth demonstrated by different IFM devices. Obviously, 

a low measurement error for a wide bandwidth is desired. The best results exhibit 

sub-1% error rates for up to 34 GHz for both approaches. 

The approach that employs interferometric structures like ORRs exhibits a trade-

off between the measured frequency range and the error while maintaining a real-
time process due to the FSR limitation in frequency and the quality factor. Some of 

them use a coarse and a fine measure after setting a narrower range as an effective 

method to increase the accuracy while giving up a faster response time. All the 

 

Figure 4.35 Bandwidth vs Error (%) for partially integrated IFM systems 

demonstrated in the literature. 
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processing is taken in the photonic domain but an integrated electrical circuit is 

needed to map the optical power versus frequency function. These approaches open 

the door to highly accurate IFM systems with a reduced quantity of active 

components. A high-performance IFM has been demonstrated with DSB-CS based 

on the use of only one non-tunable optical source, an intensity modulator, a simple 

ORR-based add-drop and two photodetectors [110]. 

Figure 4.36 illustrates the configuration of the generic-purpose photonic 

integrated processor. In this case, the optical source, one E/O modulator producing a 

Carrier-suppressed Double Side-band modulation and two photodetectors are 

enabled. The reconfigurable core leads the signal from the optical source to the 

modulator and performs the complementary function on the interferometric filter 

structure for the ACP function. In this case, it consists of two stages of double-loaded 

MZIs. Considering the previous example BULs, the frequency range of this device 

would be limited to a range up to of 50, 25, 16 and 10 GHz respectively, which is 

half the FSR of the 6-BULs ORR. 

A key advantage of the reconfigurable processor is that the ACF can be made 

reconfigurable. Sharper functions lead to an increase in the resolution at the expense 

of reducing the frequency range, so multiple measurements can be done while 

reconfiguring an ACP function for each frequency range of measurement. In contrast, 

the increment in the optical filter insertion losses might degrade the system 

sensitivity. 

 

 

Figure 4.36 General-purpose photonic processor settings for the implementation 

of instantaneous frequency measurement based on ACP function mapping (left) 

and targeted system scheme (right). 

RF & High-speed electronics

E/O

fLO

Optical 

Source

E/O

O/E

fRF1

O/E

O/E

O/E

Optical Ports

E/O
O/E

λ

fRF

C C

C+fRF

fRF ?

HACF(fRF)

H(λ)

Optical 

Source

O/E

C-fRF



118 Optical Core Design for RF-Photonic Processors 

 

 

 

4.4 The software layer 

The software-defined tag has been used in microwave photonics [111], and the 

software-radio [80] communities for the last years. It implies that a particular 

architecture or system can be programmed/reconfigured after fabrication and provide 

a sort of adaptability degree to the escorted word. 

The generic-purpose processor architecture proposed in Chapter 3, and 

particularly, its internal subsystems, can be reconfigured by means of its electronic 

control signals. These signals can be grouped together into the processor state vector 

C = (c1, c2, c3, …, cN), where each ci identifies a particular parameter of a given 

photonic or RF component. For example, in the context of optical modulators, ci = 

{0, Vπ/2, Vπ} could define the voltage values for null, quadrature and maximum bias 

point of an internal modulator; ci = {VX, V||, VK } the voltage values for cross and bar 

operation of a 2x2 optical switch or TBU defined by a K coupling factor; ci = {V0, 

Vπ/2, Vπ , V3π/2} the voltage values required to achieve a given phase within an optical 

phase shifting element in the optical core, etc. The common hardware platform would 

then implement different functionalities by changing the values of the components in 

its state vector. Depending on the software capabilities, for a targeted functionality, 

the processor might be able to configure itself to optimally perform the application. 

Figure 4.37 illustrates the processor’s workflow. As an initial step, the pre-

evaluation or characterization of the subsystems in general and the reconfigurable 

optical core in particular are essential for the correct processor’s performance. After 

this task, which can be performed by the processor during its initialisation, the device 

is ready to programme diverse functionalities. First, the subsystems implied in the 

operation must be enabled with the correct control signals. Next, the circuit topology 

and/or optical interconnections to be synthetized in the reconfigurable optical core 

must be chosen together with the high-level design parameters. In the case of an 

optical filter synthesis based on cascaded ring resonators, the number of rings, 

coupling constants and differential phase applied to each ring must be computed. 

Once obtained these results, these settings have to be programmed in the 

reconfigurable optical core. Dynamic operation based on signal monitoring can be 

employed to optimise and improve the overall performance in real time. 
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The software capabilities of the processor determine the complexity level of the 

tasks that it can perform independently.  In our case, we could define three tiers of 

software-definition: Tier one, implies the user ability to change the lower layer 

settings such as TBU phase-shifter currents that are directly related to the TBU 

coupling coefficient and the additional phase response. In this case, the circuit 

topology and design parameters are chosen by the user, which must enable and 

configure each TBU to obtain the desired light path. The user oversees enabling and 

configuring all the subsystems required for the desired operation. Tier two is defined 

as the one that includes the capacity of the processor to choose the best alternative to 

synthetize/emulate a certain configuration. If the user decides to programme, for 

example, an optical ring resonator of a certain FSR, and extinction ratio, the processor 

will internally configure itself the circuit topology and design parameters in an 

efficient way. In this case, the processor performs a system pre-evaluation that allows 

knowing the status of each subsystem. For the reconfigurable optical core, the 

processor performs an algorithm to optimally allocate the synthesised circuit and to 

set the suitable high-level design parameters. In Tier three, in contrast, the user 

specifies a desired application and the specifications, while the processor chooses the 

best topology to accomplish the previous requirements allowing the user to become 

totally disregarded of the internal configuration. The last two levels could optionally 

provide self-healing attributes. This characteristic can be achieved if the processor 

automatically detects a defective phase shifter, TBU, waveguide or port and prevent 

the signal to go through this element. These software-defined tiers can actually 

coexist together and are represented in Figure 4.38. 

Several examples of software procedures are included in Appendix B.3. 

 

 

Figure 4.37 Processor workflow including optional dynamic operation. 
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Figure 4.38 Software-definition levels depending on the capabilities of the signal processor to 

perform configuration and evaluation tasks. 

1
st

T
ie

r
2

n
d

T
ie

r
3

rd
T

ie
r

TBU settings

Subsystem bias & settings

PIC Topology decision

High-level design parameters

Application & specifications

TBU evaluations

TBU evaluations

Subsystem bias & settings

TBU settings

TBU evaluations

PIC Topology decision

High-level design parameters

Subsystem bias & settings

TBU settings

User decision Processor



121 

 

 

 

Chapter 5                                                    

Design, fabrication and demonstrations 

5.1 Introduction 

In this chapter, we address the design, fabrication and measurement process of the 

first hexagonal photonic waveguide mesh reconfigurable core. The device has been 

fabricated in Silicon on Insulator (SOI). As mentioned in earlier chapters, this core is 

the key part of a reconfigurable photonic processor. In our case, the remaining 

elements will not be integrated in the same chip. Considering the fabrication 

technologies reviewed in Chapter 2, a fully integrated version of the proposed multi-

purpose processor could be realized, either in a monolithic Indium Phosphide (InP) 

platform or by considering a hybrid design including the silicon photonic platform 

for the passive devices and the electronics and InP for the active elements. 

The waveguide mesh reported here is composed of 7 hexagonal cells. By suitable 

programming each of the 30 TBUs that build up the core, we analysed both measured 

and simulated optical responses of more than 30 different photonic integrated circuits, 

demonstrating, to the best of our knowledge, the highest versatility of a photonic 

integrated circuit to date. This figure is limited by the number of current sources 

available at the moment of measurement (18 sources) and could be extended up to 

100 different photonic integrated circuits programmed with the addition of 12 extra 

current sources. 

After the fabrication stage, during the testing period, the device performance 

displayed, as expected, several undesired effects related to the non-ideal behaviour 

of the integrated devices. These were mainly caused by optical crosstalk and thermal 

crosstalk inherent to the tuning mechanism. We analyse them and identify their origin 

and impact on waveguide mesh-based reconfigurable optical cores. 

Finally, we provide a discussion on the TBU influence on the processor 

performance and the optimal Basic Unit Length.  

5.2 Chip design 

The photonic chip layout was designed using a code-programming software called 

Optodesigner: Phoenix Software© for the creation of a Graphic Database System file 

(.GDS). Due to the symmetry, replicability and recursive properties of the waveguide 

meshes, the design process can take advantage of code loops provided by any code-

based design software package. 
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Before starting the design stage, we considered 6 different layouts. Figure 5.1 

illustrates the candidate layouts together with their associated number of cells, TBUs, 

phase shifters and electrical DC Pads considering, in principle, single-point ground 

at PIC level. A quick analysis shows that a good trade-off is achieved for the 7-cell 

layout as related to complexity, risk and versatility allowing, in principle, the 

synthesis of over 100 different configurations. Despite the fact that the 8-cell layout 

is apparently the most complex layout of the ones we considered, we found that it 

was not able to synthesise double-loaded ORRs MZIs, unlike the 7-cell configuration. 

We also considered layouts with a lower degree of complexity. For instance, the 6-

cell provides the possibility of implementing more than 50 different devices, while 

both 4-cell devices enable the synthesis of around 18 different devices. All in all, we 

finally chose the layout with 7 hexagonal cells. 

The aim of the design was to demonstrate the synthesis of more than 20 different 

configurations including optical ring resonators, MZIs, complex combinations of 

cascaded/coupled photonic integrated circuits, universal linear interferometers and 

optical delay lines as theoretically anticipated in Chapter 4. Since we aimed a proof-

of-concept device, we decided to choose the thermo-optic effect as the tuning 

mechanism to configure each TBU, as its design is easier, less risky and does not 

produce undesired extra losses if the metal layer is far enough from the optical 

waveguide core.  

 
Figure 5.1 Different layout candidates for the hexagonal mesh-based optical 

reconfigurable core. 

8-Cells
35 MZIs
70 Thermal-tuners
140 PADs (70 up 70 bottom)
28 optical inputs/outputs

7-Cells
30 MZIs
60 Thermal-tuners
120 PADs (60 up 60 bottom)
24 optical inputs/outputs

6 Cells
27 MZIs
54 Thermal-tuners
108 PADs (54 up 54 bottom)
24 optical inputs/outputs

4-Cells
19 MZIs
38 Thermal-tuners
76 PADs (38 up 38 bottom)
20 optical inputs/outputs

5-Cells
24 MZIs
58Thermal-tuners
116 PADs (58 up 58 bottom)
24 optical inputs/outputs

4-Cells
21 MZIs
42 Thermal-tuners
84 PADs (42 up 42 bottom)
22 optical inputs/outputs
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The circuit design is divided into three different layers: The photonic layer, the 

metal layer and the thermal-isolation layer. 

5.2.1 Photonic layer 

The designed photonic integrated circuit is a tunable coupler-based waveguide mesh, 

composed of 3-dB balanced Mach-Zehnder Interferometers, which are employed as 

TBUs. The basic operation principles have been described in Chapter 4. The present 

device includes the following elements: 

 7 hexagonal cells. 

 24 Optical inputs/outputs. 

 30 Tunable Basic Units. 

 60 Thermal tuners. 

 120 Pads (Electrical DC inputs). 

Also, the PIC includes as separate test structures: 

 2 Independent Tunable Basic Units. 

 1 hexagonal cell. 

 8 Tunable Basic Units. 

 16 Thermal tuners. 

 32 Pads (Electrical DC inputs). 

 Test bed of passive structures (propagation losses, MMIs losses, bend 

losses). 

The cross-section of the SOI waveguides that we employed in the chip design is 

illustrated in Figure 5.2. The waveguide employs silicon for the core and silicon oxide 

for the cladding. The refractive index difference of these two materials confines the 

light that travels through the waveguide. Standard width of W = 500 nm was 

considered for the optical waveguide core and Wh =10 μm for the heater section. 

Waveguide bending is fundamental for the integration of large optical circuits in 

a limited area. If the bend radius is too small, the guided signal is partially radiated, 

leading to bend-sensitive losses. Depending on the light confinement in the 

waveguide, every fabrication technology sets a minimum bend radius in order to 

neglect/reduce the losses produced by bending. Although for the employed silicon 

platform, the minimum bend radius is approximately 10-20 μm, a conservative 30 

μm was employed in the design. 

As mentioned in Chapter 4, for the TBU design we have considered a balanced 

Mach-Zehnder Interferometer loaded with one thermal tuner on each arm. This 3-dB 

balanced design offers full and independent splitting ratio setting and phase 

tunability. The whole TBU can be discretised in different sections accounting for the 
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MMIs, straight waveguide sections, and bend sections. The symmetry in both axes 

enables natural balanced losses necessary for the correct unit performance. 

Figure 5.3 illustrates the position of two 2x2 MMIs, at the input and output of the 

TBU. In principle, they are designed to provide reduced insertion losses (<0.1 dB) 

and 50:50 splitting ratio. Pursuing a conservative design, straight waveguide sections 

are also added at each MMI port and at each bend section port. The motivation behind 

this waveguide extension is to increase the distance between the upper and the lower 

arm and to increase the distance between TBUs in order to enable the signal DC 

routing at the metal layer. 

The total Basic Unit Length is equal to 975 µm and accounts for the length of the 

MMIs, the access waveguides, the MZI arms, and the extra-added straight 

waveguides. A reduction of the Basic Unit Length is possible and its impact is 

discussed at the end of this chapter. The overall access length, defined by the arc 

length of the access ports is 31.416 µm. The MZI arms waveguide section was kept 

long enough to allocate a 466-µm straight heater length. 

 

 
Figure 5.2 Silicon platform cross-section. Waveguide, thermal tuner, thermal 

isolation trench. 
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For the optical inputs/outputs, this PIC employs vertical coupling based on 

standard integrated gratings. The grating consists of 50 periods of deep-etched 

waveguides and a taper waveguide that accommodates the injected light to the 

employed waveguide width. The grating incorporates and extracts the optical signal 

from a fibre to the integrated waveguide and vice versa. We extended the initial 25 

periods to 50 in order to avoid signal reflections. Since the propagation losses in 

silicon are mainly produced by the roughness of the lateral walls of the optical core, 

we worked with a waveguide width of 2 µm the longest possible for the straight 

access waveguides that connect the grating couplers to the mesh ports. Figure 5.4 

(a,c) illustrates the concept and the layout of the on-chip gratings with a zoomed 

vision of a single grating coupler. 

In order to increase the speed in the chip measurement, the use of a fibre array is 

advisable. This structure is a group of equispaced fibres. With the purpose of 

anticipating the array requirements, we initially designed the 16 left ports and the 16 

right ports with a standard 250-µm pitch. The outer ports have a feedback loop that 

is employed for the correct alignment of the fibre array by maximizing the measured 

optical gain in this loop as illustrated in Figure 5.4(b).  

 
Figure 5.3 Photonic layer: (a) Tunable Basic Unit Design: Schematic and (b) GDS 

layout. 
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The technology-test structures included in the chip (propagation losses, MMI and 

bend insertion losses) do not have these array structures. 

 

Note that these grating couplers are designed for an incoming angle of 10º. A non-

ideal design or an angle error can produce a wavelength shift in the operational 

window of the vertical coupler. 

To provide a measure of the passive optical performance parameters, such as the 

coupling losses, the propagation losses, the insertion losses (IL) of the bend sections 

for a radius R = 30 µm and the IL of the MMIs, we incorporated a testbed of passive 

structures in the same chip, which comprised the following elements: 

A waveguide array with different lengths (∆L = 0, 4, 8, 12, 16, 20 mm) was 

designed to compute propagation losses, offering an estimation of grating coupler 

losses. Different numbers of cascaded whole bends: 90, 80, 60, 40 and 20 enable the 

linear fitting to compute the losses per bend. For the MMIs, there is not a perfect test 

structure to obtain their insertion losses and coupling factor. For this reason, we 

employed two different structures to estimate both figures. They consist of an array 
of cascaded MMIs (32, 24, 16, 8 and 4), and a distribution line of MMIs (up to 8). 

Some of these are schematised in Figure 5.5. The designed die footprint was 15x20 

mm2. Figure 5.6 displays to the complete optical layout. 

 

Figure 5.4 Photonic layer: Fibre-to-chip grating coupler (a) schematic and (b,c) 

GDS layout. 
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Figure 5.5 Photonic layer: Test structures schematic for optical properties 

characterisation. (a) Propagation losses, (b) bend losses, (c) MMI insertion losses, 

and (d) MMI coupling and insertion losses. 

 
Figure 5.6 Reconfigurable optical core photonic layer: Complete optical layer 

labelled layout.  
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5.2.2 Electrical layer 

The phase shifter operation is based on exploiting the thermo-optic effect. A 

temperature gradient (ΔT) produced by an electrical current going through a thin 

metal layer (Joule effect) will heat the optical waveguide producing a positive 

effective index variation Δneff = (dneff/dT) ΔT, where dneff/dT is the thermo-optic 

coefficient of the technology platform. The phase shift (Δϕ) is then computed as:  

 
2 ,

effn
 




     (5.1) 

where λ is the optical wavelength. The dissipated electrical power in form of heat is 

directly proportional to the metal resistance (Rmetal). The resistance of a straight metal 

layer is:  

 
,metal

L
R

W t



   (5.2) 

where ρ is the metal resistivity (Ω m) and, L, W and t are the length, the width and 

thickness in metres of the metal layer, respectively. 

The heaters have a length of 466 µm, a width of 10 µm and a thickness of 1.8 µm. 

As illustrated in Figure 5.7 (a), the heater is connected to large trapezoidal pads by 

electrical access paths. These access tracks are implemented by means of a bend 

section with a linear-tapered width with the purpose of concentrating the dissipated 

power only at the heater section. The current design shares the metal layer that 

allocates both thermal tuners and DC tracks. Due to the full-layout complexity and 

the high density of components for only one metal layer, not all the TBUs could be 

connected by metallic tracks to the chip perimeter. For this reason, internal TBUs 

were wire-bonded from their PADs to an internal DC pad circumference that can be 

appreciated in Figure 5.7 (b, c), which finally connects them to the chip perimeter via 

metal tracks.  

Another consequence of employing a unique metal layer is that the routing metal 

DC-tracks must be as wide as possible in order to reduce the undesired power 

dissipation in form of heat over the chip surface. For the TBU interconnections, the 

routing track widths are linear tapers from 160 to 100 µm and from 100 to 40 µm for 

the electrical paths that connect the outer chip perimeter to the internal DC 

circumference and for the DC pad-circumference to the external TBUs respectively. 

The internal circumference contains 48 DC pads, which were wire-bonded, and 

72 DC pads to be routed (for the TBUs placed at the external perimeter). The former 

are identified in Figure 5.7 (b) with a W. The DC pad circumference with a radius of 
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3.4 mm distributes the wire-bonding pads (as far as possible between them) to make 

easier the wire-bonding task and increase its probability of success. 

 

Although the DC routing tracks are made as wide as possible, only the 26-58% of 

the heating power remains in the heater area off each thermal tuner, resulting in a 

temperature gradient over almost all the circuit. We employ a simplified formula that 

assumes all-straight non-width tapered sections to estimate the thermal tuner 

efficiency as:   

 
Figure 5.7 Reconfigurable optical core electrical layer layout: (a) Internal TBU, 

(b) external TBU and (c) complete electrical layout. 
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where LDC-TRACK-EXT is the external DC track with length between 3100-8000 µm and 

a width of 100 µm and LDC-TRACK-INT is the internal DC track with length between 100-

800 µm and a width of 40 µm. This problem could be overcome employing a different 

metal layer for the DC routing and the thermal tuners. A thicker metal for the DC 

routing increases the efficiency of the phase shifters and reduces the thermal 

crosstalk. In addition, reducing the heater width will drastically improve the thermal 

tuner efficiency. In contrast, a too narrow heater cross section may suffer from 

electro-migration and derive in a less robust design that might burn during operation. 

5.2.3 Thermal isolation layer 

When the heaters and DC tracks dissipate power in form of heat, they can produce 

undesired phase shifts in the adjoining TBUs through thermal crosstalk. The 

objective of this layer is to increase the thermal resistance in the core plane and force 

the heat to flow in the direction of the bottom of the PIC. Under the Printed Circuit 

Board that holds the PIC, we introduced a heat sink to control and keep a fixed 

temperature. 

Figure 5.2 (right) illustrates the cross-section of a deep-etched isolation trench. 

As a conservative design rule, the security distance between all the elements and the 

trenches must be over 10 µm to prevent from mask misalignment. Note that the deep 

etch includes the lower cladding of the waveguide cross-section.  

Thermal simulations reveal a 3.16% of thermal crosstalk between the arms of a 

MZI placed at 150 μm when an isolation trench is placed between them. This will 

influence the power consumption of each TBU and will produce an undesired 

common phase shift for both outputs ports.  

We employed a multiphysics solver (COMSOL MP ®) to estimate theoretically 

the thermal crosstalk between different TBUs to be less than a 1.68% when isolation 

trenches are employed. For these simulations, we did not take into account the effect 

of the PIC carrier, which deteriorates the previous performance since the distance to 

the heater sink and the thermal resistance increases. Moreover, the dissipation of the 

metal DC tracks was neither considered. 

Figure 5.8 illustrates the zoomed vision of the thermal isolation layer layout. The 
metal layer is illustrated as well for reference. 
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The objective of Inner Trench 1 is to isolate thermally both heaters of the same 

TBU. Inner Trenches 2 and 3 aim to focus the heat over the objective waveguide and 

prevent heat leaking into other structures. Outer Trenches and Star Trench increase 

the thermal isolation between adjacent TBUs. 

5.3 Chip Fabrication 

Chip fabrication was carried at the Optoelectronic Research Centre (ORC) of the 

University of Southampton. The processor core based on a hexagonal waveguide 

reconfigurable mesh was fabricated in SOI and wire-bonded to a chip carrier for 

experimental demonstration. In particular, SOI wafers with a 220-nm thick silicon 

overlayer and a 3-µm thick buried oxide layer were used and e-beam lithography 

performed to define the grating couplers. Dry etching of 70 nm into the silicon 

overlayer to form the grating couplers was then carried out followed by resist 

stripping. Another e-beam lithography and 120-nm silicon dry etching step was 

performed to produce the optical waveguides. Following resist stripping, 1 µm of 

plasma-enhanced chemical vapour deposition (PECVD) silicon dioxide was 

deposited to act as the upper cladding layer of the waveguides. Photolithography was 

then performed to define isolation trench openings, followed by a deep dry etching 

process to etch through the top cladding, silicon overlayer and buried oxide layer. 

These trenches provided thermal isolation to adjacent devices and improved the 

efficiency of the heaters. A 1.8-µm thick metal layer was deposited after the resist 
had been stripped. A subsequent photolithography and dry etching step realised 

electrodes used to provide localised heating to tune the devices and the DC-metal 

tracks. The resist was then stripped and the wafers diced into individual dies. These 

 
Figure 5.8 Reconfigurable optical core isolation trenches layout (red-coloured), 

and metal layer layout (gold-coloured). (Left) Inner TBU distribution, (right) 

Inner Cell distribution. 
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dies were then mounted onto 3 PCBs and a wire bonding process was used to provide 

electrical connections both within the die and between the die and the PCB, [112]. 

Figure 5.9 (a) shows the fabricated chip, which occupies a surface of 15×20 mm2. 

Figure 5.9 (b), (c) and (d) display zoomed views of the 7-hexagonal mesh, a single 

cell and an optical interconnection node respectively, where the MZI and the tuning 

electrodes are clearly distinguishable. Figure 5.9 (e) and (f) show the chip mounted 

on a printed circuit board (PCB), which occupies a surface of 60×120 mm2, where 

the internal and external wire bonding can be appreciated.  

5.4 Chip experimental characterization 

We started the characterisation of the static optical properties of the integrated 

waveguides by measuring the integrated test-bed structure in four different dies. As 

illustrated in Figure 5.10, a tunable laser (ANDO AQ4321D) featuring a 1 pm 

wavelength resolution was connected to the input grating coupler of the test die and 

scanned to provide a wavelength range characterization. The test die output grating 

coupler was connected to an optical spectrum analyser (ANDO AQ6217C). As 

pointed above, measurements included: differential path length to characterize 

propagation losses, cascaded bends structures to characterize bend losses and 2 

different cascaded and coupled MMI structures to characterize MMI insertion losses 

and bandwidth.  

 
Figure 5.9  Fabricated hexagonal waveguide mesh chip. a, Fabricated SOI chip. b, zoomed 

vision of the 7-cell hexagonal waveguide mesh. c, zoomed image of a single hexagonal cell 

showing the MZI, tuning heaters and star-type thermal isolation trenches. d, zoomed image of 

an optical interconnection node of 3 TBUs. e, wire bonded PIC. e, f, Printed circuit board with 

the waveguide mesh chip mounted and wired bonded. 
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To illustrate the measurements, we have selected one representative result from 

each of the 4 measured test dies. As we can see in the left column of Figure 5.11, 

each die has a different wavelength operational window. Notice that the resulting 

window is the overlapping function of the input and the output grating coupler 

responses. This undesired effect can be overcome by designing the waveguide 

gratings more efficiently, by choosing butt coupling or by offering a more packaged 

solution via optimised chip encapsulation. 

 
Figure 5.10 Characterization and measurement setup: (a) Scheme and (b) Lab 

picture. 

SMFSMF SMF
1

1616

1

12021 …

OSA
(ANDO)

Power 

Meter (PM)PIC
Polarization 

Controller

Coupler

50:50 (2x2)

Tunable Laser (TL)

(ANDO)

… …

18 Current Sources (CSS)

Vision System

TEC
CSS PC

OSA

TL
PM

CSS

Input 

fiber
Output 

fiber

DC- Wires

(a)

(b)



134 Design, fabrication and demonstrations 

 

 

 

The examples of measured propagation, bend and MMI losses are illustrated in 
the right-hand column of Figure 5.11. Note, for example that the bend relative losses 

account for a whole bend that contains four-cascaded 90º bends. Referring to the 

MMIs, there is not a perfect test structure to characterise them. In Figure 5.11 

 
Figure 5.11 (Left) Operational window for each test structure and (right) Linear 

fitting for the passive properties characterisation of specific dies (a) Measured 

propagation losses, (b) Measured bend losses, (c) Measured cascaded MMIs, (d) 

Measured distributed MMIs. 

a)
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c)

d)



   135 

 

 

 

(right/c), we see that the cascaded configuration suffering from phase errors during 

fabrication leads to the formation of an interferometric structure that increases the 

insertion losses of the MMI. In Figure 5.11 (right/d), the two points at the last MMI 

outputs refer to each final MMI output confirming that the 50:50 splitting ratio is 

nearly satisfied.  All the previous measurements contain a deviation produced by the 

coupling efficiency variability due to the error relative to the fibre and grating 

position. Nevertheless, it results in a good estimation of around 2.5 dB/cm for the 

waveguide propagation losses, negligible bend relative losses and low-loss MMIs. 

The summarised results are provided in Table 5.1.  

Table 5.1. Main characterization figures. 

Figures Measured 

Synthetized Waveguide Losses 2.38 ± 0.30 dB/cm 

MMI Losses 0.15 ± 0.10 dB 

Whole Bend Losses 0.10 ± 0.02 dB 

Grating Coupler Losses 6.50 ± 0.50 dB 

Grating Coupler Central Window Deviation 1580 ± 15 nm 

Grating Coupler 3-dB bandwidth 35 ± 2 nm 

Thermo-optic efficiency (Pπ) 110 ± 15  mW 

TBU Optical Crosstalk 40 ± 5 dB 

TBU Insertion Losses 0.60 ± 0.10 dB 
 

Prior to the synthesis of any photonic integrated circuit, we need to characterise 

each TBU. For each one, we performed a full process that consisted in injecting 

optical power into one of the optical ports of the TBU while sweeping the electrical 

current applied to one of the two TBU heaters. For this electro-optical 

characterization, we employed current sources of different resolution and quality: 3 

Keihtley2401, 13 Thorlabs LDC8010 and 2 TECMA 72-2535. This process was 

carried out for the 76 thermal tuners present on each of the 3 characterized PCBs. 

Together with resistance and output optical power, we obtained as a result the 

normalized coupling constant calibration curves as a function of the injected current 

of each TBU. A characterisation example is shown in Figure 5.12. Through this 

method, we also extracted the phase shift calibration curves as a function of the 

injected current to each thermal tuner. For characterisation of the inner TBUs, we had 
to bias outer TBUs properly so access could be granted to the internal units.  
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The TBU Insertion Losses (0.60 ± 0.10 dB) include the propagation losses across 

the Mach Zehnder interferometer and the bend relative losses. They were computed 

by fitting the losses of paths relative to different TBUs numbers. As a result, we 

extrapolated this measurement to an average synthetized waveguide loss value of 6.1 

± 0.3 dB/cm. The main contributions for this figure are the insertion losses of the 20 

MMIs present inside the 10 TBUs required for 1 cm of synthetized waveguide. The 

longterm robustness of the heaters was tested applying an electrical power sweep up 

to 2Pπ (over more than 2000 steps) and obtaining no-resistance variation. 

5.5 Measurement results 

Once we have characterized each TBU, we could use their respective calibration 

curves to program each TBU for synthesising different photonic integrated circuits. 

In this section, we show the measured results corresponding to several functionalities 

that we could demonstrate with the fabricated processor core. Different photonic 

integrated circuits like 1 and 2 input/output filters, dispersion compensator delay lines 

and universal interferometers can be implemented. The software-definition is low-

level (machine-code or assembly language). This means that commands or functions 

in the language map closely to processor instructions. First, the coupling and phase 

shifters values are obtained by programming the well-known equations or adapted 

algorithms of the synthetized structures in MATLAB®. Next, by employing the 

 
Figure 5.12 Characterisation output of a tunable basic unit. Up/Left, Normalised 

losses versus electrical power applied for each heater. Up/Right, Normalised 

losses vs electrical current. Bottom/Left, Resistance vs electrical current. 

Bottom/Right, Coupling Factor vs electrical current. 
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database containing the TBU calibration curves (coupling constant and phase vs 

injected current), we set the TBUs bias by a Python programme that controls the 

external current sources, the laser and capture and read the data from the optical 

spectrum analyser. 

In case of optical filters, we can set the FSR by changing the interferometric 

lengths. In this case, the range of available FSRs are provided in Table 5.2. 

Table 5.2. Frequency grid associated to the fabricated BULs. The interferometric structure 

available for the hexagonal core is also indicated. 

 

Unless otherwise specified, all the measured spectral responses in the following 

sections are normalised to the measured insertion losses corresponding to an 

integrated waveguide that connects the grating couplers to the input and output ports 

of one TBU in all-pass state. These losses include the input and output grating 

coupler losses, the propagation losses of the mesh access paths and the loss 

corresponding to one TBU, resulting in a figure of 17.5 dB.  

 

Interferometric length 

(BULs)

BUL = 975 µm 

FSR(GHz)

BUL = 975 µm 

FSR(pm)

2 36.78 294.75

4 18.39 147.37

6 12.26 98.25

8 9.19 73.69

10 7.36 58.95

12 6.13 49.12

14 5.25 42.11

16 4.60 36.84

18 4.09 32.75

20 3.68 29.47

22 3.34 26.79

24 3.06 24.56

26 2.83 22.67

28 2.63 21.05

30 2.45 19.65
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5.5.1 Finite Impulse Response (FIR) filters  

By suitably tuning the TBUs in the 7-cell waveguide mesh, we have been able to 

implement UMZI devices with path unbalances given by 0, 2, 4, 6 and 8 BULs, 

limited by the number of current sources available at the moment of measurement. 

Figures 5.13 to 5.15 show, as an example, the results for the 2-, 4- and 8-BUL UMZI 

cases. For each case, (a) shows the 7-cell hexagonal waveguide mesh configuration, 

where each TBU is represented by a given colour depending on whether it is activated 

as a cross (black) or bar (orange) switch, a tunable coupler (green) or if it is not used 

and is therefore available for another potential circuit implementation (blue). In (b) 

we show the circuit layout of the implemented structure. These figures also include 

the measured modulus and corresponding phase (calibrated by the shortest path), 

where the input is in the IN port and the output is in the OUT1 port for different 

coupling and phase shifter values. 

Measured curves are displayed for different values of the coupling constant K1 

and a fixed value of K2 equal to 0.5, which are tuned by changing the injection 

currents to the heater elements of the input and output TBU devices of the UMZI. 

Changing these values alters the absolute value of the zero in the UMZI transfer 

function bringing it closer or farther to the unit circle. The closer the zero is to the 

unit circle, the deeper are the notches in the transfer function are (up to 35 dB of 

extinction ratio) and the higher the phase shift step in the transfer function is. Note 

that the periodicity in the transfer function changes according to the path unbalance 

(36.8 GHz for the 2-BUL UMZI in Figure 5.13, 18.4 GHz for the 4-BUL UMZI in 

Figure 5.14 and 9.2 GHz for the 8-BUL UMZI in Figure 5.15). As illustrated in 

Appendix B.4, in each case, we compared the experimental results with those 

provided by the theoretical expressions of the transfer functions [32] obtaining an 

excellent agreement. We also checked the tuning of the notch position over a 

complete spectral period without changing its absolute value, by proper phase shift 

addition to one of the UMZI arms as illustrated in Figure 5.13(d) and Figure 5.14(d). 
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Figure 5.13 Experimental results for tunable UMZIs of ΔL = 2 BULs. (a)Waveguide mesh 

connection diagram, (b) circuit layout indicating the normalized waveguide length in BULs 

and measured modulus and phase transfer function for (c) different values of the coupling 

constants K1 and K2, and (d) for fixed coupling factors and active phase shifter tuning. 
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Although the waveguide mesh has a limited number of cells, we were also able to 

implement a lattice filter by serially cascading UMZI units and a 3-tap transversal 

filter by the parallel cascade of UMZI units. Figure 5.16 shows these results: In the 

first one, corresponding to a FSR of 36.8 GHz, by changing the values of K1 to K3, 

we tuned the positions of the two zeros provided by the cascaded structure and, 

therefore, reconfigured its transfer function. For the last one, characterised by a FSR 

of 18.4 GHz we also changed the values of K1 to K4 to tune the positions of the two 

zeros provided by the structure reconfiguring again its transfer function. Note that in 
this case, we have directly represented the relative (to the optical carrier) frequency 

assuming a self-beating modulation/detection scheme as the ones proposed in 

Chapter 3. 

 

Figure 5.14 Experimental results for tunable UMZIs of ΔL = 4 BULs. (a)Waveguide mesh 

connection diagram, (b) circuit layout indicating the normalized waveguide length in BUL 

units  and measured modulus and phase transfer function for (c) different values of the 

coupling constants K1 and K2, and (d) for fixed coupling factors and active phase shifter 

tuning. 
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Figure 5.15 Experimental results for tunable UMZIs of ΔL = 8 BULs. (a)Waveguide mesh 

connection diagram, (b) circuit layout indicating the normalized waveguide length in BUL 

units, and measured modulus and phase transfer function for (c) different values of the 

coupling constants K1 and K2. 

 
Figure 5.16 Experimental results for cascaded tunable UMZIs and FIR Filters. Waveguide 

mesh connection diagram, circuit layout and measured modulus for different values of the 

coupling constants K1 and K2, K3 (and K4) in the case of a, two cascaded 2-BUL lattice UMZI 

filters, including full-FSR tunability (inset); b, a 4-BUL UMZI transversal filter. C: Optical 

Carrier wavelength. 
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5.5.2 Infinite Impulse Response (IIR) filters  

By suitably tuning the TBUs in the 7-cell waveguide mesh, we have been able to 

programme single cavity optical ring resonators with cavity lengths given by 6, 10, 

12, 14, 16 and 18 BULs. Figures 5.17 to 5.19 show some of the relevant measured 

results for the 6-, 12- and 18-BUL cavity length cases. The figures show in (a) the 

waveguide mesh configurations (with the TBU device status according to the color 

code previously described), (b) the circuit layouts and (c) the modulus as well as 

phase shift responses for the OUT1 port. The measured results correspond to different 

values of K1 and K2, which settle the positions of the zero and the pole. The OUT2 

response is depicted in Figure 5.17 (d) (FIR+IIR filter). The IIR filter tunability, 

which is shown in Figure 5.17 (e), is achieved by exploiting the fact that the coupling 

constant and the phase shift in any TBU of the mesh can be adjusted independently. 

Hence, any TBU inside the cavity can be operated as a constant-amplitude phase 

shifter. Figure 5.18 and Figure 5.19 correspond to the 12- and 18-BUL ORR length 

case, respectively.  

Appendix B4 includes the comparison between our experimental results with 

those predicted by the theory employing the well-known transfer function of ORRs 

[32], showing an excellent agreement 
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Figure 5.17 Experimental results for 6 BUL ring resonator IIR and FIR+IIR filters. (a) 

Waveguide mesh connection diagram, (b) circuit layout and measured modulus and phase 

transfer function for a, (c) IIR filter for different values of the coupling constants K1 and K2, (d), 

FIR+IIR filter for different values of the coupling constants K1 and K2, (e) IIR filter along a full 

spectral period for different values of the optical ring resonator round-trip phase shift. 
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Figure 5.18 Experimental results for 12 BUL ring resonator IIR filters. (a) Waveguide mesh 

connection diagram, (b) circuit layout and (c) measured modulus and phase transfer function for 

different values of the coupling constants K1 and K2. 

 

Figure 5.19 Experimental results for 18 BUL ring resonator IIR filters. (a) Waveguide mesh 

connection diagram, (b) circuit layout and (c) measured modulus and phase transfer function for 

different values of the coupling constants K1 and K2. 
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5.5.3 Complex tunable and reconfigurable filters  

We can build more complex (multicavity) signal processing structures as, for 

instance, CROWs, SCISSORS and ring-loaded MZIs using the former basic building 

blocks in the 7-cell waveguide mesh and activating more TBU devices to provide 

additional propagation paths. The number of current sources allowed us to 

programme 2- and 3-ORR CROWs (6-BUL ORR length), 2-ORR SCISSORs (6-

BUL cavity length) and a double ring-loaded MZI with reconfigurable coupling 

factors and phases. Figure 5.20 shows three examples of complex filters that employ 

two 6 BUL ring cavities. 

Figure 5.20 (a) corresponds to a notch SCISSOR filter, Figure 5.20 (b) to a 

bandpass CROW structure and Figure 5.20 (c) to a double ring-loaded MZI. As in 

 
Figure 5.20 Experimental results for complex double ring-loaded 6-BUL optical ring resonator 

filters. Waveguide mesh connection diagram, circuit layout and measured modulus and phase 

transfer function for a, a 6-BUL double ORR SCISSOR filter and different values of the 

coupling constants k1 and k2; b, a 6-BUL double ORR CROW filter and different values of the 

coupling constants k1 and k2; c, a 6-BUL double ORR ring-loaded MZI. 
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the previous cases, the first column shows the 7-cell hexagonal waveguide mesh 

configuration where each TBU is represented by a given color depending on its 

activation state, the second column shows the layout of the implemented structure 

and the third column shows the measured modulus. In the measured results shown in 

Figure 5.20. Label (a), correspond to a SCISSOR structure (input: IN, output: OUT 

1), the phase shifter flattens the spectral region in between two consecutive notches 

and provides two slightly parabolic phase shifts of opposed concavity in that region, 

which correspond to two linear group delay regions of opposed slopes. Within this 

region, the structure can be employed as a tunable dispersion compensator or as a 

true time delay line. The TBU marked with an asterisk is an example of how TBUs 

can be configured to extract non-ideal leaking due to optical crosstalk from the 

circuit. Anyway, no deteriorated performance was observed in form of internal 

reflections.  A similar concept is employed in the Figure 5.20 (b) that corresponds to 

a CROW structure (input: IN, output: OUT 2). Here, the different traces correspond 

to different values of the phase shifter, which move one ORR resonance with respect 

to the other. When the phase shift is 0, then the resonances of the two cavities are 

located in the same frequency and the narrowest bandpass is achieved (red trace). As 

a small phase shift is added to one of the cavities, one of the resonances is slightly 

displaced but there is still a considerable overlapping. This technique is employed to 

broaden the response of bandpass filters providing a controlled ripple value, [32]. 

Figure 5.20 (c) shows the measured results for a double ring-loaded MZI. This 

structure is employed as a building block for the implementation of special 

configurations such as maximally flat high-order Butterworth and Chebyshev filters, 

[32, 31, 20, 39]. 

Figure 5.21 shows the particular application of three multicavity filters to coherent 

self-beating MWP bandpass filtering. We express the transfer function results in 

terms of the relative (to the optical carrier) RF frequency. Each figure contains the 

measured bandwidths and the resulting Side Lobe Level (SLL). Bandwidth 

reconfiguration from 4.40 to 6.05 GHz is demonstrated for a fixed FSR of 12.26 GHz. 

As mentioned, the SCCISOR architecture corresponding to Figure 5.20 (a) can be 

programmed to operate as a parabolic dispersion compensator. Figure 5.22 shows the 

theoretical and measured normalized transmission and relative group delays for this 

case. 
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Figure 5.21 Layout of fabricated 7-cell hexagonal mesh and TBU settings (left) for the 

implementation of 2 cascaded 6 ORRs (up), for the implementation of 2 coupled 6 ORRs 

(middle) and 3 coupled 6 ORRs (bottom) and its respective Normalized Optical Response 

(right). The 3-dB bandwidth is indicated for each example. All FSR corresponds to 12.26 GHz. 

Note that a direct optical-to-radiofrequency conversion has been applied to the frequency axis. 

SLL: Side Lobe Level. C: Optical Carrier 

 

 

Figure 5.22 Experimental (solid-line) and theoretical (dashed-line) results for 6-BUL ring 

resonator IIR filter. 2 cascaded 6 ORRs transmission response and associated group delay. 
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5.5.4 Multiple input multiple output linear optic transformation devices:   

A wide variety of signal processing operations involve mode transformations, which 

can be described in terms of multiple input/multiple output linear optics operations 

given by an N×N unitary matrix, [26, 88, 33, 113]. We programmed the 7-cell 

waveguide mesh to demonstrate several 3×3 and 4×4 linear unitary transformations. 

These are relevant examples of signal processing tasks that are needed in different 

applications and the results are shown in Figures 5.23 to 5.30. Figure 5.23 shows an 

example of a 3×3 column swapper between inputs 1 and 3 leaving column 2 invariant. 

Any phase relationship between the three output modes can be selected by proper 

biasing the TBUs M21 and M31. Figure 5.24 shows another 3×3 transformation 

example. In this case, a backward input swapper where input 1 is routed to output 2, 

input 2 to output 3 and input 3 to output 1. The former examples are particular cases 

that illustrate the application of the waveguide mesh as a programmable signal router. 

In both cases, the measured results show an excellent agreement with the targeted 

matrices for the operation wavelength of λ= 1571 nm with an extinction ratio >25 dB 

between the 1 and 0 coefficients. The required values for the coupling constants and 

phases of the TBUs used in the former implementations were obtained by the 

synthesis algorithm adaptation presented in Chapter 4 and developed in the Appendix 

B.1. We have incorporated the resulting coupling and phase coefficients as an 

example in the corresponding appendix section. These coefficients are translated into 

the required injected currents to the phase shifters according to the calibration curves 

obtained for each TBU during the chip characterization. 

Incidentally, the degree of freedom in the phase can be employed to implement 

linear transformations involving complex coefficients as required by Z, X or Y Pauli 

or Hadamard gates [114] as illustrated in Figure 5.25 to Figure 5.27, normalised to a 

5-BUL waveguide loss. Phase shifts are implemented by one or two TBUs marked 

as PS and shown in the figure. Again, we have added a table containing the 

corresponding coefficients and phases for each TBU in Appendix B.1.  
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Figure 5.23 Experimental results for the hexagonal waveguide mesh configuration of a 3 x 3 

interferometer based on a triangular arrangement. (a) Hexagonal core settings for 1-3 input 

mode swapping unitary transformation (CS = TBU in cross state, BS = TBU in bar state, TC = 

TBU in tunable coupler state, AV = TBU not employed), (b): circuit layout of the implemented 

interferometer, (c) spectral measurement of all input/output port connections, (d) normalized 

bar diagram of the resulting measured unitary matrix for λ = 1571 nm. 
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Figure 5.24 Experimental results for the hexagonal waveguide mesh configuration of a 3 x 3 

interferometer based on a triangular arrangement. (a) Hexagonal core settings for 1-2, 2-3 and 

3-1 input mode swapping unitary transformation. (CS = TBU in cross state, BS = TBU in bar 

state, TC = MZI in tunable coupler state, AV = TBU not employed), (b): circuit layout of the 

implemented interferometer, (c): Spectral measurement of all input/output port connections. 

(d) Normalized Bar diagram of the resulting measured unitary matrix for λ = 1571 nm. 
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Figure 5.25 Pauli-Z 2 x 2 transformation experimental results involving complex-valued 

matrix coefficients using the hexagonal waveguide mesh, (a):  7-cell configuration (CS = MZI 

in cross state, BS = MZI in bar state, TC = MZI in tunable coupler state, AV = MZI not 

employed, PS = Phase shifter), (b) circuit layout of the implemented interferometer, (c) 

spectral measurement of all input/output port connections, (d) normalized bar diagram of the 

resulting measured unitary matrix for λ = 1571 nm. 
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Figure 5.26 Pauli X and Pauli Y 2 x 2 transformations experimental results involving complex-

valued matrix coefficients using the hexagonal waveguide mesh, (a) 7-cell configuration (CS = 

TBU in cross state, BS = TBU in bar state, TC = TBU in tunable coupler state, AV = TBU not 

employed, PS = Phase shifter), (b): circuit layout of the implemented interferometer, (c): 

spectral measurement of all input/output port connections, (d) normalized bar diagram of the 

resulting measured unitary matrix for λ = 1571 nm. 
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We finally present the measured results corresponding to the implementation of 

rectangular 4 x 4 interferometers. Figures 5.28 to 5.30 show the results obtained for 

three different unitary transformations [114] (as required by identity, C-NOT and 

swap gates), normalized to a 5 BUL waveguide loss. As with the former cases, an 

excellent agreement is obtained between the theoretical and measured matrix 

coefficients with extinction ratios above 25 dB for the targeted 1 and 0 coefficients. 

Note that due to the number of TBUs of the fabricated PIC, this device will be limited 

to interferometric structures where MB coupling constant setting is equal to 1 (Bar 

State) for 4x4 transformations. These examples are, to the best of our knowledge, the 

 

Figure 5.27 Hadamard 2 x 2 transformation involving complex-valued matrix coefficients 

using the hexagonal waveguide mesh. (a) 7-cell configuration (CS = MZI in cross state, BS = 

TBU in bar state, TC = TBU in tunable coupler state, AV = TBU not employed, PS = Phase 

shifter), (b) circuit layout of the implemented interferometer, (c) spectral measurement of all 

input/output port connections, (d) normalized bar diagram of the resulting measured unitary 

matrix for λ = 1571nm. 
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first demonstration of a linear transformation based on a rectangular arrangement of 

beamsplitters theoretically proposed in [88]. 

 

 

Figure 5.28 Identity transformation configuration of a 4 x 4 interferometer based on a 

rectangular arrangement. (a) 7-cell configuration (CS = TBU in cross state, BS = MZI in bar 

state, TC = TBU in tunable coupler state, AV = TBU not employed), (b) circuit layout of the 

implemented interferometer, (c) spectral measurement of all input/output port connections, (d) 

normalized bar diagram of the resulting unitary matrix for λ = 1571 nm. 
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Figure 5.29 C-NOT transformation configuration of a 4 x 4 interferometer based on a 

rectangular arrangement. (a) 7-cell configuration (CS = TBU in cross state, BS = MZI in bar 

state, TC = TBU in tunable coupler state, AV = TBU not employed), (b) circuit layout of the 

implemented interferometer, (c) spectral measurement of all input/output port connections, (d) 

normalized bar diagram of the resulting unitary matrix for λ = 1571 nm. 
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5.5.5 Optical Delay Lines:   

Optical delay line chips can be used to temporally store optical signals and are a key 

basic building block for optical processing in digital and microwave photonics 

applications. We report here the measurements related to the inherent discrete delay 

line capability of our fabricated hexagonal waveguide processor core. For these 

results, we have employed an Optical Vector Analyzer (OVA) from LUNA ®. 

We start by visualizing the time response of two previously synthetized circuits 

corresponding to a 6- BUL ORR in Figure 5.31, and to a 4-BUL UMZI in Figure 5.32 

 

Figure 5.30       SWAP transformation configuration of a 4 x 4 interferometer based on a 

rectangular arrangement. (a) 7-cell configuration (CS = TBU in cross state, BS = MZI in bar 

state, TC = TBU in tunable coupler state, AV = TBU not employed), (b) circuit layout of the 

implemented interferometer, (c) spectral measurement of all input/output port connections, (d) 

normalized bar diagram of the resulting unitary matrix for λ = 1571 nm. 
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In the ORR case, we show the reflection response where the coupling factor is being 

changed. In the top/left we can see that the TBU performing the tunable coupler is in 

Bar State. In this case, the signal is not travelling through the ring cavity and is 

directly transmitted to the output. The inset shows a planar spectrum response since 

there is not any interferometric structure. The top/right figure shows that if we 

increase the coupling factor, the different contributions for successive signal 

recirculations will appear delaying the signal. The overall delay is characterised by a 

time value given by the propagation across the entire ring cavity length, 81 ps. 

Moving to the bottom/left figure, we can see that we achieve the critical coupling 

condition resulting in the highest extinction ratio. In this case, we reduce the power 

of the first contribution and increase the optical power in the ring cavity to overcome 

the travelling losses inside it. The last figure corresponds to an over-coupled 

condition. Note that the second contribution is greater than the first one. 

 

 

Figure 5.31 Measured time response of an ORR corresponding to 6 BULs. Each figure 

corresponds to a different coupling factor. The inset shows the corresponding spectral 

response. (Top/left) the tunable coupler is in bar state so no signals travel through the cavity, 

(Top/right) the tunable coupler sets a coupling ratio below the critical coupling of the cavity, 

(Bottom/left) the tunable coupler sets the critical coupling condition in the cavity, (Bottom 

right) the tunable coupler sets an over-coupling condition in the cavity. 
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In the UMZI case depicted in Figure 5.32, we show the temporal response (i.e. a 

two-tap discrete time filter) corresponding to one of its two outputs. The coupling 

constant of the TBU acting as the input tunable coupler is varied while the one acting 

at the output coupler is maintained fixed with a coupling ratio of 50:50. In the top/left 

we can see a case where most of the signal is travelling through the shorter UMZI 

path. The inset shows a low extinction ratio in the spectrum response. The remaining 

figures illustrate how the splitting ratio changes for each contribution when we 

increase the coupling ratio. When both contributions are equal (like in bottom/left), 

the highest extinction ratio is achieved. In this case, the coupling ratio is set to 

compensate the losses in the largest path with respect to the shorter one. The time 

delay given by the differential path length is 54 ps. The last figure corresponds to the 

scenario where the contribution from the longer arm in the UMZI is greater than the 

first one. 

 

Figure 5.32 Measured time response of a MZI corresponding to 4 BULs. Each figure 

corresponds to a different input coupling factor and a fixed value of 50:50 for the output 

coupler division factor. The inset shows the corresponding spectral response. (Top left) The 

input tunable coupler introduces more power in the shortest path to obtain a difference of 20-

dB at the MZI output, (Top right) the input tunable coupler introduces more power the shortest 

path to obtain a 5-dB difference at the MZI output, (Bottom left) The input tunable coupler sets 

the critical coupling condition in the MZI to obtain equal power contributions at the output, 

(Bottom right) the tunable coupler introduces more power to the long path. 
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Larger discrete delay lines can be programmed by suitably tuning the TBUs 

involved in the light path. As an example, Figure 5.33 illustrates two different settings 

for the 7-cell layout. In the first case, the light is travelling through 5 BULs which 

results in a delay of 67.5 ps. When the light path is modified as in the companion 

figure, we increase the light path length to 9 BULs, which corresponds to 121.5 ps. 

In the right side of the figure, we have included some of the experimental delays 

obtained by changing the light path length from 3 to 12 TBUs (40.5-162 ps). Our 

device loss per delay figure is 44.44 dB/ns.  

This device would benefit from the integration of an optical amplifier before 

leaving the chip to compensate the losses. 

It could also be possible to employ a continuous delay section implemented with 

a programmed cascaded-ring delay line followed by a discrete delay line to obtain a 

larger continuous delay, [92]. 

Simple optical beamforming configurations based on optical delay lines can be as 

well programmed in our 7-cell core. By configuring some of the TBUs as tunable 

couplers, it is possible to create adjacent light-paths with an incremental length ΔL. 

This incremental length will define the tilt angle of the antennas placed at the outputs 

as shown in Chapter 4. Figure 5.34 illustrates two measured cases that implement a 

different optical delay Δτ corresponding to 2 and 3 BULs. 

Optical Beamforming networks based on providing a differential phase shift to 

each output can be as well programmed in the hexagonal-mesh core, either by using 

a tree-scheme with a phase shifter at each output or by programing a linear 

interferometer for the beamsplitting section. In this case the output signal frequency 

and the tilt angle will not be independent, [108].  

 

 

 

Figure 5.33 Discrete optical delay lines. (Left) 7-cell layout and settings for two different time 

delays. (Right) Measured delays up to 12 BULs. 
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5.6 Discussion 

As we have pointed out in Chapter 4 and demonstrated experimentally in this chapter, 

the proposed waveguide mesh photonic processor can implement a wide variety of 

signal processing functionalities. Thanks to the hexagonal layout and its geometric 

properties described in Chapter 4, even a relatively modest chip with a low cell count 

design, such as the one reported in this chapter, can be programmed to implement 

over 100 different configurations. In practice, there were a limited number of 

available current sources required to tune the TBUs. This restricted the number of 

configurations that we could demonstrate to a figure around 30. More complex 

structures like higher-order cascade lattice filters and more complex quantum logic 

gates than the ones demonstrated here would be possible, if the fabricated chip were 

to include more unit cells. 

Our experimental results have shown the potential of the hexagonal waveguide 

mesh for implementing 1,2 inputs/outputs ports optical tunable filters structures with 

an exceptional reconfigurability, optical delay lines as well as 2 x 2, 3 x 3 and 4 x 4 

linear optic real and complex-valued unitary transformations. 

In the case of optical filters, full-FSR tuning of the notch position is achieved by 
applying a continuous phase shift to the interferometric structure by suitably 

configuring a TBU to perform as a constant-amplitude phase shifter. FSR 

reconfiguration from 36.8 to 4.1 GHz has been demonstrated by modifying the 

 

Figure 5.34 Measured optical beamformer network: (a) 2-BUL delay, (b) 3-BUL delay. 
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interferometric length of the programmed structures. The synthesis of more complex 

structures like 2 cascaded MZIs lattice filters, coupled and side coupler resonators 

and ring-loaded MZIs have demonstrated the capacity of programing complex PICs. 

The versatility of the mesh to program optical filters is limited to a fixed number of 

FSRs. In other words, only a system that can be discretized over the mesh is 

susceptible to be programmed. Accumulated losses limit further system scalability 

and the synthesis of more complex circuits. 

For the optical delay lines, a discrete range of 13.5 ps steps from 0 up to162 ps 

has been measured featuring a loss per delay figure of 44.44 dB/ns. We can improve 

this figure if some sort of on-chip amplification can be incorporated. In addition, 

beamforming networks of 3 taps with differential delays of 27 and 40.5 ps have been 

demonstrated. As for optical filter synthesis, programmed optical delay lines are 

limited by losses and a reduction of the TBU insertion losses would dramatically 

upgrade the ODL performance. 

Regarding the linear unitary operations implemented, which cover 2x2, 3x3 and 

4x4 transformations, it is important to outline that the same hardware architecture can 

support either a triangular or a rectangular arrangement for multiport interferometers. 

Moreover, full matrix reconfiguration is achieved by translating the values of the 

coupling constants and phase shifters (obtained by means of the synthesis algorithms 

adapted to this architecture) into proper injection currents to the tuning elements 

according to calibration curves. In this respect, this configuration can help to reduce 

fabrication costs as the same layout is fabricated regardless the targeted 

transformation.  

A key advantage of this hexagonal mesh compared to the rectangular and 

triangular beamspliters arrangements is the possibility to flexibly combine universal 

interferometers with other classic photonic integrated circuit structures that can be 

programmed over the mesh as well, such as Mach-Zehnder Interferometers or 

interferometric cavities. This comes at the expense of more beamsplitters for a certain 

N x N transformation, that will increase from N(N-1)/2 (triangular and rectangular 

arrangements), to (3*N*(N-1)/2) +2*N.  

An important question that needs to be addressed is related to the structure 

scalability. In the structure reported in this work, the number of cells in the chip limits 

the maximum number of ports in the universal interferometer structures, the number 

of elements that can be synthetized at the same time and the possibility to integrate 

complex designs. The number of unit cells could be increased at the expense of 

increasing the complexity on the three design layers, the software layer and the chip 

area. For a fixed TBU and BUL design, the required chip area increases with the 
number of cells. Nevertheless, the TBU can be re-designed to provide a more 

compact hexagonal cell design for a fixed BUL. Based on our results, furtherly 

increasing the number of TBUs to be integrated would require two different metal 
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layer levels to enable on-chip electrical routing. For larger hexagonal waveguide 

meshes featuring more cells than those actually required for a certain operation, it 

will be necessary to program access paths to access inner programmed devices, 

leading to additional balanced losses for all the channels. In contrast, the unused 

TBUs will be left as redundant components that can be employed in case of failure 

over a certain chip area, leading to a more robust final device. The number of cells 

for a particular design will depend on the size of the targeted circuits to be 

synthetized/programmed. In practice, the number of electrical DC Pads and its 

associated control system might limit the number of available TBUs present on the 

circuit. Figure 5.35 plots the number of required electrical ports versus the number 

of cells. For the reported device, we employed 120 single-point (ground) pads for the 

electrical control of 60 phase shifters. Out of the chip, some of them were connected 

to a common ground. Having a common ground port on the circuit can reduce the 

amount of electrical ports by a factor of two. The main drawback would then be the 

appearance of electrical noise, which can be pre-characterized considering the 

differential resistance of each path, [113] .  

Although a miniaturization of the BUL is possible, we must consider the resulting 

operational trade-off. The impact of the BUL miniaturization is four-fold. To start 

with the positive aspects, first, the maximum Free Spectral Range of the 

interferometric devices programmed will be limited by the inverse of 2-BULs and 6 

BULs for the MZIs and the ORRs cases, respectively. This limitation affects the 

maximum operational frequency of most of the microwave photonics applications. 

Secondly, the resolution step will be finer so the probability to be closed to a desired 

FSR, delay, or length will increase. Two negative aspects may arise for miniaturised 

BULs. First, a programmed waveguide of a certain length will have more propagation 
losses for shorter BULs, as a greater number of TBUs will be needed for a required 

length. As illustrated by Figure 5.36, the insertion losses of the 2 MMIs of each TBU 

 

Figure 5.35 Electrical ports vs number of cells for 2 different ground configurations. (Up), 

Single-Point Ground. (Bottom), Common Ground. 
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are dominant over the propagation losses. Secondly, the integration density and thus 

the number of switching elements per area will increase, leading to a thermal 

crosstalk increment, since it is proportional to the proximity between TBUs. 

Additionally, it results in a more complex metal layer design. In practice, reducing 

the BUL is technically feasible. Thermal tuners offering continuous [0 - 2π] phase 

shift shorter than 62 μm have been demonstrated recently, [115]. State-of-the-art 3-

dB couplers in silicon have insertion losses around 0.15 ± 0.1 dB [116, 117], so the 

losses due to the 2 cascade couplers will dominate over state-of-the-art propagation 

losses, which are around 1 dB/cm [118].  

Since the roughness on the lateral walls of the optical waveguide dominates the 

propagation losses, an alternative for our TBU design would be to increase the width 

on the straight waveguide sections, enabling even lower propagation losses. 

For practical operation, it is fundamental to thermally stabilize the TBUs so their 

programmed values remain stable in time once selected and to manage the impact of 

thermal crosstalk from neighbouring TBUs, a complete analysis regarding these 

issues for the presented hexagonal waveguide core is included in [112]. In addition, 

it is essential to make the chip operation robust against departures of the TBUs from 

 

Figure 5.36 Synthetized waveguide losses impact due to: (a), MMI Insertion Losses for 

propagation losses of 2.5 dB/cm. (b), propagation losses for a fixed MMI IL of 0.15 dB. (c), 

discretization due to Basic Unit Length variation and relative path losses. 
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their designed values. A recent work [119] has reported practical solutions to 

overcome this limitation in CMOS-compatible silicon photonics platforms, enabling 

potential dynamic regime operation by tracking the deviations in the device 

parameters and providing corrective signals to stabilize the operation. Hybrid 

integration with III-V materials would be necessary in order to incorporate the optical 

sources and the modulator to the proposed optical core. Future work on electronic 

integration is required to integrate the current sources.  

Another important issue is related to how the input signal is directed into a specific 

input port of the mesh network and how a signal is directed from a port of the mesh 

to a photodetector. These operations require some degree of optical interconnection 

that can be provided by the mesh itself provided its size is large enough as depicted 

in Chapter 4.  

In contrast to application-specific devices, multi-purpose photonic processors 

enable a wide variety of applications on the same chip, providing flexible and fast 

adaptive designs topologies and circuit parameters. Fabricated in a CMOS 

compatible technology, multi-task processors enable high-production volume 

reducing the price per chip. The unused/available TBUs perform as spare components 

that will potentially enable self-healing photonic integrated circuits. 
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Chapter 6                                             

Summary, Conclusions and Future Work 

6.1 Summary and Conclusions 

In this thesis, we have proposed the new concept of generic-purpose software-defined 

integrated MWP photonic processor. Being a radically different approach from 

ASPICs, this new PIC class enables the programmability of the main MWP 

functionalities on the same hardware platform. 

In Chapter 2, we have reviewed the evolution and state of the art of IMWP. To 

date, the activity in this research area has almost focused on particular circuits and 

chip configurations designed to optimally perform a single MWP functionality. Only 

three material platforms: Indium Phosphide, Silicon Nitride, and Silicon photonics 

have reached the required degree of maturity to be considered as viable options for 

the implementation of complex photonic integrated circuits, either monolithic or 

hybrid. We have reviewed their strengths and weaknesses regarding the integration 

of optical active components, optical passive components as well as radiofrequency 

and electronic subsystems. 

In Chapter 3, we have presented the photonic processor system architecture 

together with a full end-to-end model for the evaluation of the main figures of merit: 

RF gain, noise figure and dynamic range. It allows the complete system evaluation 

and provides, at the same time, a powerful tool to properly design and programme 

the photonic processor. Some examples of operational modes have been outlined for 

the processor configuration.  

The generic-purpose photonic processor relies on a powerful and versatile optical 

core to perform the reconfigurable optical interconnects and the photonic filtering 

tasks. Chapter 4 is focused on this key subsystem. We believe that reconfigurable 

waveguide lattice meshes [51, 52] are optimal candidates for the optical core of the 

photonic processor, since they provide the required versatility. In that chapter, we 
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have proposed two alternative lattice topologies to the existing square mesh design: 

the hexagonal and triangular waveguide meshes. We have presented an extensive 

analysis of the three mesh topologies and defined several figures of merit that account 

for photonic integration efficiency and versatility when programming PICs: 

flexibility, switching elements per area and reconfiguration performance. We 

obtained as a result that the hexagonal mesh topology outperforms both the square 

and triangular meshes. We have illustrated the processor configuration, whose optical 

core is based on a hexagonal waveguide mesh, for several MWP functionalities like 

RF and optical filtering, instantaneous frequency measurement, optical beamforming, 

arbitrary signal generation and frequency mixing. 

In Chapter 5, we have presented the design, fabrication and testing process of the 

first integrated hexagonal waveguide lattice mesh. This 7-cell layout integrated on 

silicon has achieved, to the best of our knowledge, several records beyond the current 

state of the art. First, it is the first integrated hexagonal mesh ever reported. Secondly, 

it is the mesh-based PIC with a higher cell count number: Whereas the previous one 

integrated 2 square cells (7 Tunable Basic Units), our design features 7 hexagonal 

cells (30 Tunable Basic Units). Finally, this higher cell count number allows the 

demonstration of a record number of 30 different functionalities, which is only 

limited by the current sources available at the moment of measurement (18 current 

sources). With 12 additional current sources, we estimate that over 100 different 

functionalities can be programmed in our fabricated PIC. Moreover, our optical core 

enable for the first time the synthesis of filtering structures like ORRs and MZIs as 

well as the universal interferometers. The latter enable the synthesis of any operation 

defined by a linear unitary matrix of size limited by the number and distribution of 

the cells. Here, we were able to synthetize the two arrangements proposed for this 

linear operation: the triangular beamsplitter and, for the first time, the rectangular 

beamsplitter. 

All in all, we believe that the work presented here opens a new paradigm in 

photonic integration. Similarly to the development and further market expansion 

experienced by the electronic integrated circuits given by the fabrication and design 

processes standardization as well as the migration to application agnostic integrated 

systems, we believe that this work sets the base for a new era of generic-purpose 

photonic integrated systems.  

6.1 Future work 

Although a considerable amount of work has been done for the last three years related 

to the near-unexplored field of generic-purpose photonic processors, there are still 
many open questions and issues that need to be addressed and solved before 

achieving a fully-integrated software-defined MWP processor. Some of these 
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problems are inherent to photonic integration and have been studied by the scientific 

community in the preceding years, [53, 3], while others have not been addressed yet: 

 The design of a fully integrated processor version: To date, there is no 

material platform that enables, simultaneously, the integration of the 

different components present in IMWP systems, such as active and passive 

microwave components as well as active and passive photonic components, 

together with electronics. This might call for a hybrid integration design, but 

to date, there is not a clear optimal solution, [3, 55]. 

 Tunable Basic Unit optimization and optimal number of cells: Depending on 

the targeted operations complexity, the reconfigurable optical core might 

need the integration of a considerable number of Tunable Basic Units, [59]. 

Since the reconfigurable optical core relies on the cascade interconnection 

of this element, a minimum improvement in the tunable basic unit results in 

a huge quality increment of the overall processor. This calls for the 

exploration of TBU design alternatives aiming low insertion losses, high-

bandwidth, and reduced crosstalk (optical and thermal) as well as power 

consumption, [120]. In this regard, we have designed a new hexagonal 

waveguide mesh that is currently under fabrication at the Si3N4 illustrated in 

Figure 6.1. The reduced value of the group index (1.92) and a BUL of 1270 

µm provides maximum FSRs of 61.37 and 20.45 GHz for MZIs and ORRs, 

respectively. 

 Exploring alternative tuning mechanisms for the TBUs: Electro-optic effects 

based on the effective index change to the presence of electrical carriers [74], 

(carrier depletion [75], injection and accumulation), graphene-based [121] 

and micro-opto-mechanical structures using gradient electric force phase 

shifters [76]. In Figure 6.2, we show the impact of the power consumption 

of the optical core for different number of activated TBUs vs the average 

TBU power consumption percentage, assuming two different Pπ values. The 

average TBU power depends on the design topology selected. 

 Experimental demonstration and validation of the processor: This would 

constitute an achievement well beyond the current state of the art. Some of 

the targeted functionalities are: reconfigurable MWP filters with a self-

beating scheme, the realization of integrated reconfigurable and tunable mm-

wave delay lines for beamforming applications, arbitrary waveform 

generation, frequency up/down conversion, instantaneous frequency 

measurement as well as tone generation based on optoelectronic oscillation. 

The use of the model developed in Chapter 3 will be essential. 

 Demonstration of the applicability of the proposed tunable core to other 

areas of Photonics: for instance, in quantum information systems, routing or 

switching. The universal linear interferometers demonstrated here can be 

employed to sustain reconfigurable quantum applications, [49]. This would 

expand the already-powerful capabilities of the photonic processor. 
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 Extension and programming of the software-layer capabilities: to obtain 

self-healing attributes and optimise the processor performance enabling 

dynamic operation. 

The recent award of the ADVANCED GRANT ERC-ADG2016-741415, 

Universal microwave photonics programmable processor for seamlessly interfacing 

wireless and optical ICT systems UMWP-CHIP, provides a unique opportunity for 

addressing and developing the future research lines outlined here to achieve a fully-

integrated version of a generic-purpose programmable MWP processor. 

 
Figure 6.1    5.5 x 11 mm2 optical layout of a hexagonal waveguide mesh to be integrated in 

Si3N4 at VLC Photonics – CNM Platform. (Black) optical layer, (copper-coloured) metal layer, 

(red) thermal isolation layer. 

 
Figure 6.2    Optical core power consumption estimation vs average TBU power for the 

synthesis of circuits involving 50, 100 and 200 TBUs assuming a Pπ of: (left) 10 mW and 

(right) 1 mW. A green area between 40-60 % of the average TBU power represents typical 

feeding values depending on the synthesised circuit. 

mW W

% %

mW
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Appendix A                                          

Analytical model of a MWP system/link 

For the sake of completeness, we will incorporate the step-by-step process to derive 

the figures of merit presented in Chapter 3. The corresponding to direct detection 

schemes (IM-DD, PM-DD and PM-BD) were previously demonstrated in [40]. Here, 

we include the IM-BD scheme, as well as a heterodyne (self-beating) configuration 

schemes. For all of them, we include the end-to-end model corresponding to the 

contributions of the MWP system and the RF stage in the last section.  

Appendix A.4 deals with the intermediate steps on the linearization process of 

MWP systems/links employing a DPMZM described in Chapter 3. 

A.1  Detailed derivation of photocurrents and RF power for Direct 

Detection systems/links 

For a modulating signal composed of two sinusoidal functions at different electrical 

angular frequencies Ω1 and Ω2, (point (1) of Figure 3.4), the photocurrent term at the 

output of the MWP part (point (2) of Figure 3.4) considering up to the second-order 

and the most relevant third-order frequency contributions is given by: 
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(A.1) 

where the terms i and θ refer, respectively, to the amplitude and phase of each 

different frequency term.  Following the derivation reported in [40] for small-signal 

approximation, we obtain the following expressions for the amplitude of the linear and 

nonlinear terms of the previous equation, referred to the real current: 
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• Signal contribution, either at the angular frequency Ω1 or Ω2:  
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• Second-order distortion, considering both the harmonic and intermodulation 

products: 
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(A.3) 

• Third-order distortion, considering both the harmonic and intermodulation 

products: 
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 (A.4) 

where I and Φ refer to the possible operation regimes (including single or balanced 

detection for each case), Idc is the average photocurrent, ϕrf the signal modulation 

index, ϕdc the bias point for the case of intensity modulation, and AOmega
Mod the 

spectral coefficients for a frequency tone defined by Omega, which were defined in 

Chapter 3. 

 

The RF photodetected power for each signal contribution term of frequency 

Omega into a load defined by Rout Ohms is: 

2

( ) ,
2

Mod

x outMod

RF x

i R
P

     (A.5) 

while the RF input power is, for both modulation types: 

2

( ) ,
2

rfMod

RF

in

V
P

R
   (A.6) 

where Vrf is the amplitude of the voltage signal applied to the external modulator and 

Rin is the input resistance. 
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A.2  Detailed derivation of photocurrents and the figures of Merit of 

Self-Beating scheme  

We consider the self-beating MWP link shown in Figure 3.6. Referring to this figure, 

the system parameters given in Chapter 3, and the vector field at the output of the 

upper link Eout(t) for the electromagnetic field (prior to the second coupler), the 

output photocurrent can be computed yielding: 
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where ed is the vector representing the state of polarization of the CW laser. The first 

term in Eq. (A.7) is idd(t), the contribution due to direct detection and its impact over 

the figures of merit has been evaluated in [40]. Although, in principle, this 

contribution has to be taken into account in the derivations, in practice it is the second 

and third terms that correspond to the beating between the signal and local oscillator 

ib(t) which are expected to dominate. 

The action of the modulator is described in the time and frequency domains by 

[40]: 
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where Bn are the spectral coefficients of the modulator. Introducing Eq. (A.8) in Eq. 

(A.7)(4.7) and taking into account that Eout () = H() Eout|MZM (), we have after a 

straightforward but lengthy calculation: 
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174 Analytical model of a MWP system/link 

 

 

 

Equation (A.9) provides the value of the fundamental and intermodulation terms 

required for the computation of the contribution of the self-beating current to the 

Figures of Merit of the MWP link. In combination with equation (6) of [40], they 

provide the overall output current. For example, under small signal modulation 

approach, the phasor for the fundamental RF photocurrent at 1 is given by:  
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where: 
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and AI
Ω1, AI,SB

Ω1, are the spectral coefficient for the fundamental, terms for 

intensity modulated direct detection and the self-beating filtered MWP systems that 

are defined in Chapter 3 and in Eq. (A.13), respectively. 

In the same way, the phasors for the second- and third-order RF intermodulation 

terms are given by: 
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where: 
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and AI
Ω1-Ω2 and AI

2Ω1-Ω2 are the spectral coefficients, respectively, for the second- and 

third-order intermodulation terms for intensity modulated direct detection MWP 

systems, which were defined in Chapter 3. From Eqs. (A.10) and (A.12), one can 

directly compute the RF powers corresponding to the fundamental term: 
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  (A.14) 

From Eq. (A.14), we can directly obtain the end-to-end RF gain as defined in 

Chapter 3. Note that this time, the power has been computed from the phasor of the 

current instead of from the real current term, like in Eq. (A.5). 

Noise contributions 

Regarding the noise contributions, and using the RIN definition, we first need to 

determine the value of the average current which from (A.9) is given by:  
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(A.15) 

where the exponent p takes the value 0 for single detection and 1 for balanced 

detection, and D, X, Y, C are the coupling and losses coefficients defined in Chapter 

3. From Eq. (A.15) and the RIN definition, we get the different contributions: 

 

      

1 1

output

Thermal input

Thermal input 2

,

2
2

,

2
2

sin

2
,

( 1) 1 cos 4 sin cos Im
2

dc Total out

I I BDC

B in

p DC
o DC o

N
RIN

I Z

k T jDA CA Z
V

D H Y C H



 


   

 



 
 

 
  
      

  

  (A.16) 

 



176 Analytical model of a MWP system/link 

 

 

 

 

      

1 1

output

Thermal input

Thermal input 2

,

2
2

,

2
2

sin

2
,

( 1) 1 cos 4 sin cos Im
2

dc Total out

I I BDC

B in

p DC
o DC o

N
RIN

I Z

k T jDA CA Z
V

D H Y C H



 


   

 



 
 

 
  
      

  

  (A.17) 

 

      

output

Thermal input

Thermal output 2

,

22
2

2
,

( 1) 1 cos 4 sin cos Im
2

dc Total out

B

pdc DC
out o DC o

N
RIN

I Z

k T

DI
Z D H Y C H

X


   




    
       

    

  (A.18) 

 

      

output

 2

,

2

2
,

( 1) 1 cos 4 sin cos Im
2

shot
Shot

dc Total out

pdc DC
o DC o

N
RIN

I Z

e

DI
D H Y C H

X


   




    
       

    

  (A.19) 

 

from which RINTotal can be computed as the sum of all of them together with the 

RINlaser contribution. 

Finally, the optical interception points are obtained from RF powers of the 

intermodulation terms: 
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Equating them to the fundamental RF power given by Eq. (A.14) we can obtain 

the OIP for each distortion term by: 
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  (A.21) 

A.3  Detailed derivation of photocurrents and the End-to-End figures 

of Merit including the RF stage 

The input current from the optical part of the MWP system referred to Point (2) in 

Figure 3.14 is defined by i(t). 
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(A.22) 

It has been conveniently derived in the previous subsections for direct IM/PM and 

self-beating intensity modulation for single/balanced detection schemes. 

This current enters the RF amplifier of gain a that is characterized by a nonlinear 

characteristic defined by the nonlinear term b. The output current is: 
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The output current can be grouped into several terms, of which we will only 

consider those corresponding to the signal, the second and third order 

intermodulation: 
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Output RF Power 

The output RF power over one load impedance RLOAD placed after the RF filter can 

be computed as: 
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where y  is the signal at the RF filter (He(Ω)) output for each frequency contribution 

considered in time domain. We perform a time average over T. It has to be enough 

large to cancel the cross-product terms once averaged. 
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Furthermore, for each of the above terms, there are contributions with different 

phases so a second average over the phases has to be performed, which eliminates 

the contribution of cross products if phases are assumed to be uniformly distributed 

in the [0, 2π] range. Hence, each RF power contribution is given by: 
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Overall figures of merit 
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  (A.34) 

That is, irrespective of the configuration of the MWP segment, the overall gain is 

the product of the RF gain of the MWP segment multiplied by the squared (power) 

gain of the RF amplifier and the squared modulus of the RF optical filter. 

In logarithmic we have: 

     1 1 1( ) ( ) 20log 20log .MWP

RF RF eG dB G dB a H        (A.35) 
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Noise Figure 

The noise figure is defined as the signal to noise ratio difference at the input and 

output of the system. In our case, it is computed as: 
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We will assume that the first segment, connecting the RF input to the external 

modulator is not noisy, hence: 
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where: 
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defines the noise figure of the MWP segment and: 
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is the noise figure of the RF stage placed after the MWP segment. 

Dynamic Range: 

As described in Chapter 3, the dynamic range is defined as  
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First, we compute the total output spectral density Ntot. Since:  
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and: 
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Then: 
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OIP2 and OIP3 are the second and third-order optical interception points 

respectively and are defined as the linearly extrapolated input powers at which the 

fundamental (Eq. (A.28)) and their respective intermodulation terms -IMD2 (Eq. 

(A.30)) and IMD3 (Eq. (A.32))-  output powers are equal. A lengthy but 

straightforward process renders the expression for the second order spurious free 

dynamic range specified here in linear units: 

 

 

 

 

 

1 2

1 2

12,

2

1 22

2 2
2

2,

2 2

2,

2 4

2

2 4 2 2

,

,
1

4 sin

16

4 sin

Mod
eMWPMod

eRF Mod

Mod Mod

IMD RF

X Mod
Mod

IMD MWP

I dc dc

dc

I SB dc dc U L

HSFDR
SFDR

HNF T

A A Pb
T

a PA

I

I

I C D



 



   

 

 



 
  

    

 
  

 

 







  
(A.44) 



   183 

 

 

 

 

 

 

1 1 2 1 2 1 1 2

1 2

2/3

13,

3
23

1 23

2 2 2 2 2 2
2

2
3,

3 2

3,
2

2

2

2 2 2

,

.
21

4

16

4

Mod
eMWPMod

eRF Mod

Mod Mod Mod Mod Mod Mod

IMD RF

X Mod
Mod

IMD MWP

I dc

dc

I SB dc U L

HSFDR
SFDR

HNF T

A A A A A A Pb
T

a PA

I

I

I C D







  

       

 



 
  

    

  
      

 

 








  (A.45) 

For the last case of self-beating modulation scheme, we have assumed that the 

self-beating term was dominant. 

A.4  Derivation of the linearization process employing a Dual Parallel 

MZM (DPMZM). 

By developing the same analytical procedure used in Appendix A.2 and [81], but 

including the DPMZM, the fundamental tone phasor C at the frequency Ω1 is given by 

the photocurrent beating term  1bI : 
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where 
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The second-order intermodulation component IMD2 at frequency (Ω1- Ω2) is given by 

the photocurrent beating term   1 2bI : 
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Finally, the third-order intermodulation component IMD3 at frequency (2Ω1- Ω2) is 

given by the photocurrent associated to the beating term 
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For the linearization process described in Chapter 3, we employ a Lagrangian 

equation. We aim to maximize Eq. (3.41) subject to the condition given by Eq. (3.40). 

The Lagrangian is thus given by: 
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where is the Lagrange multiplier. We now compute: 
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The first equality in Eq. (A.51) leads to:  
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The second equality in Eq. (A.51), taking into consideration Eq. (A.50), leads to:  
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Finally, the third equality in Eq. (A.51) yields: 
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Appendix B                         

Reconfigurable optical core algorithms 

In Chapter 4, we have proposed different implementations of photonic integrated 

circuits programed over the hexagonal waveguide mesh. This mesh is based on the 

interconnection of MZI-type beamsplitters defined by its ideal transfer matrix: 

sin cos
.

cos sin

j

TBUh je
 

 

  
  

 
 (B.1) 

where θ is (ϕupper- ϕlower)/2 and Δ is (ϕupper+ ϕlower)/2. 

By means of external electronic control signals applied to the heaters deposited 

on top of each MZI arm, each TBU can be configured to provide independent power 

splitting ratio and overall phase shift. This ability enables the operation as a 

directional coupler or simply as an optical switch/DDL in a cross or bar. Using this 

principle, this waveguide mesh architecture can be reconfigured to support different 

connection paths between its input and output ports and, hence, any kind of linear 

transformation, much in the same way as a FPGA operates in electronics.  

B.1  Universal Coupler (Triangular and Rectangular) 

TRIANGULAR ARRANGEMENT IMPLEMENTATION 

Here, we describe the transformation of the algorithm for the triangular beamsplitter 

arrangement proposed by Miller [27], for the synthesis of universal linear 

interferometers in the hexagonal waveguide mesh. 
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First of all, we need to consider the possible different phase contributions due to 

the different access paths established between the interferometer inputs and the 

internal processing elements forming the triangular arrangement of beam splitters 

and, from these, to the different outputs. These different phase contributions must be 

compensated. 

Secondly, we need to establish an equivalent configuration to the phase shifted 

MZI employed by Miller as shown in Chapter 4.  In our case, the equivalent 

“beamsplitter” is implemented using a TBU for the tunable coupler (with a transfer 

matrix defined by hTC as in (B.1)), followed by two TBUs, which are biased in cross 

state and employed as output connections. In the latter, the upper TBU also 

implements a phase shifter and is defined by the transfer matrix hUPS. The lower TBU 

is defined by the transfer matrix hLPS. 

The function of a linear optics device is to transform a series of N orthogonal modes (|ϕI⟩ 
into the corresponding N orthogonal modes at the output (|ϕO⟩) [26]. This transformation is 

defined by a unitary matrix U (|ϕO⟩ =U|ϕI⟩). 

Miller's synthesis algorithm is based on writing any of the input basis functions 

as a linear combination of each input port or rectangular functions (|ϕ1n⟩), and 

configuring sequentially each row of beam couplers for each input mode. These input 

modes are obtained from the columns of the Hermitian Adjoint of the matrix U. 

We consider, first of all, the impact of the access paths by multiplying the first 

input mode by a diagonal matrix C(0) accounting for each input access path: 

(1) (0)

1 1 .DI C   (B.2) 

 

where |ϕDI 1
(1)⟩ is the first input mode, modified by each access path, that arrives to 

the first row of beamsplitters. 

The element C(0)
nn in C(0) represents the coefficient for the n-input access path. 

Similarly, a C(OutPath) matrix is required to account for the output paths set after the 

processing elements. The path responses (C(0)
nn, C(0utpath)

nn) can be computed by 

multiplying the proper TBU matrix element (Eq. (B.1)) for each of the TBUs that 

build up the path. Both access paths elements can be identified in Fig. B.1. 

Now, we express |ϕDI 1
(1)⟩) as a linear combination of each input port of the 

triangular arrangement of beam splitters  (|ϕ1n⟩). 
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  (B.3) 

where a1n are the linear coefficients that represent the field (amplitude and phase) in 

the input waveguides of the first row of beamsplitters.  

The algorithm starts configuring the first row of beam couplers, illustrated in 

Figure 4.21(a), for the first mode. Taking into account Eqs. (B.2) – (B.3) and the 

definitions of the overall transfer matrices for the equivalent TBUs (Figure 4.21(d)), 

we get: 

* ( )

11 11_11 11_ 21 11 .OutPath

TC UPSa h h c     (B.4) 

The algorithm first computes the modulus of hTC11_11 satisfying Eq. (B.4). Note 

that the notation here is hELEMENTqn_xy, where n represents the row in the beam splitter 

arrangement and q the beam coupler order inside a given row; x and y indicate the 

output and input ports of the beam splitter, respectively. Note that the modulus of the 

TBUs implementing phase shifters, interconnections and access paths will be 1. The 

phase shift of hUPS is adjusted to equalize the overall phase in the left and right hand-

side members of Eq. (B.4). 

Once |hTC11_11| and the phase shift of hUPS are obtained, an iterative process will 

render the remaining |hTC| values and the hUPS phases for the remaining beam splitters 

in the row: 
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 (B.5) 

 

In a similar way to the Miller's algorithm, the subsequent input modes will be 

affected by the previously configured rows of beam splitters. To take this fact into 

account, the mode has to be multiplied by the corresponding transfer function. In this 

case, it is defined by a triangular C(n) matrix where the diagonal elements are: 

( )

_ 21 _12 ,n

ss TCns LPSnsc h h   (B.6) 

and the upper-triangular matrix terms are: 
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       (B.7) 

The rest of the terms of C(n) are 0. For the input mode n, the C matrix will 

incorporate C(k) matrices with (k = 1, 2, n-1) computed for previous modes: 

( ) ( 1) (2) (1) (0)... .DIn DIn

n nC C C C   (B.8) 

Some cases of special interest must be programmed apart. When the rectangular 

mode absolute value is |aqn| = 1, then all tunable couplers |hTC_11| in the following 

equivalent beam splitters in the row must be set to 0 except the one corresponding to 

the last equivalent beam splitter that will be set to 1 as well. 

When the algorithm has finished, we transform the resulting values of |hTC_(q,n)| 

and the phases of hUPS_qn to the actual phase shifts that have to be programmed for 

each TBU according to Eq. (B.1): 

 _112arcsin ,

0.

,
2

0.

TCupper TCqn

TCSlower

UPSupper UPSlower UPS

LPSupper LPSlower

h

h






 

 





   

 

 (B.9) 

 

The synthesis algorithm described here for the triangular arrangement 

implementation of the universal multiport interferometer can be summarized by the 

procedure:   

 
1: procedure Programme (U)  
2:      for n  from 1 to N do 
3:           % compute |hTC|(1,n) 
4:           % compute ∠hTC(1,n) 
5:           % compute ∠hUPS(1,n) 
6:   
7:           if (N-I is greater than 0 then 
8:     for q from 2 to N –i+1 do 
9:              if (hTC11 is equal to 1 then 
10:    % |hTC11|(q:N-I,n)=0 
11:    % |hTC11|(N-i+1,n)=1 
12:    break  
13:             else 
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14:    % compute |hTC12|(q-1,n) 
15:    % compute |hTC|(q,n)  
16:    % compute ∠hTC(q,n) 
17:    % compute ∠hUPS(q,n) 
18:    %compute C(n) 
19:    %C=C(n)…C(2)C(1)C(0) 
20:    %compute NextMode  = C  OriginalMode     
21:        % compute Δ,φ, θ  

 

In order to test the algorithm we propose several application examples. 

 

Application examples: 

We compute here the required values for the coupling constants and phases of the 

TBUs used in the hexagonal waveguide mesh configuration of a tunable 3 x 3 

interferometer based on a triangular arrangement. 

The first two examples are the matrices programmed experimentally in Chapter 

5: 

1

0 0 1

0 1 0 ,

1 0 0

EXU

 
 

  
 
 

 (B.10) 

 

2

0 0 1

1 0 0 .

0 1 0

EXU

 
 

  
 
 

 (B.11) 

They can be employed as switching matrixes between different output and input 

channel combinations. The resulting values are included in Table B1. The position of 

each TBU is represented for the third example in Fig. B.1. In this case, it corresponds 

to a three-way beamsplitter defined by: 

2 /3 4 /3

3

4 /3 8 /3

1 1 1
1

1 .
3

1

i i

EX tritter

i i

U U e e

e e

 

 

 
 

   
 
 

 (B.12) 

Finally, we apply the algorithm to a fourth example, the identity matrix: 
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4

1 0 0

0 1 0 .

0 0 1

EXU

 
 

  
 
 

 (B.13) 

For this last case, we will test by hand that the resulting values satisfy correctly 

the matrix amplitude and phase response. In this case, we will neglect the phase 

contributions given by the access channels. We can start with the first input, specified 

by blue light-path in Fig. B.2. Notice that the figure illustrates a simplified scheme, 

but one must understand that each beamsplitter corresponds to the combination of 

three TBUs, as explained in Chapter 4. Since it is an identity matrix, the output 

obviously must be the channel 1 as well. In addition, as it is specified by the matrix, 

there must be a fully phase cancellation equal to 2πn, where n = 0,1,2,.... The first 

input goes through M11, which is composed of two TBUs. The first one, acting as a 

tunable coupler of value K = 0, and the second one in cross-state acting as the UPS 

of value K=1. The total phase contribution, is: 

11 11

11 ,11

_ _ _ _ _

_ _ 0.
2 2 2 2

UPS

TC Inherent PS TC Coupling derived PS

UPS Inherent PS
   



 

      
 (B.14) 

 

For the channel 2, the phase contributions are given by: 

 

12 12
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21 21
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(B.15) 

Following the same process and the light-path in Fig. B.2, we can see that full 

phase-cancellation is achieved for the third channel as well. 

The resulting values for the four previous examples are included in Table B1. 

Since every LPS is in cross state and only include their inherent phase shift (defined 

by (B.1)), they are not contained in the table. 
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Table B1: Required values for the coupling constants and phases of the MZIs used in the 

hexagonal waveguide mesh configuration of a tunable 3 x 3 interferometer based on a 

triangular arrangement. 

 

 (a) EX1 (b) EX2 (a) EX3 (a) EX4 

TBU K ϕUPS/π K ϕUP/π S K ϕUPS/π K ϕUPS/π 

M11 1 -12 1 -1/2 0.66 -0.696 0 0.5 

M12 1 -1/2 1 -1/2 0.50 -1.250 1 0 

M13 0 -1/2 0 -1/2 0 0 0 0 

M21 1 -1/2 0 -1/2 0.5 0.354 1 -0.5 

M22 0 -1 0 0 0 -0.815 0 1 

M31 0 1/2 0 -1/2 0 -0.716 0 0 

CS-

interconn. 
1 0 1 0 1 0 1 0 

BS-

interconn. 
0 -1/4 0 -1/4 0 0 0 -π/4 

Rest P 0 P 0 P 0 P 0 
 

 

Figure B.1 Layout of the implementation of the three-way beamsplitter using a 3x3 

interferometer with triangular beam splitter arrangement (Left), Actual implementation of the 

3x3 interferometer using a hexagonal mesh with the labelled configuration for each Tunable 

Basic Unit (TBU) (right). ID: TBU identification Label, K: coupling constant, ϕ: additional 

phase shift, P: coupling constant when both phase shifters are unbiased. 
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Figure B.2 Scheme of the implementation of the three-way beamsplitter using a 3x3 

interferometer with triangular beam splitter arrangement for Eq. (B.12). The coefficients are 

computed for the hexagonal mesh implementation with the labelled configuration for each 

Tunable Basic Unit (TBU) (right). ID: TBU identification Label, K: coupling constant, ϕ: 

additional phase shift of the associated UPS, P: coupling constant when both phase shifters are 

unbiased. The three light path are indicated. 

RECTANGULAR ARRANGEMENT IMPLEMENTATION 

To adapt this layout and its synthesis algorithm [88] to the hexagonal waveguide 

mesh, we need to perform a few modifications. First of all, we must use a different 

matrix for the beam coupler/ TBU structure. In our case, as we saw in Chapter 4 

Figure 4.23(c), we employ a TBU for the tunable coupler (coloured in green), defined 

by a transfer function hTC, and the 2 precedent TBUs (coloured in black) for the 

required connections. Here, the upper one operates in cross mode providing an extra 

phase shifting (Upper Phase Shifter, hUPS), while the lower one operates in cross 

mode. 

Since these 2 TBUs are set in cross state, we can write the transfer matrix of the 

full beam coupler as: 

sin cos

cos sin
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 (B.16) 

 

The algorithm proceeds by nulling successive matrix elements starting from the 

targeted unitary (NxN) matrix U. Depending on the location of the element U(n,m) to 

be cancelled, a row or column combination of the matrix is required. 

If N-n-m is odd, then, the element to be nulled requires a combination of columns 
n and m, and the updating process is done by the following transformation 
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1 1
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, .Upd

n mU UT   (B.17) 

While if N-n-m is even, then, the element to be nulled requires a combination of 

rows n and m, and the updating process is done by the following transformation: 

, ,Upd

n mU T U  (B.18) 

where, for the case of the hexagonal waveguide mesh: 

,

1 0 0

0 1

.

1 0

0 0 1

i

m n i

e r t
T

e t r





               
 
 
  
 

 
   
 
  
 

 
                

  (B.19) 

 

By further developing Eqs. (B.17) – (B.18), we can obtain an equation that relates 

the value of the matrix element U(n,m) to be nulled with the t and ϕ values of the 

corresponding T-matrix. For odd parity (N-n-m) (i. e., the matrix U(n,m) sub-

diagonals nulled in the 1st, 3rd, 5th, 7th place, etc.), we have: 

2

2 2

( , )
,

( , ) ( , 1)

( , ) ( , 1) ,

U n m
t

U n m U n m

U n m U n m 


 

    

 (B.20) 

 

while for even parity (N-n-m) elements (i. e., the matrix U(n,m) sub-diagonals nulled 

in the 2nd, 4th, 6th, 8th place, etc.), we have: 

2

2 2

( , )
,

( , ) ( 1, )

( , ) ( 1, ).

U n m
t

U n m U n m

U n m U n m


 

   

 (B.21) 

To complete the algorithm, we must also consider the special case where the 

element to be nulled is a priori 0. In this case, t must be set to 0 to prevent a 
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mathematical error. When the algorithm has finished, the resulting U will be a 

diagonal matrix of unit amplitude (i. e. phase-only) elements. For a given equivalent 

beam splitter in the hexagonal mesh, the resulting t and phase shift ϕ values are 

transformed into the following values for its internal phase shifters: 
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(B.22) 

 

where ϕion are the phase shifts on all individual channels at the output of the 

interferometer that compensate for complex values on the diagonal matrix U at the 

last updating step. 

Finally, some of the outer TBUs that build up the interferometer must be 

configured to be phase-transparent featuring the phase-shift values indicated in Fig. 

B.3 for both possible configurations, labelled as Type A and Type B, respectively. 

The synthesis algorithm described here for the rectangular arrangement 

implementation of the universal multiport interferometer can be summarized by the 

following procedure:  

1: procedure Programme (U)  
2:  for i from 1 to N-1 do 
3:  if  is odd then 
4:       for j = 0 to i-1 do 
5:                if U (N-j, i-j)  is 0 then 
6:   t=0;        
7:                      else 
8:         %null U(N-j, i-j) by T-1i-j, i-j+1  
9:      %update U T-1i-j, i-j+1 
10:   else 
11:       for j= 1 to i do 
12:               if U (N+j-i,j)  is 0 then 
13:    t=0;        
14:                     else 
15:      %null U(N+j-i,j) by TN+j-i-1, N+j-I  
16:     %update TN+j-i-1, N+j-iU 
17:  % compute Δ,φ, θ  

 

Next, we describe several application examples to test the algorithm: 
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Figure B.3 Rectangular arrangement of a 5 x 5 interferometer showing the outer path 

configurations (up), and their location within the mesh configuration (bottom). The order of 

the settings followed by the synthesis algorithm are indicated 

 

Application examples: 

Here, we apply the algorithm to serval matrices that were experimentally 

demonstrated in Chapter 5. They are unitary transformations that can potentially be 

applied in the quantum and information field: 
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1 0 0 0

0 1 0 0
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0 0 0 1
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1 0 0 0

0 1 0 0
,

0 0 0 1

0 0 1 0

CNOTU
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1 0 0 0

0 0 1 0
.

0 1 0 0

0 0 0 1

SWAPU

 
 
 
 
 
 

 (B.28) 

 

 

Table B2: Required values for the coupling constants and phases of the MZIs used in the 

hexagonal waveguide mesh configuration of a 2 x 2 interferometers. P indicates that the TBU 

remains unbiased. 

 (a) P-Z b1) P-X b2) P-Y (c) Had 

TBU K ϕ/π K ϕ/π K ϕ/π K ϕ/π 

M1 0 -1/2 1 0 1 0 0.5 -1/4 

UPS 1 0 1 -1/2 1 -1 1 0 

LPS 1 0 1 0 1 0 1 0 

Io
1
 1 1/2 1 0 1 1/2 1 1/2 

Io
2
 1 1/2 1 -1/2 1 -1/2 1 1/2 

CS-interconn. 1 0 1 0 1 0 1 0 

BS-Type A 

interconn. 
0 -1/2 0 -1/2 0 -1/2 0 -1/2 

BS-TypeB 

interconn. 
0 1/2 0 1/2 0 1/2 0 1/2 

Rest P 0 P 0 P 0 P 0 
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Table B3: Required values for the coupling constants and phases of the MZIs used in the hexagonal 

waveguide mesh configuration of a tunable 4 x 4 interferometer based on a rectangular arrangement: P 

indicates that the TBU remains unbiased. 

 Identity C-NOT SWAP Tritter 

TBU K ϕ/π K ϕ/π K ϕ/π K ϕ/π 

M
A
 0 -1/2 0 -1/2 0 -1/2 0.5 0 

A-UPS 1 -1 1 -1 1 -1 1 -0.33 

M
B
 0 -1/2 0 -1/2 0 -1/2 0.5 0 

B-UPS 1 0 1 0 1 0 1 0.33 

M
C
 0 -1/2 0 -1/2 0 -1/2 0.66 0 

C-UPS 1 0 1 0 1 0 1 -1.66 

M
D
 0 -1/2 1 0 0 -1/2 - - 

D-UPS 1 -1 1 -1 1 -1 - - 

M
E
 0 -1/2 0 -1/2 1 0 - - 

E-UPS 1 0 1 -1 1 0 - - 

M
F
 0 -1/2 0 -1/2 0 -1/2 - - 

F-UPS 1 -1 1 0 1 -1 - - 

A,B,C,D, E,F-LPS 1 0 1 0 1 0 1 0 
Io

1
 1 -1/2 1 1/2 1 -1/2 1 0 

Io
2
 1 -1/2 1 1/2 1 -1/2 1 -0.16 

Io
3
 1 12 1 -1/2 1 -1/2 1 0.16 

Io
4
 1 -1/2 1 -1/2 1 -1/2 - - 

CS-interconn. 1 0 1 0 1 0 1 0 
BS-Typ. A interconn. 0 -1/2 0 -1/2 0 -1/2 0 -1/2 
BS-Typ. B interconn. 0 1/2 0 1/2 0 1/2 0 1/2 

Rest P 0 P 0 P 0 P 0 
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B.2  Pseudo-Codes for FIRs and IIRs 

In this subsection, we give examples of several pseudo-codes to programme the 

reconfigurable optical core. Depending on the software layer properties and 

capabilities, these examples can be suitably extended and modified. 

FIR 1 stage: 

1: procedure placeFIR, (InterLength, PS)  
2:  set (TBU_number, TC) % Set input_coupler 
3:  for i from 1 to Nshort do 
4:  set (TBU_number, DDL) % Set short path 
5:  set (TBU_number, TC) % Set output_coupler 
6:  for i from 1 to Nshort+ InterLength  do 
7:  while % closed path between input_coupler and output_coupler  
8:   set (TBU_number, DDL) % Set long path 
9: if  PS is distinct from 0  then 
10:   set (TBU_number, PS) % Set short path/long path phase shift 

 
 

FIR N stages: 

1: procedure placeFIR_N, (InterLength, PS,N)  
2:  for i from 1 to N do 
3:   placeFIR (InterLength, PS,N) % Set input_coupler 
4:  %last_TBU_output_coupler is the next TBU_number (input coupler) 

 
 

IIR 1 stage: 

1: procedure placeIIR, (InterLength, PS)  
2:  set (TBU_number, TC) % Set input_coupler 
3:  for i from 1 to InterLength-1 do 
4:  set (TBU_number, DDL) % Set cavity 
5: set (TBU_number, TC) % Set output_coupler 
6: if  PS is distinct from 0  then 
7:   set (TBU_number, PS) % Set short path/long path phase shift 

 
 

IIR N stages (single-bus SCISSOR): 

1: procedure placeIIR_N, (InterLength, busLength ,PS,N)  
2:  for i from 1 to bus_length do 
3:  set (TBU_number, DDL) % Set bus channel 
2:  for i from 1 to N do 
3:   placeIIR (InterLength, PS,N) % Set input_coupler 
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IIR N stages (CROW): 

1: procedure placeCROW_N, (InterLength, PS,N)  
2:  for i from 1 to N do 
3:   placeIIR (InterLength, PS,N) % Set input_coupler 
4:  %last_TBU_output_coupler is the next TBU_number (input coupler) 

 

B.3  Pseudo-Code for complete mesh characterization 

As stated in Chapter 4, the first task to be performed before programming the 

reconfigurable optical core is a TBU characterization. Due to fabrication errors, they 

might not be in their ideal cross-state when remaining unbiased. 

For this reason, a characterization/evaluation task is required. This process needs 

to sweep the TBU electrical biasing parameter at the time a certain optical power at 

the input is measured at the output of the TBU, as explained in Chapter 5.  

For evaluation/monitoring each TBU, we propose 3 alternatives. The first one 

requires the integration of at least one photodetector inside the TBU port, as 

implemented in [59]. The second approach monitors only along the external 

perimeter of the mesh. Finally, an intermediate solution from the two previous 

approaches is the incorporation of several checkpoint photodetectors distributed over 

the mesh. 

To start the characterization, first, we need to introduce optical power into one of 

the inputs of the TBU to be characterized. For this reason, the outers TBUs are firstly 

considered. Then, we start evaluating the shortest paths between the mesh port 

illuminated by an optical source and the nearest photodetector. Once done, we 

continue with the inner TBUs that are accessible by the lowest number of 

uncharacterized TBUs. Typically this number is from 2 to 3 TBUs and never greater 

than 4. In this way, it is possible to run an algorithm to sweep each uncharacterized 

TBU at a time in order to perform the characterization. Although by this method, the 

uncertainties are minimum, it is advisable to perform various characterizations 

(different ports of the same TBU) during the characterization round to double-check 

the measurements. 

If a photodetector is embedded into the TBU ports, it results in a more complex 

reconfigurable optical core, but enables dynamic operation as well as direct and 

efficient characterization. If external photodetectors are employed, the 

characterization task might be performed for several iterations to overcome the 

multiple-path problem. This occurs when the number of TBUs is too high for the 
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number of photodetectors in the chip. In this case, if the synthesised access path to 

the targeted TBU is too long, and several TBUs are uncharacterised yet, the signal 

might distributed to several paths. Thus, the different path alternatives hinder the 

characterization process. A possible solution is to employ simultaneously the 

photodetected signal from different points in order to reduce the degrees of freedom 

of the process. Thus, internal photodetectors inside the mesh are recommended for 

larger meshes. 

Again, depending on the software layer properties and capabilities, these 

examples can be suitably extended and modified. 

1: procedure Characterise_Core, (Niter)  
2:  for each TBU, for iter = 1….Niter 
3:  if nextTBU inside the next shorter path defined by (o.source- a photodetector) then 
4:                      set (TBU_number,DDL) % Set the access path to the targeted TBU if known 
5:                      [K]=sweep (TBU_number) % Init evaluation 
6: %repeat and switch to alternative paths for each TBU if it is possible 

 

B.4  Characterization of Photonic Integrated Circuits  

The proposed architecture can implement both traditional feedforward/feedbackward 

Finite (FIR) and Infinite (IIR) impulse response filters as well as universal multiple 

input/multiple output optical linear transformers. FIR filters are based either on 

cascades/lattices of 3-dB tunable MZIs or transversal filter configurations. For both 

FIR filter alternatives, synthesis and recursive scaling algorithms have been 

developed in the literature [32, 30] that are directly applicable since the hexagonal 

waveguide mesh can implement both 3-dB tunable MZI cascade lattices and 

transversal filter configurations. For IIR filters, either simple/compound optical ring 

cavities of ring-loaded 3-dB tunable MZI cascades are employed. Again, synthesis 

algorithms have been reported in the literature [32, 31] that are directly applicable 

since the hexagonal waveguide mesh can implement either simple or multiple cavity 

ring filters or ring-loaded 3–dB tunable MZI cascades. 

 We compared each measured case to its well-known analytical transfer function 

that can be derived following the methods described and obtained an excellent match 

for both amplitude and phase responses. For example, in the case of the tunable 3-dB 

MZI structure, the analytical transfer function connecting input port 1 and output port 

2 is given by: 
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The parameters γa,b and Ka,b
(P) represent the excess losses and coupling factor of 

the input and output couplers in the MZI structure respectively, βu,d the propagation 

coefficient of the upper and lower waveguide, and Lu,d the length of the upper and 

lower paths. In the case of the ring cavity structure, the reflection and transmission 

transfer functions are given by:  
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(B.31) 

where,  

( ) ( ) ( ) .P P PL N BUL     (B.32) 

The parameters γ and K(P) represent the excess loss and coupling factor of the 

ORR coupler, respectively. The superscript (P) indicates that this parameter can be 

tuned in the TBU.  

Figure B.4 shows, as an example, the results for two different filters, a 4-BUL 

UMZI and a 6 BUL ring cavity filter. For the UMZI, we configured and simulated 

K1 = 0.5, while K 2 took the values 0.11 (yellow), 0.26 (red) and 0.34 (blue). For the 

ring cavity, we selected K 2 = 0 while K 1 took the values 0.15 (yellow), 0.50 (red) and 

0.65 (blue). Coupler positions can be identified in the experimental demonstrations 

in Chapter 5.  
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Fig. B.4 Comparison between simulated and measured filters. Up, Power and phase responses of 

a MZI, Bottom, Power and phase responses of an optical ring resonator. Dashed lines correspond 

to simulated values whereas solid lines correspond to measured traces.
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Appendix C                                          

Non-ideal effects in mesh-based 

circuits 

In Chapter 4, we have proposed different implementations of photonic integrated 

circuits programed over the hexagonal waveguide mesh. This mesh is based on the 

interconnection of MZI-type beamsplitters. The ideal behaviour of the TBU lead to 

the perfect performance of the programmable processor. However, in practice, 

several considerations must be taken into account: imperfect splitting ratios, phase 

control, parasitic backreflections, loss imbalances, fabrication errors (gradients 

through the circuit in thickness or temperature), and drift in time. 

C.1  Internal reflections and non-ideal states 

One of the drawbacks associated to cascaded circuits are internal back-reflections and 

signal leakage produced by non-ideal light coupling in bar- or cross-state TBUs. 

Furthermore, if the tunable-coupler based waveguide mesh allows recirculation of 

the propagated signals this effect can deteriorate the system’s performance by 

inserting the reflected and leakage signals at different points in the circuit. According 

to the photonic integrated circuit point of view, this effect would be similar to the 

addition of interferometric structures through different points in the ideal circuit with 

reduced coupling coefficients as illustrated in Figure 1 (b). 

Figure 1(a) shows the synthesis of a Finite Impulse Response filter representing 
the light path in black and the signal back-reflections and leakages in red and grey. 

The signal leakage guided through the non-used TBUs is susceptible of damaging the 

signal performance. Undesired paths containing reflected/leaked signals will suffer 
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from more leaking and propagation losses. We can define first grade leakage (FGL) 

as the aggrupation of reflected and non-ideally coupled signals that go through a 

number of TBUs lower than 6 before going into the ideal-light path again. They are 

represented in red. 

We can define the second grade leakage (SGL) as the aggrupation of reflected and 

non-ideally coupled signals that go through a number of TBUs greater than 5 before 

going into the ideal-light path again. They are represented in grey. 

Figure 1(c) represents the ideal response and an estimated total response of a two 

cascaded UMZIs of differential length equal to 4 BULs, where the non-ideal effects 

(due to leakage) are identified. Note that the First Grade Leakage effects will add a 

ripple with a Free Spectral Range larger than the one produced by the Second Grade 

Leakage. Nevertheless, the effect is expected to be stronger (worse) for the First 

Grade Leakage since the leakage signal is likely to be greater. Both effects will 

typically affect inside the FSR of interest. 

Zero-Grade Leakage is the one produced inside the TBU. Reflections inside this 

structure will generate a perturbation with a FSR greater than the frequencies of 

interest. 

 

Figure C.1 Layout and mesh-configuration for two cascaded UMZI, (b) Schematic illustrating the 

associated undesired interferometric structures, (c) Ideal Transmitted responses (dashed-line), total 

transmitted response (solid-line) and reflected signals example. 

For this example, we have simplified the contributions and considered the 

addition of 3 reflected sinusoidal signals of 0.01 amplitude, and random phase for 

each defined leakage grade of frequencies defined by differential paths of 1; 2,4; 

1st-Grade Leakage

Ideal Light Path

2nd-Grade Leakage

a) b) c)

0-Grade Leakage
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8,10,12 BULs, respectively. The ideal signal was defined by the response of 2 

cascaded MZIs. 

The same conditions are applied to a programmed straight waveguide obtaining 

the results contained in Figure 2. 

 

Figure C.2 Layout and mesh-configuration for a programmed waveguide. (b) Schematic illustrating 

the associated undesired interferometric structures.  

In practice, one can tune the non-used TBUs to guide the reflected and leakage 

signals as far as possible from the defined circuit or to a defined drain optical ports. 

As shown in Chapter 5, in our experiments no real evidences of strong reflected 

signals have been measured. The main reason is that, the extinction ratio of a single 

TBU was measured to be more than 30 dB. 

The ideal extinction ratio is infinite. If the 3-dB couplers at the input and the output 

of the TBU have not ideal 90 º phase difference between its outputs or the effective 

index of the lower and upper arms are different, the targeted unbalanced MZI 

becomes a balanced MZI. In our experimental demonstration, the wavelength 

window where the TBU remains constant is greater than the 37 nm window offered 

by the vertical couplers. 

C.2  Thermal stability and crosstalk 

Photonic integrated circuits require, in general, thermal management. A typical 

strategy is to maintain the bottom of the PIC at a constant temperature for which the 

PIC has been designed. In our case, we have designed a copper thermal chuck coupled 

1st-Grade Leakage

Ideal Light Path

2nd-Grade Leakage

a) c)

0-Grade Leakage

b)
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to a heat sink that has been employed to support a Peltier cell and a heat-sensitive 

resistor to perform the thermal stabilization at 28.7 ºC. This structure holds the PCB 

that, in turn, carries the PIC. Gold vias allow the heat to flow from the bottom to the 

upper part of the PCB at the PIC area. 

First of all, we checked the thermal stability of our setup by synthetizing a simple 

optical ring resonator in the mesh and by measuring the wavelength drift of a 

particular spectral notch for 2 different temperatures. Figure 3 shows that after 45 

minutes a maximum deviation of less than 7 pm could be observed for both cases. In 

addition we obtained the temperature drift of the notch versus temperature resulting 

in 105 pm /ºC, which is in good agreement with typical temperature deviation figures 

in silicon photonics circuits1. 

Neighbouring TBUs may introduce undesired phase shift due to thermal crosstalk. 

The heat will flow, not only to the targeted waveguide underneath, but also to the 

adjacent ones producing a given phase shift. In order to minimize this effect, thermal 

isolation trenches were introduced in the design and fabrication to increase the 

thermal resistance in the waveguide plane, increasing the heat flow to the thermal 

sink. The results obtained for the coupling constant versus injection current seem to 

be reasonably immune to thermal crosstalk. We attribute this to the fact that the arms 

of the MZI implementing the TBU are so close that both will experience almost the 

same crosstalk-induced temperature variation. 

Nevertheless, we noticed the presence of an extra phase shift that might be caused 

by 2 effects: The main one is due to the use of the same metal layer for heating and 

DC-signal routing. Although the DC routing tracks were made as wide as possible, 

only the 25% of the heating power remains in the heater area for each thermal tuner, 

resulting in a temperature gradient over almost all the circuit. Secondly, there might 

be an imperfect thermal junction between both faces of the PCB, which might need 

additional check and re-design. This effect is greater the closer the waveguide is from 

the adjacent heater, as shown in Figure 4. Anyway, this additional phase shift can be 

overcome by adding a compensating additional corrective phase shift with any of the 

TBUs involved in the synthetized circuit.  

The fully-integrated design must prevent a temperature gradient over the PIC, 

produced typically by the optical source and the optical amplifiers for the correct chip 

behaviour.  
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Figure C.3 Thermal stability of the setup. (a) & (c) Normalized Transmission vs optical wavelength. 

(b) & (d) Wavelength deviation of the notches due to thermal instability. (e) Wavelength deviation 

of the notch due to the photonic integrated circuit temperature variation. ORR: optical ring 

resonator, TEC: Temperature in Celsius Degrees, 

 

Figure C.4 Thermal crosstalk of the setup for different distances (d1 = 1.511, d2 = 3.176 and d3 = 

8.876 mm) between the closest ring waveguide and the adjacent heater. 

(a) (b)

(c) (d)

(e)

d1

d2

d3



210  

 

 

 

Author’s Publication List 

Peer-reviewed international Journal Publications     

1. D. Perez, I. Gasulla and J. Capmany, “Towards Programmable Microwave 

Photonics Processors,” submitted to Journal of Lightwave Technology, (2017) 

(INVITED). 

2. D. Pérez, I. Gasulla, L. Crudgington, D. J. Thomson, A. Z. Khokhar, K. Li, W. 

Cao, G. Z. Mashanovich and J. Capmany, “General-purpose silicon photonics 

signal processor core,” to be published in Nature Communications, (2017).  

3. J. Capmany, D. Pérez and I. Gasulla, “Software-defined universal microwave 

photonic processors,” SPIE Newsroom Optoelectronics & Communications, 

DOI: 10.1117/2.1201609.006705, (2016), (INVITED). 

4. D. Pérez, I. Gasulla, J. Capmany, J. S. Fandiño, P. Muñoz and A. Hossein, 

“Third-order linearization for self-beating filtered microwave photonic systems 

using a Dual Parallel Mach-Zehnder modulator”, Optics Express 24 (18), 20632-

20640, (2016). 

5. D. Perez, I. Gasulla and J. Capmany, “Microwave Photonics: The programmable 

processor,” Nature Photonics, 10, 6-8, (2016), (INVITED). 

6. D. Pérez, I. Gasulla, J. Capmany and R.A. Soref, “Reconfigurable lattice mesh 

designs for programmable photonic processors” Optics Express 24 (11), 12093-

12106, (2016). 

7. D. Pérez, D. Domenech, P. Muñoz and J. Capmany, “Electro-Refraction 

Modulation Predictions for Silicon Graphene Waveguides in the 1540–1560 nm 

Region,” IEEE Photonics Journal 8 (5), 1-13, 2016. 

8. D. Pérez, I. Gasulla, J. Capmany, J. S. Fandiño, P. Muñoz and H. Alavi, “Figures 

of merit for self-beating filtered microwave photonic systems”, Optics Express 

24 (9), 10087-10102, (2016). 

9. D. Perez, I. Gasulla and J. Capmany, "Software-defined universal microwave 

photonics processor", OSA Optics Express, vol. 23, no. 11, pp. 14640-14654, 

(2015). 

 

 



   211 

 

 

 

International Conference Publications 

1. D. Pérez, I. Gasulla, F. J. Frailem L. Crudgington, D. J. Thomson, A. Z. 

Khokhar, K. Li, W. Cao, G. Z. Mashanovich and J. Capmany, “'Integrated RF-

Photonic Delay Lines using Reconfigurable Photonic Waveguide Meshes,” 

submitted to International Topical Meeting on Microwave Photonics (IEEE-

MWP), Beijing, China, October, 2017.  

2. D. Pérez, I. Gasulla, L. Crudgington, D. J. Thomson, A. Z. Khokhar, K. Li, W. 

Cao, G. Z. Mashanovich and J. Capmany, “Silicon RF-Photonics Processor 

Reconfigurable Core,” to be presented at 43nd European Conference on Optical 

Communication ECOC 2017, Gothenburg, Sweden, 2017. 

3. D. Pérez, I. Gasulla, L. Crudgington, D. J. Thomson, A. Z. Khokhar, K. Li, W. 

Cao, G. Z. Mashanovich and J. Capmany, “Compact programmable RF-

photonic filters using integrated waveguide mesh processors,” to be presented at 

20th International Conference on Transparent Optical Networks ICTON, 

Girona, Spain, 2017, (INVITED). 

4. D. Pérez, I. Gasulla and J. Capmany, “Multi-purpose programmable optical 

chips,” to be presented at OSA Advanced Photonics Congress, New Orleans, 

US, 2017, (INVITED). 

5. D. Pérez, I. Gasulla and J. Capmany, “Towards Programmable Microwave 

Photonics Processors,” Optical Fiber Communication Conference 2017, Los 

Angeles, US, 2017, (INVITED). 

6. D. Pérez, I. Gasulla and J. Capmany, “Integrated Microwave Photonics: The 

evolution from ASPICs to Universal Processors,” European Conference on 

integrated optics (ECIO) 2017, Eindhoven, 2017, (INVITED). 

7. G. Micó, L. Bru, D. Pastor, D. Pérez, D. Domenech, A. M. Sánchez, C. 

Domínguez and P. Muñoz, “C-band linear propagation properties for a 300 nm 

film height Silicon Nitride photonics platform,” European Conference on 

integrated optics (ECIO) 2017, Eindhoven, 2017. 

8. D. Pérez, I. Gasulla, J. Capmany and R. A. Soref, “Integrated microwave 

photonics: The quest for the universal programmable processor”, Photonics 

Society Summer Topical Meeting Series (SUM), 2016 IEEE, 144-145, Newport 

Beach, US, 2016, (INVITED). 

9. D. Pérez, I. Gasulla, J. Capmany and R. Soref, “Reconfigurable lattice mesh 

designs for programmable photonic processors and universal couplers” 18th 

International Conference on Transparent Optical Networks ICTON, Trento, 

Italy, 2016, (INVITED). 



212  

 

 

 

10. J. Capmany, D. Perez and I. Gasulla, “Waveguide Mesh Inspired Integrated 

Microwave Photonics”, Asia Communications and Photonics Conference 

(APC), AF1H. 1, Wuhan, China, 2016, (INVITED). 

11. D. Pérez, I. Gasulla and J. Capmany, “Integrated microwave photonics”, IEEE 

Photonics Conference (IPC) 2016, 5-6, Hawaii, US, 2016, (INVITED). 

12. D. Pérez, I. Gasulla, J. Capmany and R. Soref “Hexagonal Waveguide Mesh 

Design for Universal Multiport Interferometers”, IEEE Photonics Conference 

(IPC) 2016, 5-6, Hawaii, US, 2016. 

13. D. Perez, I. Gasulla and J. Capmany, “Honeycomb lattice meshes for 

reconfigurable universal microwave photonics processors”, SPIE/COS 

Photonics Asia 2016, 2016, (INVITED). 

14. D. Perez, I. Gasulla, J. Capmany and R.A. Soref, “Hexagonal Reconfigurable 

Lattice Mesh for Programmable Photonic Processors,” 42nd European 

Conference on Optical Communication ECOC 2016, Düsseldorf, Germany, 

2016. 

15. D. Pérez, I. Gasulla and J. Capmany, “Recent advances in Integrated Microwave 

Photonics,” The 2nd International Conference on Microwave Photonics 

Technology and Application (MPTA 2016), Shanghai, China, 2016, 

(INVITED). 

16. D. Pérez, D. Domenech, C. Domínguez, I. Gasulla, J. Capmany, and P. Muñoz, 

“Thermal tuners on Silicon Nitride: performance and crosstalk analysis,” 20th 

Annual Symposium of the IEEE Photonics Benelux Chapter, Brussels, Belgium, 

2016. 

17. D. Pérez, J. Fernández et al., “Switching and cross-talk characteristics of 

compact thermal tuners on a Silicon Nitride Platform”, European Conference on 

Integrated Optics (ECIO), Warsaw, Poland, 2016. 

18. D. Pérez, I. Gasulla and J. Capmany, "Software-defined reconfigurable 

microwave photonics processor: concept and design equations", in Proc. ECOC 

2015, paper P 3.6, Valencia, Spain, (2015). 

19. D. Pérez, I. Gasulla and J. Capmany, "Software-defined integrated microwave 

photonics for Radio Access Networks", 36th Progress in Electromagnetics 

Research Symposium, Prague, Czech Republic, 2015, (INVITED). 

20. D. Pérez, I. Gasulla and J. Capmany, "Microwave Photonics Transistor Design 

Equations", in 2014 International Topical Meeting on Microwave Photonics 

(IEEE-MWP) Technical Digest, pp. 82-85, Sapporo, Japan, October, 2014. 



   213 
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