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#### Abstract

This paper deals with the determination of the first probability density function of the solution stochastic process to the homogeneous Riccati differential equation taking advantage of both linearization and Random Variable Transformation techniques. The study is split in all possible casuistries regarding the deterministic/random character of the involved input parameters. An illustrative example is provided for each one of the considered cases.
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## 1. Introduction and motivation

Numerous physical and social phenomena involve the study of uncertainty due not only to measurement errors required to conduct the analysis of such phenomena but also the inherent complexity associated to their own nature. The consideration of randomness leads to two main types of differential equations, namely, stochastic differential equations (s.d.e.'s) and random differential equations (r.d.e.'s). These two classes of differential equations are different in the manner the uncertainty is considered and, as a consequence, completely different approaches for solving, analysing and approximating are required. On the one hand, in dealing with s.d.e.'s, uncertainty is forced by an irregular stochastic process such as a Brownian motion. When possible, s.d.e.'s are solved by taking advantage of a special stochastic calculus usually referred to as ItôStratonovic calculus, otherwise numerical techniques are developed [1, 2, 3]. On the other hand, r.d.e.'s constitute a natural generalization of their deterministic counterpart since random effects are directly manifested through input parameters (coefficients, source terms and initial/boundary conditions) which are assumed to be random variables (r.v.'s) and/or stochastic processes (s.p.'s).

[^0]An important advantage of r.d.e.'s with respect to s.d.e.'s is that wider range of probability distributions for the inputs are allowed. This includes standard distributions such as beta, gaussian, exponential, etc., as well as many other $a d$ hoc distributions like the ones built using copulas [4]. Solving r.d.e.'s require the application of the so-called $L_{p}$-calculus, [5, 6]. A number of numerical and analytical methods, which extend their deterministic counterpart, have been proposed to deal with r.d.e.'s including numerical schemes [7], spectral methods [8], Fröbenius series [9], etc. Throughout this paper only r.d.e.'s will be considered. We point out that a common approach to approximate the solutions of s.d.e.'s and r.d.e.'s, is Monte Carlo sampling [10]. Although widely used due to easy implementation, the main drawback of Monte Carlo method is its slow convergence rate, $O(1 / \sqrt{M})$ being $M$ the number of simulations. In addition, Monte Carlo technique only provides numerical approximations of solution s.p. in spite of an exact representation could exist.

Solving a r.d.e. means not only to compute, exact or approximately, its solution s.p., say $X(t)$, but also its main statistical functions such as the mean and variance. However, in order to have a full statistical description of the solution in every time instant $t$, the determination of the first probability density function (1-p.d.f.) is required. The Random Variable Transformation (R.V.T.) technique constitutes a powerful tool to calculate the p.d.f. of a r.v. which comes from the mapping of other r.v. whose p.d.f. is known [11, 12]. In the context of r.d.e.'s, R.V.T. technique has been used to compute the 1-p.d.f. of the solution s.p. of both ordinary and partial differential equations, see for example $[13,14,15]$ and references therein.

The aim of this paper is to compute the 1-p.d.f. of the solution s.p. of the following random initial value problem (i.v.p.) based on an homogeneous Riccati-type differential equation

$$
\left.\begin{array}{rl}
\dot{X}(t) & =C X(t)+D(X(t))^{2}, \quad t \geq 0,  \tag{1}\\
X(0) & =X_{0},
\end{array}\right\}
$$

where all the input parameters $X_{0}, C$ and $D$ are assumed to be absolutely continuous r.v.'s defined on a common probability space, $(\Omega, \mathfrak{F}, \mathbb{P})$. Their p.d.f.'s will be denoted by $f_{X_{0}}\left(x_{0}\right), f_{C}(c)$, and $f_{D}(d)$, respectively. Hereinafter, $\mathcal{D}\left(X_{0}\right), \mathcal{D}(C)$ and $\mathcal{D}(D)$, will represent their respective domains. For the sake of generality, statistical dependence among the input r.v.'s $X_{0}, D$ and $C$ will be also considered. In such case, $f_{X_{0}, D}\left(x_{0}, d\right), f_{X_{0}, C}\left(x_{0}, c\right), f_{D, C}(d, c)$ and $f_{X_{0}, D, C}\left(x_{0}, d, c\right)$, will denote the joint p.d.f.'s of the random vectors $\left(X_{0}, D\right),\left(X_{0}, C\right),(D, C)$ and $\left(X_{0}, D, C\right)$, respectively. Since input parameters can be deterministic or random, in the following we will distinguish them by writing deterministic variables by lower cases and r.v.'s by upper cases. In this way, if the nonlinear coefficient in (1) is deterministic, then it will be denoted as $d$, whereas $D$ will mean that it is a r.v.

In order to determine the 1-p.d.f. of the solution s.p. of i.v.p. (1), we will take advantage of the results recently established by some of the authors in [16], where a comprehensive study to compute the 1-p.d.f. of the linear random i.v.p.

$$
\left.\begin{array}{rl}
\dot{Z}(t) & =A Z(t)+B, \quad t \geq t_{0},  \tag{2}\\
Z\left(t_{0}\right) & =Z_{0},
\end{array}\right\}
$$

$$
\begin{equation*}
Z(t)=\frac{1}{X(t)}, \tag{3}
\end{equation*}
$$

the nonlinear i.v.p. (1) can be transformed into the linear i.v.p. (2), using the following identification of the random inputs

$$
\begin{equation*}
Z_{0}=\frac{1}{X_{0}}, \quad B=-D, \quad A=-C \tag{4}
\end{equation*}
$$

and taking $t_{0}=0$. In this manner, all the results obtained in [16] are available.
In order to facilitate the comparison regarding the notation as well as the casuistries considered in [16] for the i.v.p. (2) with respect to the one to be used for the i.v.p. (1), an identification between both problems is shown in Table 1.

It is important to underline that Cases I.1-I.3, corresponding to the situation where nonlinear coefficient $D=0$ with probability 1 , i.e., $\mathbb{P}[\{\omega \in \Omega: D(\omega)=0\}]=1$, will be omitted in our subsequent analysis since it was already studied in reference [16]. Specifically, it corresponds to the random homogeneous linear differential equation given in the i.v.p. (2) taking $B=0$ with probability 1, i.e., $\mathbb{P}[\{\omega \in \Omega: B(\omega)=0\}]=1$.

The study of i.v.p. (1) has interest by itself from a mathematical standpoint since it constitutes the extension of the homogeneous Riccati differential equation to the random scenario. In addition, this differential equation arises frequently in important applications to classical control problems, as decoupling techniques for both analytic and numerical study of boundary value problems [17, 18], and also, for instance, in dealing with SI-type epidemiological models [19]. Therefore, its generalization to the random framework can be very useful in order to develop more accurate models that consider the uncertainty usually involved in real phenomena. We want to point out that in the stochastic context, some of the authors have dealt with random Riccati differential equations [20]. In that paper, coefficients are assumed to be analytic s.p.'s and taking advantage of $L_{p}$-calculus approximate solutions for the mean and the variance of the solution s.p. are constructed. However, in that contribution none information about the 1-p.d.f. of the solution s.p. is provided.

This paper is organized as follows. In Section 2 a number of results coming from specializations of the Random Variable Transformation method that will be required throughout the paper are established. Sections 3 and 4 are devoted to compute explicit expressions for the 1-p.d.f. of the solution s.p. of i.v.p. (1) in the Cases II.1-II. 3 and Cases III.1-III.7, respectively. Examples in each one of these cases are included to illustrate the theoretical results. Conclusions are drawn in Section 5.

## 2. Auxiliary results

In this section we will establish several results that will be required throughout this paper. They are specializations of scalar and multi-dimensional versions of R.V.T. technique which can be found in [16, Eq. (3)] and [16, Theorem 4], respectively.

Proposition 1 (R.V.T. technique: inverse transformation). Let $U$ be an absolutely continuous real r.v. defined on a probability space $(\Omega, \mathfrak{F}, \mathbb{P})$, with p.d.f. $f_{U}(u)$. Assume that $U(\omega) \neq 0$ for all $\omega \in \Omega$ and, let us denote by $\mathcal{D}(U)$ the domain of r.v. $U$, where

$$
\mathcal{D}(U)=I_{u}^{-} \cup I_{u}^{+}, \quad\left\{\begin{array}{l}
I_{u}^{-}=\{u=U(\omega) \in \mathbb{R}: u<0, \omega \in \Omega\}, \\
I_{u}^{+}=\{u=U(\omega) \in \mathbb{R}: 0<u, \omega \in \Omega\}
\end{array}\right.
$$

|  | I.V.P.(2) |  |  |  | I.V.P.(1) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CASE | random | deterministic |  | CASE | random | deterministic |
| $\mathbb{P}[\{\omega \in \Omega: B(\omega)=0\}]=1$ | I. 1 | $Z_{0}$ | $a$ | $\mathbb{P}[\{\omega \in \Omega: D(\omega)=0\}]=1$ | I. 1 | $X_{0}$ | $c$ |
|  | I. 2 | A | $z_{0}$ |  | I. 2 | C | $x_{0}$ |
|  | I. 3 | ( $Z_{0}, A$ ) | - |  | I. 3 | $\left(X_{0}, C\right)$ | - |
| $\begin{gathered} \mathbb{P}[\{\omega \in \Omega: A(\omega)=0\}]=1 \\ + \end{gathered}$ | II. 1 | $Z_{0}$ | $b$ | $\mathbb{P}[\{\omega \in \Omega: C(\omega)=0\}]=1$ | II. 1 | $X_{0}$ | d |
|  | II. 2 | $B$ | $z_{0}$ |  | II. 2 | $D$ | $x_{0}$ |
|  | II. 3 | $\left(Z_{0}, B\right)$ | - |  | II. 3 | $\left(X_{0}, D\right)$ | - |
| $\mathbb{P}[\{\omega \in \Omega: A(\omega) \neq 0, B(\omega) \neq 0\}]=1$ | III. 1 | $Z_{0}$ | (b, a) | $\mathbb{P}[\{\omega \in \Omega: D(\omega) \neq 0, C(\omega) \neq 0\}]=1$ | III. 1 | $X_{0}$ | (d, c) |
|  | III. 2 | $B$ | $\left(z_{0}, a\right)$ |  | III. 2 | D | $\left(x_{0}, c\right)$ |
|  | III. 3 | A | $\left(z_{0}, b\right)$ |  | III. 3 | $C$ | $\left(x_{0}, d\right)$ |
|  | III. 4 | $\left(Z_{0}, B\right)$ | $a$ |  | III. 4 | $\left(X_{0}, D\right)$ | $c$ |
|  | III. 5 | $\left(Z_{0}, A\right)$ | $b$ |  | III. 5 | $\left(X_{0}, C\right)$ | $d$ |
|  | III. 6 | $(B, A)$ | $z_{0}$ |  | III. 6 | ( $D, C$ ) | $x_{0}$ |
|  | III. 7 | $\left(Z_{0}, B, A\right)$ | - |  | III. 7 | $\left(X_{0}, D, C\right)$ | - |

Table 1: List of different cases in which i.v.p. (1) is split to conduct the study and identification for the notation used regarding the involved deterministic/random inputs in i.v.p.'s (2) and (1).

Then, the p.d.f. $f_{V}(v)$ of the inverse transformation $V=\frac{1}{U}$ is given by

$$
f_{V}(v)=\frac{1}{v^{2}} f_{U}\left(\frac{1}{v}\right), \quad v \in \mathcal{D}(V)=I_{v}^{-} \cup I_{v}^{+}, \quad\left\{\begin{array}{l}
I_{v}^{-}=\{v=V(\omega) \in \mathbb{R}: v<0, \omega \in \Omega\}  \tag{5}\\
I_{v}^{+}=\{v=V(\omega) \in \mathbb{R}: v>0, \omega \in \Omega\}
\end{array}\right.
$$

Proof. Let us consider the mapping $v=r(u)=\frac{1}{u}$. Notice that $r$ is strictly monotone over the intervals $-\infty<u<0$ and $0<u<+\infty$. Hence, its inverse mapping exists and is given by $u=s(v)=\frac{1}{v}$, being its derivative $s^{\prime}(v)=-\frac{1}{v^{2}}$. Then, by applying [16, Eq.(3)] with the identification $X=U$ and $Y=V$ in each subinterval, the expression (5) is straightforwardly obtained. The determination of the domain $\mathcal{D}(V)$ follows easily since the transformation $r(u)$ is decreasing monotone in each subinterval. $\boxtimes$

Proposition 2 (R.V.T. technique: opposite transformation). Let $U$ be an absolutely continuous real r.v. defined on a probability space $(\Omega, \mathfrak{F}, \mathbb{P})$, with p.d.f. $f_{U}(u)$. Let us denote by $\mathcal{D}(U)=\left\{u=U(\omega) \in \mathbb{R}: u_{1}<u<u_{2}\right\}$ the domain of r.v. U. Then, the p.d.f. $f_{V}(v)$ of the opposite transformation $V=-U$ is given by

$$
\begin{equation*}
f_{V}(v)=f_{U}(-v), \quad \mathcal{D}(V)=\left\{v=V(\omega) \in \mathbb{R}:-u_{2}<v<-u_{1}\right\} . \tag{6}
\end{equation*}
$$

Proof. Let us consider the mapping $v=r(u)=-u$. Notice that $r$ is strictly monotone over $\mathbb{R}$. Hence, its inverse mapping exists and is given by $u=s(v)=-v$, being its derivative $s^{\prime}(v)=-1$. Then, by applying [16, Eq.(3)] with the identification $X=U$ and $Y=V$, the expression (6) is straightforwardly obtained. The determination of the domain $\mathcal{D}(V)$ follows easily since the transformation $r(u)$ is decreasing monotone in $\mathbb{R}$.

Proposition 3 (R.V.T. technique: inverse-opposite transformation). Let $\mathbf{U}=\left(U_{1}, U_{2}\right)$ be an absolutely continuous real random vector defined on a probability space $(\Omega, \mathfrak{F}, \mathbb{P})$, with joint p.d.f. $f_{\mathbf{U}}\left(u_{1}, u_{2}\right)$. Assume that $U_{1}(\omega) \neq 0$ for all $\omega \in \Omega$ and, let us denote by $\mathcal{D}\left(U_{1}\right)$ the domain of r.v. $U_{1}$, where

$$
\mathcal{D}\left(U_{1}\right)=I_{u_{1}}^{-} \cup I_{u_{1}}^{+},\left\{\begin{array}{l}
I_{u_{1}}^{-}=\left\{u_{1}=U_{1}(\omega) \in \mathbb{R}: u_{1}<0, \omega \in \Omega\right\}, \\
I_{u_{1}}^{+}=\left\{u_{1}=U_{1}(\omega) \in \mathbb{R}: 0<u_{1}, \omega \in \Omega\right\} .
\end{array}\right.
$$

Let us denote by $\mathcal{D}\left(U_{2}\right)=\left\{u_{2}=U_{2}(\omega) \in \mathbb{R}: u_{2,1}<u_{2}<u_{2,2}\right\}$ the domain of r.v. $U_{2}$. Notice that the domain $\mathcal{D}(\mathbf{U})$ of the random vector $\mathbf{U}$ is given by $\mathcal{D}(\mathbf{U})=\mathcal{D}\left(U_{1}\right) \times \mathcal{D}\left(U_{2}\right)$.

Then, the joint p.d.f. $\quad f_{\mathbf{V}}\left(v_{1}, v_{2}\right)$ of the inverse-opposite transformation $\mathbf{V}=\left(V_{1}, V_{2}\right)=$ $\left(\frac{1}{U_{1}},-U_{2}\right)$ is given by

$$
\begin{equation*}
f_{\mathbf{V}}\left(v_{1}, v_{2}\right)=\frac{1}{\left(v_{1}\right)^{2}} f_{\mathbf{U}}\left(\frac{1}{v_{1}},-v_{2}\right), \quad\left(v_{1}, v_{2}\right) \in \mathcal{D}(\mathbf{V})=\mathcal{D}\left(V_{1}\right) \times \mathcal{D}\left(V_{2}\right), \tag{7}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathcal{D}\left(V_{1}\right)=I_{v_{1}}^{-} \cup I_{v_{1}}^{+},\left\{\begin{array}{l}
I_{v_{1}}^{-}=\left\{v_{1}=V_{1}(\omega) \in \mathbb{R}: v_{1}<0, \omega \in \Omega\right\}, \\
I_{v_{1}}^{+}=\left\{v_{1}=V_{1}(\omega) \in \mathbb{R}: v_{1}>0, \omega \in \Omega\right\},
\end{array}\right. \\
\mathcal{D}\left(V_{2}\right)=\left\{v_{2}=V_{2}(\omega) \in \mathbb{R}:-u_{2,2}<v_{2}<-u_{2,1}\right\} . \\
5
\end{gathered}
$$

Proof. Let us consider the two-dimensional transformation $\left(v_{1}, v_{2}\right)=\mathbf{r}\left(u_{1}, u_{2}\right)=\left(1 / u_{1},-u_{2}\right)$. Notice that its inverse mapping is given by $\left(u_{1}, u_{2}\right)=\mathbf{s}\left(v_{1}, v_{2}\right)=\left(1 / v_{1},-v_{2}\right)$, being its Jacobian

$$
J_{2}=\operatorname{det}\left(\begin{array}{cc}
-\frac{1}{\left(v_{1}\right)^{2}} & 0 \\
0 & -1
\end{array}\right)=\frac{1}{\left(v_{1}\right)^{2}} \neq 0
$$

Then, by applying [16, Theorem 4] for $n=2$ and the identification $X_{i}=U_{i}, Y_{i}=V_{i}, i=1,2$, the expression (7) is straightforwardly obtained. The determination of the domain $\mathcal{D}(\mathbf{V})$ follows easily from Propositions 1 and 2 . $\boxtimes$

Proposition 4 (R.V.T. technique: opposite-opposite transformation). Let $\mathbf{U}=\left(U_{1}, U_{2}\right)$ be an absolutely continuous real random vector defined on a probability space $(\Omega, \mathfrak{F}, \mathbb{P})$, with joint p.d.f. $f_{\mathbf{U}}\left(u_{1}, u_{2}\right)$. Let us denote by $\mathcal{D}\left(U_{i}\right)=\left\{u_{i}=U_{i}(\omega) \in \mathbb{R}: u_{i, 1}<u_{i}<u_{i, 2}\right\}$ the domain of r.v. $U_{i}, i=1,2$. Notice that the domain $\mathcal{D}(\mathbf{U})$ of the random vector $\mathbf{U}$ is given by $\mathcal{D}(\mathbf{U})=$ $\mathcal{D}\left(U_{1}\right) \times \mathcal{D}\left(U_{2}\right)$.

Then, the joint p.d.f. $f_{\mathbf{V}}\left(v_{1}, v_{2}\right)$ of the opposite-opposite transformation $\mathbf{V}=\left(V_{1}, V_{2}\right)=$ $\left(-U_{1},-U_{2}\right)$ is given by

$$
\begin{equation*}
f_{\mathbf{V}}\left(v_{1}, v_{2}\right)=f_{\mathbf{U}}\left(-v_{1},-v_{2}\right), \quad\left(v_{1}, v_{2}\right) \in \mathcal{D}(\mathbf{V})=\mathcal{D}\left(V_{1}\right) \times \mathcal{D}\left(V_{2}\right) \tag{8}
\end{equation*}
$$

where

$$
\mathcal{D}\left(V_{i}\right)=\left\{v_{i}=V_{i}(\omega) \in \mathbb{R}:-u_{i, 2}<v_{i}<-u_{i, 1}\right\}, \quad i=1,2 .
$$

Proof. Let us consider the two-dimensional transformation $\left(v_{1}, v_{2}\right)=\mathbf{r}\left(u_{1}, u_{2}\right)=\left(-u_{1},-u_{2}\right)$. Notice that its inverse mapping is given by $\left(u_{1}, u_{2}\right)=\mathbf{s}\left(v_{1}, v_{2}\right)=\left(-v_{1},-v_{2}\right)$, being its Jacobian

$$
J_{2}=\operatorname{det}\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)=1 \neq 0
$$

Then, by applying [16, Theorem 4] for $n=2$ and the identification $X_{i}=U_{i}, Y_{i}=V_{i}, i=1,2$, the expression (8) follows straightforwardly. The determination of the domain $\mathcal{D}(\mathbf{V})$ is directly obtained from Proposition 2. $\boxtimes$

Proposition 5 (R.V.T. technique: inverse-opposite-opposite transformation). Let $\mathbf{U}=\left(U_{1}, U_{2}, U_{3}\right)$ be an absolutely continuous real random vector defined on a probability space $(\Omega, \mathfrak{F}, \mathbb{P})$, with joint p.d.f. $f_{\mathbf{U}}\left(u_{1}, u_{2}, u_{3}\right)$. Assume that $U_{1}(\omega) \neq 0$ for all $\omega \in \Omega$, and let us denote by $\mathcal{D}\left(U_{1}\right)$ the domain of r.v. $U_{1}$, where

$$
\mathcal{D}\left(U_{1}\right)=I_{u_{1}}^{-} \cup I_{u_{1}}^{+},\left\{\begin{array}{l}
I_{u_{1}}^{-}=\left\{u_{1}=U_{1}(\omega) \in \mathbb{R}: u_{1}<0, \omega \in \Omega\right\}, \\
I_{u_{1}}^{+}=\left\{u_{1}=U_{1}(\omega) \in \mathbb{R}: 0<u_{1}, \omega \in \Omega\right\},
\end{array}\right.
$$

and by $\mathcal{D}\left(U_{i}\right)=\left\{u_{i}=U_{i}(\omega) \in \mathbb{R}: u_{i, 1}<u_{i}<u_{i, 2}\right\}$ the domain of r.v. $U_{i}, i=2,3$. Notice that the domain $\mathcal{D}(\mathbf{U})$ of the random vector $\mathbf{U}$ is given by $\mathcal{D}(\mathbf{U})=\mathcal{D}\left(U_{1}\right) \times \mathcal{D}\left(U_{2}\right) \times \mathcal{D}\left(U_{3}\right)$.

Then, the joint p.d.f. $f_{\mathbf{V}}\left(v_{1}, v_{2}, v_{3}\right)$ of the inverse-opposite-opposite transformation $\mathbf{V}=$ $\left(V_{1}, V_{2}, V_{3}\right)=\left(1 / U_{1},-U_{2},-U_{3}\right)$ is given by

$$
\begin{equation*}
f_{\mathbf{V}}\left(v_{1}, v_{2}, v_{3}\right)=\frac{1}{\left(v_{1}\right)^{2}} f_{\mathbf{U}}\left(1 / v_{1},-v_{2},-v_{3}\right), \quad\left(v_{1}, v_{2}, v_{3}\right) \in \mathcal{D}(\mathbf{V})=\mathcal{D}\left(V_{1}\right) \times \mathcal{D}\left(V_{2}\right) \times \mathcal{D}\left(V_{3}\right) \tag{9}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{D}\left(V_{1}\right)=I_{v_{1}}^{-} \cup I_{v_{1}}^{+},\left\{\begin{array}{l}
I_{v_{1}}^{-}=\left\{v_{1}=V_{1}(\omega) \in \mathbb{R}: v_{1}<0, \omega \in \Omega\right\}, \\
I_{v_{1}}^{+}=\left\{v_{1}=V_{1}(\omega) \in \mathbb{R}: v_{1}>0, \omega \in \Omega\right\},
\end{array}\right. \\
& \mathcal{D}\left(V_{i}\right)=\left\{v_{i}=V_{i}(\omega) \in \mathbb{R}:-u_{i, 2}<v_{i}<-u_{i, 1}\right\}, \quad i=2,3 .
\end{aligned}
$$

Proof. Let us consider the three-dimensional transformation $\left(v_{1}, v_{2}, v_{3}\right)=\mathbf{r}\left(u_{1}, u_{2}, u_{3}\right)=\left(1 / u_{1},-u_{2},-u_{3}\right)$. Notice that its inverse mapping is given by $\left(u_{1}, u_{2}, u_{3}\right)=\mathbf{s}\left(v_{1}, v_{2}, v_{3}\right)=\left(1 / v_{1},-v_{2},-v_{3}\right)$, being its Jacobian

$$
J_{3}=\operatorname{det}\left(\begin{array}{ccc}
-\frac{1}{\left(v_{1}\right)^{2}} & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right)=-\frac{1}{\left(v_{1}\right)^{2}} \neq 0 .
$$

Then, by applying [16, Theorem 4] for $n=3$ and the identification $X_{i}=U_{i}, Y_{i}=V_{i}, i=1,2,3$, the expression (9) follows straightforwardly. The determination of the domain $\mathcal{D}(\mathbf{V})$ is directly obtained from Propositions 1 and 2 .

## 3. Solving the Cases II.1-II. 3

This section is addressed to compute the 1-p.d.f., $f_{1}(x, t)$, of the solution s.p. of i.v.p. (1) in each one of the Cases II.1-II. 3 collected in Table 1. Thus, throughout this section the deterministic parameter $c$ that appears into the problem (1) is assumed to be null, $c=0$. As it was pointed out in Section 1, to conduct our analysis we will take advantage of results obtained in Cases II.1-II. 3 studied in [16] (see i.v.p. (2) in Table 1).

### 3.1. Case II.1: $X_{0}$ is a random variable

Notice that regarding problem (1), we are assuming implicitly that $d \in \mathbb{R}-\{0\}$ and $X_{0}$ is a r.v. with p.d.f. $f_{X_{0}}\left(x_{0}\right)$. In accordance with Table 1 and (4), this situation corresponds to the following particular case of linear i.v.p. (2)

$$
\left.\begin{array}{l}
\dot{Z}(t)=b,  \tag{10}\\
Z(0)=Z_{0},
\end{array}\right\} \quad Z_{0}=\frac{1}{X_{0}}, \quad b=-d .
$$

Now, we fix $t \geq 0$ and apply [16, Eq. (59)] in order to compute the p.d.f. of the solution s.p. of i.v.p. (10) evaluated at that $t$, since the randomness character of $X_{0}$ is transferred to $Z_{0}$

$$
\begin{equation*}
f_{Z}(z)=f_{Z_{0}}(z-b t) . \tag{11}
\end{equation*}
$$

Note that for the sake of clarity, we have used the notation $f_{Z}(z)$ instead of $f_{1}(z, t)$ since the time variable $t$ has been fixed, so $Z=Z(t)$ is a r.v. rather than a s.p.

In order to express (11) in terms of the data, we take into account (10) and apply Proposition 1 to $U=X_{0}, V=Z_{0}$. This yields

$$
f_{Z}(z)=f_{Z_{0}}(z+d t)=\frac{1}{(z+d t)^{2}} f_{X_{0}}\left(\frac{1}{z+d t}\right) .
$$

Considering (3) which establishes the relationship between the solutions of i.v.p.'s (1) and (2), $X(t)=1 / Z(t)$, and applying Proposition 1 to $U=Z$ and $V=X$, with $Z=Z(t)$ and $X=X(t)$, for each $t \geq 0$, one gets

$$
f_{X}(x)=\frac{1}{x^{2}} f_{Z}\left(\frac{1}{x}\right)=\frac{1}{x^{2}} \frac{1}{\left(\frac{1}{x}+d t\right)^{2}} f_{X_{0}}\left(\frac{1}{\frac{1}{x}+d t}\right)
$$

Since $t \geq 0$ is arbitrary, this expression represents the 1 -p.d.f. of the solution s.p. $X(t)$ of the i.v.p. (1)

$$
\begin{equation*}
f_{1}(x, t)=\frac{1}{(1+d t x)^{2}} f_{X_{0}}\left(\frac{x}{1+d t x}\right), \quad t \geq 0 . \tag{12}
\end{equation*}
$$

Although the domains of the 1-p.d.f.'s that will be determined throughout this paper could be specified in the same way they were done in [16], now we will omit them because their specification become cumbersome. For instance, in the context of the current Case II.1, if $\mathcal{D}\left(X_{0}\right)$ denotes the domain of the r.v. $X_{0}$, then the domain of the 1-p.d.f. (12) can be determined by imposing that

$$
\begin{equation*}
\frac{x}{1+d t x} \in \mathcal{D}\left(X_{0}\right) . \tag{13}
\end{equation*}
$$

We illustrate this issue in the following example, where the domain of the 1-p.d.f. will be completely determined.

Example 1. Let us assume that $d=-1$ and $X_{0}$ has an exponential distribution of parameter $\lambda=$ 1, i.e., $X_{0} \sim \operatorname{Exp}(1)$. Then, in accordance with (12) the 1-p.d.f. to the solution s.p. $X(t)=X(t, \omega)$, $\omega \in \Omega$, of i.v.p. (1) is given by

$$
\begin{equation*}
f_{1}(x, t)=\frac{1}{(1-t x)^{2}} \mathrm{e}^{-\frac{x}{1-t x}}, \quad t>0, \quad 0<x<\frac{1}{t} . \tag{14}
\end{equation*}
$$

For the full specification of the domain, observe that as $X_{0} \sim \operatorname{Exp}(1)$ and $t>0$ then, in accordance with (13) we impose

$$
\frac{x}{1-t x}>0 \Longleftrightarrow x<\frac{1}{t}
$$

It is easy to check that $\int_{0}^{1 / t} f_{1}(t, x) \mathrm{d} x=1$. In Figure 1, $f_{1}(x, t)$ is represented for different values of $t$. Important statistical information associated to the solution s.p. $X(t)$ can be determined from its 1-p.d.f., such as, the mean, $\mathbb{E}[X(t)]$, and the variance, $\mathbb{V}[X(t)]$. Taking into account (14), the expectation is given by

$$
\mathbb{E}[X(t)]=\int_{-\infty}^{\infty} x f_{1}(x, t) \mathrm{d} x=\int_{0}^{1 / t} \frac{x}{(1-t x)^{2}} \mathrm{e}^{-\frac{x}{1-t x}} \mathrm{~d} x=\frac{t-\mathrm{e}^{\frac{1}{t}} \int_{1 / t}^{\infty} \mathrm{e}^{-\xi} / \xi \mathrm{d} \xi}{t^{2}}
$$

In order to determine $\mathbb{V}[X(t)]$, first we need to compute

$$
\mathbb{E}\left[(X(t))^{2}\right]=\int_{0}^{1 / t} x^{2} f_{1}(x, t) \mathrm{d} x=\frac{t(1+t)-\mathrm{e}^{\frac{1}{t}}(1+2 t) \int_{1 / t}^{\infty} \mathrm{e}^{-\xi} / \xi \mathrm{d} \xi}{t^{4}}
$$

Therefore

$$
\mathbb{V}[X(t)]=\mathbb{E}\left[(X(t))^{2}\right]-(\mathbb{E}[X(t)])^{2}=\frac{-\mathrm{e}^{2 / t}\left(\int_{1 / t}^{\infty} \mathrm{e}^{-\xi} / \xi \mathrm{d} \xi\right)^{2}-\mathrm{e}^{1 / t} \int_{1 / t}^{\infty} \mathrm{e}^{-\xi} / \xi \mathrm{d} \xi+t}{t^{4}}
$$ ment with the plot of the 1-p.d.f. $f_{1}(x, t)$. Indeed, as the mean tends to stabilize as increases, hence the variance goes to zero and the shape of $f_{1}(x, t)$ becomes leptokurtic.



Figure 1: Plot of the 1-p.d.f. $f_{1}(x, t)$ given by (14) in the Example 1 at different values of $t=\{0,0.25,0.5,0.75, \ldots, 2\}$ (corresponding to the solid lines) with $X_{0} \sim \operatorname{Exp}(\lambda=1)$ and $d=-1$.


Figure 2: Plot of the expectation (left) and the variance (right) of the solution s.p. in the Example 1.

### 3.2. Case II.2: $D$ is a random variable

Let us assume that nonlinear coefficient $D$ is a r.v. with p.d.f. $f_{D}(d)$ and the initial condition is a deterministic constant $x_{0}$. In agreement with Table 1 and (4), it corresponds to i.v.p. (2)

$$
\left.\begin{array}{l}
\dot{Z}(t)=B,  \tag{15}\\
Z(0)=z_{0},
\end{array}\right\} \quad z_{0}=\frac{1}{x_{0}}, \quad B=-D .
$$

For $t>0$ fixed, according to [16, Eq. (64)] the p.d.f. of the solution s.p. of i.v.p. (15) evaluated at that $t$ is given by

$$
f_{Z}(z)=\frac{1}{t} f_{B}\left(\frac{z-z_{0}}{t}\right) .
$$

Next, we represent the above expression in terms of the p.d.f. of r.v. $D$ taking into account (15) and Proposition 2 to $U=D, V=B$

$$
\begin{equation*}
f_{Z}(z)=\frac{1}{t} f_{B}\left(\frac{z-1 / x_{0}}{t}\right)=\frac{1}{t} f_{D}\left(\frac{1-z x_{0}}{x_{0} t}\right) . \tag{16}
\end{equation*}
$$

Finally, taking into account that $X(t)=1 / Z(t)$, applying (16) and Proposition 1 to $U=Z$ and $V=X$, with $Z=Z(t)$ and $X=X(t)$, for each $t>0$, one follows

$$
f_{X}(x)=\frac{1}{x^{2}} f_{Z}\left(\frac{1}{x}\right)=\frac{1}{x^{2}} \frac{1}{t} f_{D}\left(\frac{1-\frac{1}{x} x_{0}}{x_{0} t}\right)=\frac{1}{x^{2} t} f_{D}\left(\frac{x-x_{0}}{x x_{0} t}\right) .
$$

Therefore, in this case the 1-p.d.f. of the solution s.p. $X(t)$ of the i.v.p. (1) is given by

$$
\begin{equation*}
f_{1}(x, t)=\frac{1}{x^{2} t} f_{D}\left(\frac{x-x_{0}}{x x_{0} t}\right), \quad t>0 . \tag{17}
\end{equation*}
$$

If $t=0, X(0)=x_{0}$ and then

$$
f_{1}(x, 0)=\delta\left(x-x_{0}\right), \quad-\infty<x<\infty,
$$

where $\delta(\cdot)$ denotes the Dirac delta function.
Example 2. Let us take $x_{0}=1$ and $D$ a standard gaussian r.v., $D \sim N(0 ; 1)$. According to (17) the 1-p.d.f. to the solution s.p. $X(t)$, of i.v.p. (1) is given by

$$
\begin{equation*}
f_{1}(x, t)=\frac{\mathrm{e}^{-\frac{(x-1)^{2}}{2 t^{2} x^{2}}}}{\sqrt{2 \pi} t x^{2}} . \tag{18}
\end{equation*}
$$

In Figure 3 a plot of $f_{1}(x, t)$ is shown. One observes that the variability of the solution decreases as $t$ goes on and the 1-p.d.f. concentrates about $x=0$.

### 3.3. Case II.3: $\left(X_{0}, D\right)$ is a random vector

In this context, we assume that both, the initial condition $X_{0}$, and the nonlinear coefficient $D$, are r.v.'s with joint p.d.f. $f_{X_{0}, D}\left(x_{0}, d\right)$. As it is listed in Table 1 and considering the identification (4), this case corresponds to the following specialization of i.v.p. (2)

$$
\left.\begin{array}{l}
\dot{Z}(t)=B,  \tag{19}\\
Z(0)=Z_{0},
\end{array}\right\} \quad Z_{0}=\frac{1}{X_{0}}, \quad B=-D .
$$

Let us fix $t>0$, according to [16, Eq. (74)] the p.d.f. of the solution s.p. of i.v.p. (19) evaluated at that $t$ is given by

$$
\begin{equation*}
f_{Z}(z)=\frac{1}{t} \int_{\mathcal{D}\left(Z_{0}\right)} f_{Z_{0}, B}\left(\xi, \frac{z-\xi}{t}\right) \mathrm{d} \xi \tag{20}
\end{equation*}
$$

where $\mathcal{D}\left(Z_{0}\right)$ denotes the domain of r.v. $Z_{0}=1 / X_{0}$. Now, we apply Proposition 3 to $U_{1}=X_{0}$, $U_{2}=D, V_{1}=Z_{0}$ and $V_{2}=B$ to express (20) in terms of the joint p.d.f. $f_{X_{0}, D}\left(x_{0}, d\right)$.

$$
f_{Z}(z)=\frac{1}{t} \int_{\mathcal{D}\left(1 / X_{0}\right)} \frac{1}{\xi^{2}} f_{X_{0}, D}\left(\frac{1}{\xi}, \frac{\xi-z}{t}\right) \mathrm{d} \xi .
$$



Figure 3: Plot of the 1-p.d.f. $f_{1}(x, t)$ given by (18) in the Example 2 at different values of $t=\{0,0.25,0.5,0.75, \ldots, 2\}$ (corresponding to the solid lines) with $x_{0}=1$ and $D \sim \mathrm{~N}(0 ; 1)$.

For each $t>0$, by (3) $X=1 / Z$ and, applying Proposition 1 one gets

$$
f_{X}(x)=\frac{1}{x^{2}} f_{Z}\left(\frac{1}{x}\right)=\frac{1}{x^{2} t} \int_{\mathcal{D}\left(1 / X_{0}\right)} \frac{1}{\xi^{2}} f_{X_{0}, D}\left(\frac{1}{\xi}, \frac{x \xi-1}{t x}\right) \mathrm{d} \xi .
$$

Therefore, in this case the 1-p.d.f. of the solution s.p. $X(t)$ of the i.v.p. (1) is given by

$$
f_{1}(x, t)=\frac{1}{x^{2} t} \int_{\mathcal{D}\left(1 / X_{0}\right)} \frac{1}{\xi^{2}} f_{X_{0}, D}\left(\frac{1}{\xi}, \frac{x \xi-1}{t x}\right) \mathrm{d} \xi, \quad t>0 .
$$

In accordance with (5), the domain $\mathcal{D}\left(1 / X_{0}\right)$ can be easily computed from $\mathcal{D}\left(X_{0}\right)$, which is assumed to be known.

If $t=0$, as $X(0)=X_{0}$ the 1-p.d.f. is just the marginal p.d.f. of the joint p.d.f. $f_{X_{0}, D}\left(x_{0}, d\right)$, hence

$$
f_{1}(x, 0)=\int_{\mathcal{D}(D)} f_{X_{0}, D}\left(x_{0}, d\right) \mathrm{d} d
$$

Example 3. Let us assume that the joint p.d.f. of the random vector $\left(X_{0}, D\right)$ is given by

$$
f_{X_{0}, D}\left(x_{0}, d\right)=\left\{\begin{array}{cc}
\frac{1}{4}+\frac{1}{4}\left(x_{0}\right)^{3} d-\frac{1}{4} x_{0} d^{3} & \text { if }-1 \leq x_{0} \leq 1,-1 \leq d \leq 1  \tag{21}\\
0 & \text { otherwise }
\end{array}\right.
$$

A plot of $f_{1}(x, t)$ is depicted in Figure 4. From it, we see that for each the probability of the solution s.p. $X(t)$ distributes symmetrically about $x=0$ becoming leptokurtic as tincreases.

## 4. Solving the Cases III.1-III. 7

This section is devoted to provide explicit formulas for the 1-p.d.f., $f_{1}(x, t)$, of the solution s.p. of i.v.p. (1) in each one of the Cases III.1-III. 7 listed in Table 1. Notice that in contrast to


Figure 4: Plot of the 1-p.d.f. $f_{1}(x, t)$ in the Example 3 at different values of $t=\{0,0.25,0.5,0.75, \ldots, 2\}$ (corresponding to the solid lines) in the case that $\left(X_{0}, D\right)$ has the joint p.d.f. given by (21).
what was assumed when analyzing Cases II.1-II.3, throughout this section the linear coefficient $C$ can be either deterministic and different from zero, or a r.v. As it was indicated previously, in the first case it will be denoted by $c$ and in the latter as $C$.

### 4.1. Case III.1: $X_{0}$ is a random variable

Let $f_{X_{0}}\left(x_{0}\right)$ be the p.d.f. of r.v. $X_{0}, c \in \mathbb{R}-\{0\}$ and $d \in \mathbb{R}$. According to Table 1 and (4), it corresponds to the following particular case of i.v.p. (2)

$$
\left.\begin{array}{l}
\dot{Z}(t)=a Z(t)+b,  \tag{22}\\
Z(0)=Z_{0},
\end{array}\right\} \quad Z_{0}=\frac{1}{X_{0}}, \quad b=-d, \quad a=-c .
$$

Let us fix $t \geq 0$, then by [16, Eq. (84)] the p.d.f. of the solution s.p. of i.v.p. (22) evaluated at that $t$ is given by

$$
f_{Z}(z)=\mathrm{e}^{-a t} f_{Z_{0}}\left(\mathrm{e}^{-a t}\left(z+\frac{b}{a}\right)-\frac{b}{a}\right) .
$$

Now, taking into account (22) and Proposition 1 to $U=X_{0}, V=Z_{0}$ we can express $f_{Z}(z)$ as follows

$$
f_{Z}(z)=\frac{\mathrm{e}^{c t}}{\left(\mathrm{e}^{c t}\left(z+\frac{d}{c}\right)-\frac{d}{c}\right)^{2}} f_{X_{0}}\left(\frac{1}{\mathrm{e}^{c t}\left(z+\frac{d}{c}\right)-\frac{d}{c}}\right)=\frac{c^{2} \mathrm{e}^{c t}}{\left(\mathrm{e}^{c t}(z c+d)-d\right)^{2}} f_{X_{0}}\left(\frac{c}{\mathrm{e}^{c t}(z c+d)-d}\right) .
$$

Following the same argument exhibited in the previous cases, for each $t \geq 0$, this p.d.f. can be expressed as a function of the r.v. $X=1 / Z$ by applying Proposition 1 , this yields

$$
f_{X}(x)=\frac{1}{x^{2}} f_{Z}\left(\frac{1}{x}\right)=\frac{c^{2} \mathrm{e}^{c t}}{\left(\mathrm{e}^{c t}(c+d x)-d x\right)^{2}} f_{X_{0}}\left(\frac{c x}{\mathrm{e}^{c t}(c+d x)-d x}\right)
$$

$$
\begin{equation*}
f_{1}(x, t)=\frac{c^{2} \mathrm{e}^{c t}}{\left(\mathrm{e}^{c t}(c+d x)-d x\right)^{2}} f_{X_{0}}\left(\frac{c x}{\mathrm{e}^{c t}(c+d x)-d x}\right), \quad t \geq 0 . \tag{23}
\end{equation*}
$$

Figure 5: Plot of the 1-p.d.f. $f_{1}(x, t)$ given by (24) in the Example 4 at different values of $t=\{0,0.25,0.5,0.75, \ldots, 2\}$ (corresponding to the solid lines) with $c=1 / 2, d=-1$ and $X_{0} \sim \mathrm{~N}(0 ; 1)$.

### 4.2. Case III.2: $D$ is a random variable

Let $f_{D}(d)$ be the p.d.f. of r.v. $D$ and let us assume that both the initial condition $x_{0}$ and the linear coefficient $c$ are deterministic constants. Taking into account Table 1 and (4), this case corresponds to the following particularization of i.v.p. (2)

$$
\left.\begin{array}{l}
\dot{Z}(t)=a Z(t)+B,  \tag{25}\\
Z(0)=z_{0},
\end{array}\right\} \quad z_{0}=\frac{1}{x_{0}}, \quad B=-D, \quad a=-c .
$$

For each $t>0$ fixed, by applying [16, Eq. (92)] the following expression for the p.d.f. of the solution s.p. of i.v.p. (25) evaluated at that $t$ is obtained

$$
f_{Z}(z)=\frac{a}{\mathrm{e}^{a t}-1} f_{B}\left(\frac{a\left(z-z_{0} \mathrm{e}^{a t}\right)}{\mathrm{e}^{a t}-1}\right) .
$$

This p.d.f. can be expressed in terms of the data $x_{0}, D$ and $c$ by considering (25), and applying Proposition 2 to $U=D$ and $V=B$, this yields

$$
f_{\mathrm{Z}}(z)=\frac{c}{1-\mathrm{e}^{-c t}} f_{D}\left(\frac{-c\left(1-z x_{0} \mathrm{e}^{c t}\right)}{x_{0}\left(1-\mathrm{e}^{c t}\right)}\right) .
$$

Finally, taking into account that $X=1 / Z$ and applying Proposition 1, the 1-p.d.f. of the solution s.p. $X(t)$ of the i.v.p. (1) is obtained as follows

$$
\begin{equation*}
f_{1}(x, t)=\frac{c}{x^{2}\left(1-\mathrm{e}^{-c t}\right)} f_{D}\left(\frac{-c\left(x-x_{0} \mathrm{e}^{c t}\right)}{x x_{0}\left(1-\mathrm{e}^{c t}\right)}\right), \quad t>0 . \tag{26}
\end{equation*}
$$

For $t=0$, as $X(0)=x_{0}$ one gets

$$
\begin{equation*}
f_{1}(x, 0)=\delta\left(x-x_{0}\right), \quad-\infty<x<\infty . \tag{27}
\end{equation*}
$$

Example 5. Let us consider the i.v.p. (1) with $x_{0}=1, c=-1$ and $X_{0}$ a gamma r.v. of parameters $\alpha=4$ and $\beta=2, X_{0} \sim G a(4 ; 2)$. In Figure 5, the 1-p.d.f. of the solution s.p. given by (26) is plotted. One observes that the probability density concentrates about $x=0$ as tincreases.


Figure 6: Plot of the 1-p.d.f. $f_{1}(x, t)$ given by (26) in the Example 5 at different values of $t=\{0,0.25,0.5,0.75, \ldots, 2\}$ (corresponding to the solid lines) with $x_{0}=1, c=-1$ and $D \sim \mathrm{Ga}(4 ; 2)$.

## 4

### 4.3. Case III.3: $C$ is a random variable

So far the computation of the 1-p.d.f. of the solution s.p. of the nonlinear i.v.p. (1) has relied on the application of the results previously established for the linear i.v.p. (2) by some of the authors in [16]. In fact, notice that we have taken advantage of the explicit expression of the 1-p.d.f. of the solution of i.v.p. (2) in each one of the Cases II.1-II. 3 and Cases III.1-III. 2 to obtain a closed expression of the 1-p.d.f. in the corresponding cases to i.v.p. (1). Unfortunately, this strategy is not feasible when the single random input in (1) is the coefficient $C$ because of the complexity of the approximate expression to the 1-p.d.f. of the underlying linear i.v.p. (2) (see Case III. 3 of [16]). To overcome this drawback, we will apply the same strategy we used in the Case III. 3 of [16], but directly on the closed expression of the solution s.p. of the nonlinear i.v.p. (1), which in the current case is given by

$$
\begin{equation*}
X(t)=\frac{C x_{0} \mathrm{e}^{C t}}{C+d x_{0}-d x_{0} \mathrm{e}^{C t}} . \tag{28}
\end{equation*}
$$

In order to apply R.V.T. technique, for each $t \geq 0$, first from (28) we define the mapping $r(C)=$ $\left(C x_{0} \mathrm{e}^{C t}\right) /\left(C+d x_{0}-d x_{0} \mathrm{e}^{C t}\right)$. As it is not possible to isolate the r.v. $C$ to determine the inverse mapping, say $s$ of $r$, we approximate $s$ using the Lagrange-Bürmann theorem which permits to calculate the inverse mapping of an analytic function. This approximation comes from the truncation of an infinite series (see [16, Th.19]). As can be checked in detail in the analysis of
the Case III. 1 studied in [16], the 1-p.d.f. of the solution s.p. (28) can be represented as follows

$$
\begin{equation*}
f_{1}(x, t)=\sum_{j=1}^{k} f_{C}\left(s_{j, N_{j}}\right)\left|\frac{\mathrm{d} s_{j, N_{j}}(x)}{\mathrm{d} x}\right|, \tag{29}
\end{equation*}
$$

where $f_{C}(c)$ represents the p.d.f. of r.v. $C, k$ denotes the number of subintervals in which the domain of r.v. $C$ must be split to guarantee that the mapping $r$ is monotone and $s_{j, N_{j}}$ is the approximation of the inverse mapping $s$ on the subinterval $j$, using truncation of order $N_{j}, 1 \leq$ $j \leq k$.

Example 6. Let us assume that $x_{0}=1, d=1$ and $C \sim \operatorname{Be}(\alpha=2 ; \beta=3)$. In Figure 7, we have plotted the 1-p.d.f. of the solution s.p. of i.v.p. (1) using Lagrange-Bürmann theorem and (29) for different values of $t$. To carry out these computations the domain of the r.v. C has been split into $k=1$ piece. We observe that the variance of the solution s.p. $X(t)$ increases as $t$ goes on.


Figure 7: Plot of the 1-p.d.f. $f_{1}(x, t)$ in the Example 6 at different values of $t=\{0.1,0.2,0.3,0.4\}$ with $x_{0}=1, d=1$ and $C \sim \operatorname{Be}(\alpha=2 ; \beta=3)$.

### 4.4. Case III.4: $\left(X_{0}, D\right)$ is a random vector

Now, the initial condition $X_{0}$ and the nonlinear coefficient $D$ are assumed to be r.v.'s whose joint p.d.f. is denoted by $f_{X_{0}, D}\left(x_{0}, d\right)$, whereas the parameter $c$ is deterministic. In agreement to Table 1 and (4), this corresponds to the following particular case of i.v.p. (2)

$$
\left.\begin{array}{l}
\dot{Z}(t)=a Z(t)+B,  \tag{30}\\
Z(0)=Z_{0},
\end{array}\right\} \quad Z_{0}=\frac{1}{X_{0}}, \quad B=-D, \quad a=-c .
$$

Let $t>0$ be fixed, then applying [16, Eq. (110)] we obtain the p.d.f. of the solution s.p. of i.v.p. (30) evaluated at that $t$

$$
f_{\mathrm{Z}}(z)=\int_{\mathcal{D}\left(Z_{1}\right)} f_{\mathrm{Z}_{0}, B}\left(\xi \mathrm{e}^{-a t}, \frac{a(z-\xi)}{\mathrm{e}^{a t}-1}\right) \frac{a \mathrm{e}^{-a t}}{\mathrm{e}^{a t}-1} \mathrm{~d} \xi=\int_{\mathcal{D}\left(Z_{1}\right)} f_{\mathrm{Z}_{0}, B}\left(\xi \mathrm{e}^{c t}, \frac{-c(z-\xi)}{\mathrm{e}^{-c t}-1}\right) \frac{c \mathrm{e}^{c t}}{1-\mathrm{e}^{-c t}} \mathrm{~d} \xi,
$$

where $Z_{1}=\mathrm{e}^{a t} Z_{0}$. We represent $f_{Z}(z)$ in terms of $\left(X_{0}, D\right)$ taking into account (30) and applying Proposition 3 to $U_{1}=X_{0}, U_{2}=D, V_{1}=Z_{0}$ and $V_{2}=B$

$$
f_{Z}(z)=\frac{c}{\mathrm{e}^{c t}-1} \int_{\mathcal{D}\left(Z_{1}\right)} f_{X_{0}, D}\left(\frac{1}{\xi \mathrm{e}^{c t}}, \frac{c(z-\xi)}{\mathrm{e}^{-c t}-1}\right) \frac{1}{\xi^{2}} \mathrm{~d} \xi
$$

By (3), $X(t)=1 / Z(t)$ for each $t>0$, then denoting $X=X(t)$ and $Z=Z(t)$ the application of Proposition 1 yields

$$
f_{X}(x)=\frac{1}{x^{2}} f_{Z}\left(\frac{1}{x}\right)=\frac{1}{x^{2}} \frac{c}{\mathrm{e}^{c t}-1} \int_{\mathcal{D}\left(Z_{1}\right)} f_{X_{0}, D}\left(\frac{1}{\xi \mathrm{e}^{c t}}, \frac{c(1-\xi x)}{x\left(\mathrm{e}^{-c t}-1\right)}\right) \frac{1}{\xi^{2}} \mathrm{~d} \xi .
$$

Finally, taking into account that $Z_{1}=\mathrm{e}^{a t} Z_{0}=1 /\left(\mathrm{e}^{c t} X_{0}\right)$, the 1-p.d.f. of the solution s.p. $X(t)$ of the i.v.p. (1) is given by

$$
f_{1}(x, t)=\frac{c}{x^{2}\left(\mathrm{e}^{c t}-1\right)} \int_{\mathcal{D}\left(\frac{1}{c^{c t x_{0}}}\right)} f_{X_{0}, D}\left(\frac{1}{\xi \mathrm{e}^{c t}}, \frac{c(1-\xi x)}{x\left(\mathrm{e}^{-c t}-1\right)}\right) \frac{1}{\xi^{2}} \mathrm{~d} \xi, \quad t>0 .
$$

If $t=0$, as $X(0)=X_{0}$, the 1-p.d.f. of $X(t)$ is the $D$-marginal p.d.f. of $f_{X_{0}, D}\left(x_{0}, d\right)$

$$
f_{1}(x, 0)=\int_{\mathcal{D}(D)} f_{X_{0}, D}\left(x_{0}, d\right) \mathrm{d} d
$$

$\boldsymbol{\mu}=\left(\mu_{X_{0}}, \mu_{D}\right)=(1,0), \quad \boldsymbol{\Sigma}=\left(\begin{array}{cc}\sigma_{X_{0}}^{2} & \rho_{X_{0}, D} \sigma_{X_{0}} \sigma_{D} \\ \rho_{X_{0}, D} \sigma_{X_{0}} \sigma_{D} & \sigma_{D}^{2}\end{array}\right), \sigma_{X_{0}}=\sigma_{D}=1 / 10, \rho_{X_{0}, D}=1 / 2$.
Figure 8 shows a piece of surface which defines the 1-p.d.f. As in previous cases, $f_{1}(x, t)$ has less variability as tincreases.

### 4.5. Case III.5: $\left(X_{0}, C\right)$ is a random vector

Let us denote by $f_{X_{0}, C}\left(x_{0}, c\right)$ the joint p.d.f. of random vector $\left(X_{0}, C\right)$ and let us assume that the parameter $d$ is a deterministic constant. In this context according to Table 1 and (4), the i.v.p. (2) writes

$$
\left.\begin{array}{l}
\dot{Z}(t)=A Z(t)+b,  \tag{32}\\
Z(0)=Z_{0},
\end{array}\right\} \quad Z_{0}=\frac{1}{X_{0}}, \quad b=-d, \quad A=-C .
$$

Let us fix $t \geq 0$, then applying [16, Eq. (126)] the p.d.f. of the solution s.p. of i.v.p. (32) evaluated at that $t$ can be written as
$f_{Z}(z)=\int_{\mathcal{D}\left(Z_{2}\right)} \frac{|b|}{\xi^{2}} \mathrm{e}^{\frac{b}{\xi} t} f_{\mathrm{Z}_{0}, A}\left(z \mathrm{e}^{\frac{b}{\xi} t}+\xi\left(1-\mathrm{e}^{\frac{b}{\xi} t}\right), \frac{-b}{\xi}\right) \mathrm{d} \xi=\int_{\mathcal{D}\left(Z_{2}\right)} \frac{d}{\xi^{2}} \mathrm{e}^{-\frac{d}{\xi} t} f_{\mathrm{Z}_{0}, A}\left(z \mathrm{e}^{-\frac{d}{\xi} t}+\xi\left(1-\mathrm{e}^{-\frac{d}{\xi} t}\right), \frac{d}{\xi}\right) \mathrm{d} \xi$,
where $Z_{2}=-b / A . f_{Z}(z)$ can be represented in terms of $\left(X_{0}, C\right)$ by applying Proposition 3 to $U_{1}=X_{0}, U_{2}=C, V_{1}=Z_{0}$ and $V_{2}=A$ as follows

$$
f_{Z}(z)=\int_{\mathcal{D}\left(Z_{2}\right)} \frac{d}{\xi^{2}} \mathrm{e}^{-\frac{d}{\xi} t} f_{X_{0}, C}\left(\frac{1}{z \mathrm{e}^{-\frac{d}{\xi} t}+\xi\left(1-\mathrm{e}^{-\frac{d}{\xi} t}\right)},-\frac{d}{\xi}\right) \frac{1}{16} \frac{\left(z \mathrm{e}^{-\frac{d}{\xi} t}+\xi\left(1-\mathrm{e}^{-\frac{d}{\xi} t}\right)\right)^{2}}{} \mathrm{~d} \xi
$$



Figure 8: Plot of the 1-p.d.f. $f_{1}(x, t)$ in the Example 7 at different values of $t=\{0,0.25,0.5,0.75, \ldots, 2\}$ (corresponding to the solid lines) in the case that $c=-1$ and $X_{0}$ and $D$ are correlated r.v.'s according to a bivariate gaussian distribution with mean vector $\boldsymbol{\mu}$ and variance-covariance matrix $\boldsymbol{\Sigma}$ given by (31).

Taking into account that $X(t)=1 / Z(t)$ for each $t \geq 0, f_{Z}(z)$ can be represented in terms of $X$ applying Proposition 1

$$
f_{X}(x)=\frac{1}{x^{2}} f_{Z}\left(\frac{1}{x}\right)=\int_{\mathcal{D}\left(Z_{2}\right)} \frac{d}{\xi^{2}} \mathrm{e}^{-\frac{d}{\xi} t} f_{X_{0}, C}\left(\frac{x}{\mathrm{e}^{-\frac{d}{\xi} t}+\xi x\left(1-\mathrm{e}^{-\frac{d}{\xi} t}\right)},-\frac{d}{\xi}\right) \frac{1}{\left(\mathrm{e}^{-\frac{d}{\xi} t}+\xi x\left(1-\mathrm{e}^{-\frac{d}{\xi} t}\right)\right)^{2}} \mathrm{~d} \xi
$$

As $Z_{2}=-b / A=-d / C$, the domain of the above integral can be expressed in terms of the data. Hence, the 1-pd.f. of the solution s.p. $X(t)$ of the i.v.p. (1) is given by

$$
\begin{equation*}
f_{1}(x, t)=\int_{\mathcal{D}(-d / C)} \frac{d}{\xi^{2}} \mathrm{e}^{-\frac{d}{\xi} t} f_{X_{0}, C}\left(\frac{x}{\mathrm{e}^{-\frac{d}{\xi} t}+\xi x\left(1-\mathrm{e}^{-\frac{d}{\xi} t}\right)},-\frac{d}{\xi}\right) \frac{1}{\left(\mathrm{e}^{-\frac{d}{\xi} t}+\xi x\left(1-\mathrm{e}^{-\frac{d}{\xi} t}\right)\right)^{2}} \mathrm{~d} \xi \tag{33}
\end{equation*}
$$

Example 8. Let us take $d=1$ and $\left(X_{0}, C\right) \sim N(\boldsymbol{\mu} ; \boldsymbol{\Sigma})$, where $\boldsymbol{\mu}$ and $\boldsymbol{\Sigma}$ are defined by (31). In Figure 9 a plot of the 1-p.d.f. $f_{1}(x, t)$ given by (33) is shown. From it, we observe that the variance of the solution s.p. of the corresponding i.v.p. (1) increases as $t$ does.

### 4.6. Case III.6: $(D, C)$ is a random vector

Throughout this section, $f_{D, C}(d, c)$ will denote the p.d.f. of random vector $(D, C)$ and the initial condition will be assumed to be a deterministic constant $x_{0}$. Notice that, in accordance with Table 1 and (4), now we are dealing with the following specialization of i.v.p. (2)

$$
\left.\begin{array}{l}
\dot{Z}(t)=A Z(t)+B,  \tag{34}\\
Z(0)=z_{0},
\end{array}\right\} \quad z_{0}=\frac{1}{x_{0}}, \quad B=-D, \quad A=-C .
$$



Figure 9: Plot of the 1-p.d.f. $f_{1}(x, t)$ in the Example 8 at different values of $t=\{0,0.25,0.5,0.75, \ldots, 2\}$ (corresponding to the solid lines) in the case that $d=1$ and $X_{0}$ and $C$ are correlated r.v.'s according to a bivariate gaussian distribution with mean vector $\boldsymbol{\mu}$ and variance-covariance matrix $\boldsymbol{\Sigma}$ given by (31).

Let $t>0$ be fixed, then applying [16, Eq. (140)] the p.d.f. of the solution s.p. of i.v.p. (34) evaluated at that $t$ is given by

$$
\begin{aligned}
f_{Z}(z) & =\frac{z_{0}}{t^{2}} \int_{\mathcal{D}\left(Z_{2}\right)} f_{B, A}\left(\frac{z_{0}(z-\xi)}{t} \frac{\ln (\xi)-\ln \left(z_{0}\right)}{\xi-z_{0}}, \frac{\ln (\xi)-\ln \left(z_{0}\right)}{t}\right) \frac{1}{\xi}\left|\frac{\ln (\xi)-\ln \left(z_{0}\right)}{\xi-z_{0}}\right| \mathrm{d} \xi \\
& =\frac{1}{x_{0} t^{2}} \int_{\mathcal{D}\left(Z_{2}\right)} f_{B, A}\left(\frac{z-\xi}{t} \frac{\ln (\xi)+\ln \left(x_{0}\right)}{\xi x_{0}-1}, \frac{\ln (\xi)+\ln \left(x_{0}\right)}{t}\right) \frac{\left|x_{0}\right|}{\xi}\left|\frac{\ln (\xi)+\ln \left(x_{0}\right)}{\xi x_{0}-1}\right| \mathrm{d} \xi,
\end{aligned}
$$

where $Z_{2}=z_{0} \mathrm{e}^{A t}$. This p.d.f. $f_{Z}(t)$ can be expressed in terms of the random vector $(D, C)$ by applying Proposition 4 to $U_{1}=D, U_{2}=C, V_{1}=B$ and $V_{2}=A$,

$$
f_{Z}(z)=\frac{1}{x_{0} t^{2}} \int_{\mathcal{D}\left(Z_{2}\right)} f_{D, C}\left(\frac{z-\xi}{t} \frac{\ln (\xi)+\ln \left(x_{0}\right)}{1-\xi x_{0}},-\frac{\ln (\xi)+\ln \left(x_{0}\right)}{t}\right) \frac{\left|x_{0}\right|}{\xi}\left|\frac{\ln (\xi)+\ln \left(x_{0}\right)}{\xi x_{0}-1}\right| \mathrm{d} \xi
$$

Now, by applying Proposition 1 to $X=1 / Z, f_{Z}(z)$ is represented in terms of $X$
$f_{X}(x)=\frac{1}{x^{2}} f_{Z}\left(\frac{1}{x}\right)=\frac{1}{x^{2}} \frac{1}{x_{0} t^{2}} \int_{\mathcal{D}\left(Z_{2}\right)} f_{D, C}\left(\frac{1-\xi x}{x t} \frac{\ln (\xi)+\ln \left(x_{0}\right)}{1-\xi x_{0}},-\frac{\ln (\xi)+\ln \left(x_{0}\right)}{t}\right) \frac{\left|x_{0}\right|}{\xi}\left|\frac{\ln (\xi)+\ln \left(x_{0}\right)}{\xi x_{0}-1}\right| \mathrm{d} \xi$.
259 As $Z_{2}=z_{0} \mathrm{e}^{A t}=1 /\left(x_{0} \mathrm{e}^{C t}\right)$, the 1-p.d.f. of the solution s.p. $X(t)$ to the i.v.p. (1) is given by
$f_{1}(x, t)=\frac{1}{x^{2} x_{0} t^{2}} \int_{\mathcal{D}\left(1 /\left(x_{0} e^{c}\right)\right)} f_{D, C}\left(\frac{1-\xi x}{x t} \frac{\ln (\xi)+\ln \left(x_{0}\right)}{1-\xi x_{0}},-\frac{\ln (\xi)+\ln \left(x_{0}\right)}{t}\right) \frac{\left|x_{0}\right|}{\xi}\left|\frac{\ln (\xi)+\ln \left(x_{0}\right)}{\xi x_{0}-1}\right| \mathrm{d} \xi$.
If $t=0$, as $X(0)=x_{0}$ one gets

$$
f_{1}(x, 0)=\delta\left(x-x_{0}\right), \quad-\infty<x<\infty .
$$ by

$$
f_{D, C}(d, c)=\left\{\begin{array}{ccc}
\frac{2}{3}(2-d-c+2 d c) & \text { if } & 0 \leq d \leq 1,0 \leq c \leq 1  \tag{36}\\
0 & \text { otherwise }
\end{array}\right.
$$(onds increases as time goes on.

Example 9. Let us assume that $x_{0}=1$ and the joint p.d.f. of the random vector $(D, C)$ is given

For the sake of clarity in the presentation, in Figure 10 the 1-p.d.f. $f_{1}(x, t)$ given by (35) is shown for different values of $t$. From it, one infers that the variability of the solution s.p. of the i.v.p. (1) tends to increases as time t goes on.

Figure 10: Plot of the 1-p.d.f. $f_{1}(x, t)$ in the Example 9 at different values of $t$ in the case that $x_{0}=1$ and $(D, C)$ has the joint p.d.f. given by (36).


### 4.7. Case III.7: $\left(X_{0}, D, C\right)$ is a random vector

In this last case, we deal with the i.v.p. (2) assuming that all the inputs $\left(X_{0}, D, C\right)$ are r.v.'s whose joint p.d.f. is $f_{X_{0}, D, C}\left(x_{0}, d, c\right)$. Taking into account Table 1 and (4), this corresponds to

$$
\left.\begin{array}{l}
\dot{Z}(t)=A Z(t)+B,  \tag{37}\\
Z(0)=Z_{0},
\end{array}\right\} \quad Z_{0}=\frac{1}{X_{0}}, \quad B=-D, \quad A=-C
$$

Let $t>0$ be fixed, then applying [16, Eq. (157)] the p.d.f. of the solution s.p. of i.v.p. (37) evaluated at that $t$ is given by

$$
f_{Z}(z)=\int_{\mathcal{D}\left(Z_{3}\right)} \int_{\mathcal{D}\left(Z_{2}\right)} f_{Z_{0}, B, A}\left(-\frac{(z-\xi-\eta) \eta}{\xi},-\frac{\eta}{t} \ln \left(\frac{-\xi}{\eta}\right), \frac{1}{t} \ln \left(\frac{-\xi}{\eta}\right)\right) \frac{|\eta|}{\xi^{2}} \frac{1}{t^{2}}\left|\ln \left(-\frac{\xi}{\eta}\right)\right| \mathrm{d} \xi \mathrm{~d} \eta,
$$

$f_{Z}(z)=\int_{\mathcal{D}\left(Z_{3}\right)} \int_{\mathcal{D}\left(Z_{2}\right)} f_{X_{0}, D, C}\left(-\frac{\xi}{(z-\xi-\eta) \eta}, \frac{\eta}{t} \ln \left(-\frac{\xi}{\eta}\right),-\frac{1}{t} \ln \left(-\frac{\xi}{\eta}\right)\right) \frac{|\eta|}{\eta^{2}} \frac{1}{(z-\xi-\eta)^{2} t^{2}}\left|\ln \left(-\frac{\xi}{\eta}\right)\right| \mathrm{d} \xi \mathrm{d} \eta$.
In order to represent (38) as a function of $X$, we apply Proposition 1 taking into account that $X=1 / Z$

$$
\begin{aligned}
f_{X}(x) & =\frac{1}{x^{2}} f_{Z}\left(\frac{1}{x}\right) \\
& =\int_{\mathcal{D}\left(Z_{3}\right)} \int_{\mathcal{D}\left(Z_{2}\right)} f_{X_{0}, D, C}\left(-\frac{x \xi}{(1-x \xi-x \eta) \eta}, \frac{\eta}{t} \ln \left(-\frac{\xi}{\eta}\right),-\frac{1}{t} \ln \left(-\frac{\xi}{\eta}\right)\right) \frac{|\eta|}{\eta^{2}} \frac{1}{(1-x \xi-x \eta)^{2} t^{2}}\left|\ln \left(-\frac{\xi}{\eta}\right)\right| \mathrm{d} \xi \mathrm{~d} \eta .
\end{aligned}
$$

As $Z_{2}=\mathrm{e}^{A t} B / A=D /\left(C \mathrm{e}^{C t}\right)$ and $Z_{3}=-B / A=-D / C$, the 1-p.d.f. of the solution s.p. $X(t)$ to the i.v.p. (1) is given by
$f_{1}(x, t)=\int_{\mathcal{D}(-D / C)} \int_{\mathcal{D}\left(D /\left(C e^{C}\right)\right)} f_{X_{0}, D, C}\left(-\frac{x \xi}{(1-x \xi-x \eta) \eta}, \frac{\eta}{t} \ln \left(-\frac{\xi}{\eta}\right),-\frac{1}{t} \ln \left(-\frac{\xi}{\eta}\right)\right) \frac{|\eta|}{\eta^{2}} \frac{1}{(1-x \xi-x \eta)^{2} t^{2}}\left|\ln \left(-\frac{\xi}{\eta}\right)\right| \mathrm{d} \xi \mathrm{d} \eta$.
If $t=0$, as $X(0)=X_{0}$, the 1-p.d.f. of $X(t)$ is the $(D, C)$-marginal p.d.f. of $f_{X_{0}, D, C}\left(x_{0}, d, c\right)$

$$
f_{1}(x, 0)=\int_{\mathcal{D}(C)} \int_{\mathcal{D}(D)} f_{X_{0}, D, C}\left(x_{0}, d, c\right) \mathrm{d} d \mathrm{~d} c
$$

Example 10. Let us assume that the random vector $\left(X_{0}, D, C\right)$ has a multivariate gaussian distribution with mean vector $\boldsymbol{\mu}$ and variance-covariance matrix $\boldsymbol{\Sigma}$ defined as follows

$$
\boldsymbol{\mu}=\left(\mu_{X_{0}}, \mu_{D}, \mu_{C}\right)=(1,1,1), \quad \boldsymbol{\Sigma}=\frac{1}{10}\left(\begin{array}{ccc}
4 & 4 & 4  \tag{40}\\
1 & 4 & 1 \\
1 & 1 & 2
\end{array}\right)
$$

Figure 11 shows the 1-p.d.f. $f_{1}(x, t)$ given by (39) at different values of $t$. From it, one observes that the variability of the solution s.p. of the i.v.p. (1) reduces as $t$ increases.

## 5. Conclusions

In this paper we have shown that the Random Variable Transformation method together with linearization techniques can be used successfully to obtain explicit formulas for the first probability density function of the solution stochastic process of nonlinear random differential equations. The study has been conducted through the homogeneous Riccati differential equation although it opens the possibility to be extended to other significant types of nonlinear continuous models. The usefulness of applying both techniques to deal with these class of problems has been shown through a number of illustrative examples.
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Figure 11: Plot of the 1-p.d.f. $f_{1}(x, t)$ in the Example 10 at different values of $t$ in the case that $\left(X_{0}, D, C\right)$ has a trivariate gaussian distribution with mean vector $\boldsymbol{\mu}$ and variance-covariance matrix $\boldsymbol{\Sigma}$ given by (40).
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