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ON THE BISHOP-PHELPS-BOLLOB ÁS PROPERTY FOR NUMERICAL
RADIUS IN C(K) SPACES

A. AVIL ÉS, A. J. GUIRAO, AND J. RODŔIGUEZ

Dedicated to Irene

ABSTRACT. We study the Bishop-Phelps-Bollobás property for numerical radius within
the framework ofC(K) spaces. We present several sufficient conditions on a compact
spaceK ensuring thatC(K) has the Bishop-Phelps-Bollobás property for numerical ra-
dius. In particular, we show thatC(K) has such property wheneverK is metrizable.

1. INTRODUCTION

The Bishop-Phelps-Bollobás property for numerical radius has been recently introduced
in [14] as a quantitative way of studying the set of operators on a Banach space that attain
their numerical radius (see below for precise definitions). Since Sims [19] raised the ques-
tion of the norm denseness of the set of numerical radius attaining operators, several results
have been obtained in this direction. Acosta initiated a systematic study of this problem in
her Ph.D. Thesis [1], followed by [2] and joint works with Payá [4, 5]. Prior to them, Berg
and Sims [6] gave a positive answer for uniformly convex spaces and Cardassi obtained
positive answers forℓ1, c0, C(K) (K compact metric space),L1(µ) and uniformly smooth
spaces, see [9, 10, 11]. Note that Johnson and Wolfe [15] had already shown that the set
of norm attaining operatorsT : C(K) → C(L) is norm dense in the space of operators
L(C(K), C(L)), whereK andL are arbitrary compact spaces. Acosta [1] pointed out that
an operatorT : C(K) → C(K) attains its norm if and only if it attains it numerical radius.
This observation together with Johnson and Wolfe’s result led her to conclude that the set
of numerical radius attaining operators onC(K) is dense inL(C(K)).

Using a renorming ofc0, Payá [17] provided an example of a Banach spaceX such that
the set of numerical radius attaining operators onX is not norm dense inL(X), answering
in the negative Sims’ question. Acosta, Aguirre and Payá [3] gave another counterexample:
X = ℓ2 ⊕∞ G, whereG is Gowers’ space. Observe that these examples show that there
exist Banach spaces failing the Bishop-Phelps-Bollobás property for numerical radius.

In [14] it is shown thatℓ1 andc0 have the Bishop-Phelps-Bollobás property for numer-
ical radius. In fact, the proof forc0 can be reduced to a duality argument from the proof
for ℓ1. In this paper we focus on the Banach spaceC(K) and we discuss whether this
space has the Bishop-Phelp-Bollobás property for numerical radius. Trying to transfer the
ideas in [14] to theC(K) case is clearly not enough.

We now summarize briefly the contents of this paper.
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In Section 2 we introduce the concepts ofcompensationof a regular measure and of
compact space admittinglocal compensation(Definition 2.1). These notions are essential
tools for our proofs and are applied to obtain a parametric version of the classical Bishop-
Phelps-Bollobás theorem for functionals onC(K) (Lemma 2.9). Then we show thatC(K)

has the Bishop-Phelps-Bollobás property for numerical radius wheneverK admits local
compensation (Theorem 2.2).

In Section 3 we show that every compact metric space admits local compensation. In
fact, a stronger result holds true, namely, that every compact metric space admits acom-
pensation function(Definition 3.1). We rely on the constructive proof that the Cantor set
admits a compensation function (Theorem 3.6) and the fact that compensation functions
can be transferred to other compacta via regular averaging operators (Lemma 3.5). As
a consequence of Theorem 2.2, it turns out thatC(K) has the Bishop-Phelps-Bollobás
property for numerical radius wheneverK is metrizable.

In Section 4 we discuss the case of non-metrizable compacta.With the help of the aux-
iliary concept ofcloseness function, we present two examples of compact spaces admitting
local compensation but no compensation function (Theorems4.8 and 4.11). We also show
that there exist compact spaces that do not admit local compensation. We finish the paper
with some open problems, see Subsection 4.3.

Terminology. By countable we mean finite or countably infinite. The first uncountable
ordinal is denoted byω1. All our Banach spacesX are real. We write

BX = {x ∈ X : ‖x‖ ≤ 1} and SX = {x ∈ X : ‖x‖ = 1}.

The topological dual ofX is denoted byX∗ and the weak∗ topology onX∗ is denoted
byω∗. The evaluation ofx∗ ∈ X∗ atx ∈ X is denoted byx∗(x) = 〈x∗, x〉 = 〈x, x∗〉. We
writeΠ(X) = {(x, x∗) ∈ SX × SX∗ : x∗(x) = 1}. We write

π2(x) = {x∗ ∈ BX∗ : x∗(x) = 1} and π2(x, δ) = {x∗ ∈ BX∗ : x∗(x) ≥ 1− δ}

for everyx ∈ BX andδ > 0. By an operator onX we mean a linear continuous mapping
T : X → X . Its numerical radius is defined by

ν(T ) = sup{|〈x∗, T (x)〉| : (x, x∗) ∈ Π(X)}.

The Banach space of all operators onX is denoted byL(X). It is well known thatν(·)
is a continuous seminorm onL(X). In general, there exists a constantn(X) ≥ 0 (the
numerical indexof X) such that

n(X) ‖T ‖ ≤ ν(T ) ≤ ‖T ‖ for all T ∈ L(X).

For background in numerical radius (resp. index) we refer to[7, 8] (resp. [16]). The
Bishop-Phelps-Bollobás property we are concerned about is defined as:

Definition 1.1. We say that a Banach spaceX has theBishop-Phelps-Bollob́as (BPB)
property for numerical radiusif there is a functionδ : (0, 1) → (0, 1) such that: for every
0 < ε < 1, T ∈ L(X) with ν(T ) = 1 and(x, x∗) ∈ Π(X) with 〈x∗, T (x)〉 ≥ 1 − δ(ε),
there existT0 ∈ L(X) with ν(T0) = 1 and(x0, x

∗
0) ∈ Π(X) with 〈x∗

0, T0(x0)〉 = 1 such
thatν(T − T0) ≤ ε, ‖x− x0‖ ≤ ε and‖x∗ − x∗

0‖ ≤ ε.

Let K be a compact space (i.e. compact Hausdorff topological space). We denote
by C(K) the Banach space of all continuous real-valued functions onK (equipped with
the supremum norm). It is known thatn(C(K)) = 1 and thereforeν(T ) = ‖T ‖ for
everyT ∈ L(C(K)). Given anyf ∈ C(K) andr ∈ R, we freely use notations like
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{f ≤ r} = {t ∈ K : f(t) ≤ r}. The dualC(K)∗ is identified (via Riesz’s theorem) with
the Banach spaceM(K) of all regular Borel (signed) measures onK (equipped with the
total variation norm). We writeM+(K) = {µ ∈ M(K) : µ ≥ 0}. For everyt ∈ K we
denote byδt ∈ M(K) the Dirac measure att. As usual, given anyµ ∈ M(K), we write
|µ|, µ+ andµ− to denote, respectively, the variation, positive part and negative part ofµ.
By a Hahn decomposition ofµ we mean a partition(P,N) of K into Borel sets such that
µ(B) ≥ 0 (resp.µ(B) ≤ 0) for every Borel setB ⊆ P (resp.B ⊆ N ). The support ofµ
is denoted bysupp(µ). Givenµ1, µ2 ∈ M(K), we writeµ1 ≪ µ2 (resp.µ1 ⊥ µ2) if µ1

is absolutely continuous with respect toµ2 (resp.µ1 andµ2 are mutually singular).

2. BPBPROPERTY FOR NUMERICAL RADIUS INC(K)

Throughout this sectionK is a fixed compact space. Our aim is to give a sufficient
condition ensuring thatC(K) has the BPB property for numerical radius, namely, that
K admitslocal compensation(see the following definition). In Sections 3 and 4 we shall
prove thatK admits local compensation whenever it is metrizable, as well as in other cases.

Definition 2.1. Let W (K) be the set of allω∗-continuous functionsF : K → BM(K).

(i) We say thatν ∈ M(K) is acompensationof µ ∈ M(K) provided that:
• 0 ≤ ν ≤ µ+ andν(K) = µ(K) if µ(K) > 0;
• ν = 0 if µ(K) ≤ 0.

(ii) We say thatG ∈ W (K) is acompensationof F ∈ W (K) if G(t) is a compensa-
tion ofF (t) for everyt ∈ K.

(iii) We say thatK admitslocal compensationif every element ofW (K) admits a
compensation.

Theorem 2.2. If K admits local compensation, thenC(K) has the BPB property for
numerical radius.

In order to prove Theorem 2.2 we need several lemmas. Let us first point out that
compensations of single measures always exist:

Remark2.3. If µ ∈ M(K) satisfiesµ(K) > 0 and we setλ := µ(K)
µ+(K) ∈ (0, 1], then

ν := λµ+ is a compensation ofµ.

Lemma 2.4. If ν ∈ M(K) is a compensation ofµ ∈ M(K), then‖µ− ν‖ ≤ 2‖µ−‖ and
‖ν‖ ≤ ‖µ‖.

Proof. This is obvious ifµ(K) ≤ 0. Supposeµ(K) > 0. Since(µ+ − ν) ⊥ µ−, we have

‖µ− ν‖ =
∥∥(µ+ − ν)− µ−

∥∥ =
∥∥µ+ − ν

∥∥+
∥∥µ−

∥∥ =

= (µ+ − ν)(K) + µ−(K) = µ+(K)− µ(K) + µ−(K) = 2µ−(K) = 2
∥∥µ−

∥∥ .

On the other hand,‖ν‖ = ν(K) = µ(K) ≤ ‖µ‖. �

Lemma 2.5. Let (f, µ) ∈ SC(K) × SM(K) and let(P,N) be a Hahn decomposition ofµ.
Thenµ(f) = 1 if and only if

|µ|
(
({f = 1} ∩ P ) ∪ ({f = −1} ∩N)

)
= 1.

Proof. Write A := ({f = 1} ∩ P ) ∪ ({f = −1} ∩N). Observe first that

(2.1)
∫

A

f dµ =

∫

{f=1}∩P

f dµ+

∫

{f=−1}∩N

f dµ = |µ|(A).
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Therefore, if|µ|(A) = 1 thenµ(f) =
∫
A
f dµ = 1.

Conversely, ifµ(f) = 1 then

1 = µ(f) =

∫

A

f dµ+

∫

K\A

f dµ
(2.1)
= |µ|(A) +

∫

K\A

f dµ

and so|µ|(K \A) =
∫
K\A

f dµ. Since we have

α :=

∫

{f 6=1}∩P

f dµ ≤ |µ|
(
{f 6= 1}∩P

)
, β :=

∫

{f 6=−1}∩N

f dµ ≤ |µ|
(
{f 6= −1}∩N

)

and

α+ β =

∫

K\A

f dµ = |µ|(K \A) = |µ|
(
{f 6= 1} ∩ P

)
+ |µ|

(
{f 6= −1} ∩N

)
,

it follows that

(2.2) |µ|
(
{f 6= 1} ∩ P

)
= α =

∫

{f 6=1}∩P

f d|µ|

and

(2.3) |µ|
(
{f 6= −1} ∩N

)
= β = −

∫

{f 6=−1}∩N

f d|µ|.

Clearly, (2.2) yields|µ|
(
{f 6= 1} ∩ P

)
= 0 and (2.3) yields|µ|

(
{f 6= −1} ∩N

)
= 0, so

that|µ|(K \A) = 0. Therefore|µ|(A) = 1. �

Definition 2.6. Letf ∈ C(K) and0 < σ < ε. Since the sets{f ≥ 1−σ} and{f ≤ 1−ε}

are closed and disjoint, Tietze extension theorem ensures the existence of a non-negative
uf
σ,ε ∈ BC(K) such that

uf
σ,ε|{f≥1−σ} ≡ 1 and uf

σ,ε|{f≤1−ε} ≡ 0.

In the same way, there is a non-negativevfσ,ε ∈ BC(K) such that

vfσ,ε|{f≤−1+σ} ≡ 1 and vfσ,ε|{f≥−1+ε} ≡ 0.

Given anyµ ∈ M(K), we defineµf,1
σ,ε, µ

f,2
σ,ε ∈ M(K) by

µf,1
σ,ε(g) :=

∫

K

g · uf
σ,ε dµ and µf,2

σ,ε(g) :=

∫

K

g · vfσ,ε dµ for all g ∈ C(K).

Remark2.7. (i) If ε < 1 thenµf,1
σ,ε ⊥ µf,2

σ,ε.
(ii) The mappingsµ 7→ µf,1

σ,ε andµ 7→ µf,2
σ,ε areω∗-ω∗-continuous.

Lemma 2.8. Letf ∈ BC(K), µ ∈ BM(K) and0 < σ < ε < 1. Then:

(i) ‖µf,1
σ,ε‖ ≤ 1 and‖µf,2

σ,ε‖ ≤ 1;
(ii)

∥∥(µf,1
σ,ε)

+
∥∥+

∥∥(µf,2
σ,ε)

−
∥∥ ≥ 1− (1− µ(f))/σ;

(iii)
∥∥(µf,1

σ,ε)
−
∥∥+

∥∥(µf,2
σ,ε)

+
∥∥ ≤ (1− µ(f))/σ;

(iv)
∥∥µ− µf,1

σ,ε − µf,2
σ,ε

∥∥ ≤ (1− µ(f))/σ.

Proof. Write µ1 := µf,1
σ,ε andµ2 := µf,2

σ,ε. Let (P,N) be a Hahn decomposition ofµ and
define

C :=
(
{f ≥ 1− σ} ∩ P

)
∪
(
{f ≤ −1 + σ} ∩N

)
.

We claim that|µ|(C) ≥ 1 + (1 − µ(f))/σ. Indeed, we have

(2.4) |µ|(C) ≥

∫

C

f dµ =

∫

K

f dµ−

∫

K\C

f dµ = µ(f)−

∫

K\C

f dµ.
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Since
∫

K\C

f dµ =

∫

{f<1−σ}∩P

f dµ+

∫

{f>−1+σ}∩N

f dµ =

=

∫

{f<1−σ}∩P

f d|µ|+

∫

{f>−1+σ}∩N

(−f) d|µ| ≤ (1− σ)|µ|(K \ C),

from (2.4) it follows that

|µ|(C) ≥ µ(f)− (1 − σ)(|µ|(K)− |µ|(C)) ≥ µ(f)− (1− σ)(1 − |µ|(C)),

which implies that|µ|(C) ≥ 1− (1− µ(f))/σ, as claimed.
(ii). Observe that(P,N) is also a Hahn decomposition ofµ1 andµ2 (bear in mind that

uf
σ,ε ≥ 0 andvfσ,ε ≥ 0) and thatC ∩ P ⊆ {f ≥ 1 − σ} andC ∩ N ⊆ {f ≤ −1 + σ}.

Hence

µ+
1 (C) = µ1(C ∩ P ) =

∫

C∩P

uf
σ,ε dµ = µ(C ∩ P ) = |µ|(C ∩ P ),

µ−
2 (C) = −µ2(C ∩N) = −

∫

C∩N

vfσ,ε dµ = −µ(C ∩N) = |µ|(C ∩N),

and thereforeµ+
1 (C) + µ−

2 (C) = |µ|(C). We deduce that

‖µ+
1 ‖+ ‖µ−

2 ‖ ≥ ‖µ+
1 + µ−

2 ‖ ≥ (µ+
1 + µ−

2 )(C) = |µ|(C) ≥ 1− (1− µ(f))/σ.

(i) and (iii). Since0 ≤ uf
σ,ε + vfσ,ε ≤ 1, we have‖µ1 + µ2‖ ≤ ‖µ‖. On the other hand,

the equality‖µ1 + µ2‖ = ‖µ1‖+ ‖µ2‖ holds becauseµ1 ⊥ µ2. Hence

1 ≥ ‖µ‖ ≥ ‖µ1‖+ ‖µ2‖ =

= ‖µ+
1 ‖+ ‖µ−

1 ‖+ ‖µ+
2 ‖+ ‖µ−

2 ‖
(i)

≥ 1− (1− µ(f))/σ + ‖µ−
1 ‖+ ‖µ+

2 ‖,

which implies that‖µ−
1 ‖+ ‖µ+

2 ‖ ≤ (1− µ(f))/σ.
(iv). Write h := 1− uf

σ,ε − vfσ,ε ∈ C(K), so that(µ− µ1 − µ2)(g) =
∫
K
gh dµ for all

g ∈ C(K). Since0 ≤ h ≤ 1 andh vanishes onC, we get

‖µ− µ1 − µ2‖ ≤ |µ|(K \ C) ≤ 1− |µ|(C) ≤ (1 − µ(f))/σ,

which finishes the proof. �

Lemma 2.9. Suppose thatK admits local compensation. Letf ∈ BC(K) \ {0} and take
1− ‖f‖ < ε < 1. Then there existsf0 ∈ SC(K) such that for everyF ∈ W (K) there is a
ω∗-continuous functionPF : F−1(π2(f, ε

2/6)) → π2(f0) such that:

(i) π2(f) ⊆ π2(f0) and‖f − f0‖ ≤ ε;
(ii) ‖PF (t)− F (t)‖ ≤ ε for everyt ∈ F−1(π2(f, ε

2/6)).

Proof. We divide the proof into several steps.
Step 1.Fix ε < δ < 1. Note thatK is the union of the following closed sets:

A := {f ≥ 1− ε}, B := {f ≤ −1 + ε}, C := {−1 + δ ≤ f ≤ 1− δ},

D := {1− δ ≤ f ≤ 1− ε} ∪ {−1 + ε ≤ f ≤ −1 + δ}.

By Tietze extension theorem, there is a continuous functiong : D → [−ε, ε] such that

g|{f=1−ε} ≡ ε, g|{f=1−δ} ≡ 0, g|{f=−1+ε} ≡ −ε, g|{f=−1+δ} ≡ 0.
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Now, we can definef0 ∈ BC(K) by declaring

f0(t) :=





1 if t ∈ A,

−1 if t ∈ B,

f(t) if t ∈ C,

f(t) + g(t) if t ∈ D.

It is straightforward that‖f − f0‖ ≤ ε. Note also thatA ∪B 6= ∅ (because‖f‖ > 1 − ε)
and so‖f0‖ = 1. To prove thatπ2(f) ⊆ π2(f0), suppose that‖f‖ = 1, fix anyµ ∈ π2(f)

and take a Hahn decomposition(P,N) of µ. By Lemma 2.5 we have

|µ|
(
({f = 1} ∩ P ) ∪ ({f = −1} ∩N)

)
= 1.

Since{f = 1} ⊆ {f0 = 1} and{f = −1} ⊆ {f0 = −1}, another appeal to Lemma 2.5
yieldsµ ∈ π2(f0).

Step 2.Fix F ∈ W (K). Setσ := 5ε/6 and considerF1, F2 ∈ W (K) defined by

F1(t) := (F (t))f,1σ,ε and F2(t) := (F (t))f,2σ,ε.

Define now aω∗-continuous functionQ : K → M(K) by the formula

Q(t) := ξ1(t)− ξ2(t),

whereξ1, ξ2 ∈ W (K) are compensations ofF1 and−F2, respectively.
For everyt ∈ K we have

supp(ξ1(t)) ⊆ supp(F1(t)) ⊆ A, supp(ξ2(t)) ⊆ supp(−F2(t)) ⊆ B,

andA ∩B = ∅, henceF1(t) ⊥ F2(t) andξ1(t) ⊥ ξ2(t), and therefore

1 ≥ ‖F (t)‖
(∗)

≥ ‖F1(t) + F2(t)‖ = ‖F1(t)‖ + ‖F2(t)‖ ≥

≥‖ξ1(t)‖+ ‖ξ2(t)‖ = ‖Q(t)‖ = ξ1(t)(K) + ξ2(t)(K) ≥

≥F1(t)(K)− F2(t)(K).

(2.5)

(inequality(∗) was established in the proof of Lemma 2.8(iii)). It follows that

〈Q(t), f0〉 =

∫

A

f0 dξ1(t)−

∫

B

f0 dξ2(t) = ξ1(t)(A) + ξ2(t)(B) =

= ξ1(t)(K) + ξ2(t)(K)
(2.5)
= ‖Q(t)‖.

(2.6)

Theω∗-continuity ofQ and (2.6) imply that the mapt 7→ ‖Q(t)‖ is continuous.
Step 3.Fix t ∈ K0 := F−1(π2(f, ε

2/6)). By Lemmas 2.4 and 2.8(iii), we have

(2.7) ‖Q(t)− (F1(t) + F2(t))‖ ≤ ‖ξ1(t)− F1(t)‖+ ‖ξ2(t)− (−F2(t))‖ ≤

≤ 2
( ∥∥(F1(t))

−
∥∥+

∥∥(−F2(t))
−
∥∥ ) = 2

( ∥∥(F1(t))
−
∥∥+

∥∥(F2(t))
+
∥∥ ) ≤

≤ 2
(1− 〈F (t), f〉)

σ

t∈K0

≤
2ε

5
.

On the other hand, by (2.5) and Lemma 2.8(ii)-(iii), we get

‖Q(t)‖ ≥ F1(t)(K)− F2(t)(K) =

=
( ∥∥(F1(t))

+
∥∥+

∥∥(F2(t))
−
∥∥ )−

( ∥∥(F1(t))
−
∥∥+

∥∥(F2(t))
+
∥∥ ) ≥

≥ 1− 2
(1− 〈F (t), f〉)

σ

t∈K0

≥ 1−
2ε

5
.
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HenceQ(t) 6= 0 and

(2.8)

∥∥∥∥
Q(t)

‖Q(t)‖
− Q(t)

∥∥∥∥ = 1− ‖Q(t)‖ ≤
2ε

5

(bear in mind that‖Q(t)‖ ≤ 1, as shown in (2.5)). But Lemma 2.8(iv) also yields

(2.9) ‖F (t)− (F1(t) + F2(t))‖ ≤
1− 〈F (t), f〉

σ

t∈K0

≤
ε

5
.

Using (2.7), (2.8) and (2.9) we conclude that

∥∥∥∥
Q(t)

‖Q(t)‖
− F (t)

∥∥∥∥ ≤

≤

∥∥∥∥
Q(t)

‖Q(t)‖
− Q(t)

∥∥∥∥+ ‖Q(t)− (F1(t) + F2(t))‖+ ‖(F1(t) + F2(t))− F (t)‖ ≤

≤
2ε

5
+

2ε

5
+

ε

5
= ε.

Step 4.The previous step makes clear that the function

PF : K0 → M(K), PF (t) :=
Q(t)

‖Q(t)‖
,

is well-defined and satisfies‖PF (t) − F (t)‖ ≤ ε for everyt ∈ K0. Note that (2.6) says
thatPF (t) ∈ π2(f0) for everyt ∈ K0. SinceQ isω∗-continuous and the mapt 7→ ‖Q(t)‖

is continuous (Step 2), PF is ω∗-continuous as well. The proof is over. �

The following particular case of the classical Bishop-Phelps-Bollobás theorem will be
needed in the proof of Theorem 2.2.

Corollary 2.10. Suppose thatK admits local compensation. Let(f, µ) ∈ BC(K)×BM(K)

such thatµ(f) ≥ 1 − ε2/6, where0 < ε < 1. Then there is(f0, µ0) ∈ Π(C(K)) such
that‖f − f0‖ ≤ ε and‖µ− µ0‖ ≤ ε.

Proof. Apply Lemma 2.9 tof and the constant functionF ∈ W (K) given byF (t) := µ

for all t ∈ K, so thatF−1(π2(f, ε
2/6)) = K. Then we can take anyµ0 ∈ PF (K). �

Remark2.11. In the situation of Lemma 2.9, lett ∈ F−1(π2(f, ε
2/6)). Then:

(i) Every Hahn decomposition ofF (t) is also a Hahn decomposition ofPF (t).
(ii) PF (t) ≪ F (t).

Proof. (i) Let (P,N) be a Hahn decomposition ofF (t). As we pointed out in the proof of
Lemma 2.8(ii),(P,N) is a Hahn decomposition of bothF1(t) andF2(t). We claim that for
every Borel setB ⊆ P we haveξ2(t)(B) = 0. Indeed, this is obvious ifF2(t)(K) ≥ 0,
while if F2(t)(K) < 0 then

0 ≤ ξ2(t)(B) ≤ (−F2(t))
+(B) = (F2(t))

−(B) = F2(t)(B ∩N) = 0.

HenceQ(t)(B) = ξ1(t)(B) ≥ 0 for every Borel setB ⊆ P . In the same way, we have
Q(t)(B) = −ξ2(t)(B) ≤ 0 for every Borel setB ⊆ N .

(ii) Obviously,F1(t) ≪ F (t) andF2(t) ≪ F (t). By the very definition of compensa-
tion, we also haveξ1(t) ≪ F1(t) andξ2(t) ≪ F2(t). ThereforeQ(t) ≪ F (t). �

We are now ready to prove the main result of this section.
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Proof of Theorem 2.2.We shall check that ifK admits local compensation, thenC(K)

fulfills the requirements of Definition 1.1 withδ(ε) = (ε/6)4. Let T ∈ L(C(K)) with
ν(T ) = 1 and(f, µ) ∈ Π(C(K)) such that〈µ, T (f)〉 ≥ 1− (ε/6)4, where0 < ε < 1.

Step 1.By Corollary 2.10 applied to(T (f), µ) ∈ BC(K)×SM(K) andδ := ε2/7 (note
that 〈µ, T (f)〉 ≥ 1 − δ2/6), there is(g, µ0) ∈ Π(C(K)) such that‖T (f) − g‖ ≤ δ and
‖µ− µ0‖ ≤ δ < ε. Let (P,N) be a Hahn decomposition ofµ, which in turn is also a
Hahn decomposition ofµ0 (see Remark 2.11(i)). Sinceµ(f) = 1, an appeal to Lemma 2.5
yields

|µ|
(
K \ ({f = 1} ∩ P ) ∪ ({f = −1} ∩N)

)
= 0.

The fact thatµ0 ≪ µ (see Remark 2.11(ii)) implies

|µ0|
(
K \ ({f = 1} ∩ P ) ∪ ({f = −1} ∩N)

)
= 0

and soµ0(f) = 1 (again, by Lemma 2.5). Writing

D1 := {T (f) ≥ 1− δ} and D2 := {T (f) ≤ −1 + δ},

the proof of Lemma 2.9 shows thatsupp(µ0) ⊆ D1 ∪ D2 and thatµ0(B) ≥ 0 (resp.
µ0(B) ≤ 0) for every Borel setB ⊆ D1 (resp.B ⊆ D2). Hence

(2.10) µ0(D1)− µ0(D2) = |µ0|(D1 ∪D2) = ‖µ0‖ = 1.

Step 2.Let us consider the closed sets

A1 := {T (f) ≥ 1− ε2/6} ⊇ D1,

A2 := {T (f) ≤ −1 + ε2/6} ⊇ D2,

C := {−1 + ε2/6 ≤ T (f) ≤ 1− ε2/6}.

SinceD1 ∩ (C ∪A2) = ∅ = D2 ∩ (C ∪A1) = ∅, we can apply Tietze extension theorem
to find two continuous functionsg1 : K → [0, 1] andg2 : K → [−1, 0] such that

g1|D1 ≡ 1, g1|C∪A2 ≡ 0, g2|D2 ≡ −1, g2|C∪A1 ≡ 0.

Step 3.LetF,G ∈ W (K) be defined byF (t) := T ∗(δt) = δt ◦ T andG(t) := −F (t).
It is clear thatF (A1) ∪ G(A2) ⊆ π2(f, ε

2/6). By Lemma 2.9 there isf0 ∈ SC(K) such
thatπ2(f) ⊆ π2(f0), ‖f − f0‖ ≤ ε and there exist twoω∗-continuous mappings

PF : A1 → π2(f0) and PG : A2 → π2(f0)

satisfying

(2.11) sup
t∈A1

‖PF (t)− F (t)‖ ≤ ε and sup
t∈A2

‖PG(t) + F (t)‖ ≤ ε.

Now, we can define aω∗-continuous mapping̃F : K → M(K) as follows:

F̃ (t) :=





F (t) + g1(t)
(
PF (t)− F (t)

)
if t ∈ A1,

F (t) + g2(t)
(
PG(t) + F (t)

)
if t ∈ A2,

F (t) if t ∈ C.

DefineT0 ∈ L(C(K)) by T0(h)(t) := 〈F̃ (t), h〉 for everyh ∈ C(K) andt ∈ K. We
shall check thatT0 satisfies the required properties.

Step 4. Note thatF̃ (t) (resp. −F̃ (t)) is a convex combination ofF (t) andPF (t)

(resp.−F (t) andPG(t)) for everyt ∈ A1 (resp. t ∈ A2). SinceF (K) ⊆ BM(K) and

PF (A1)∪PG(A2) ⊆ π2(f0) ⊆ BM(K), we deducẽF (K) ⊆ BM(K), which implies that

‖T0‖ = sup
h∈BC(K)

‖T0(h)‖ = sup
h∈BC(K)

sup
t∈K

|〈F̃ (t), h〉| ≤ 1.
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On the other hand,

‖T0 − T ‖ = sup
h∈BC(K)

sup
t∈K

|〈F̃ (t)− F (t), h〉| ≤ sup
t∈K

∥∥F̃ (t)− F (t)
∥∥ (2.11)

≤ ε.

Since(f, µ0) ∈ Π(C(K)) (as shown inStep 1) andπ2(f) ⊆ π2(f0), we deduce that
(f0, µ0) ∈ Π(C(K)). Sinceg1|D1 ≡ 1, g2|D2 ≡ −1 andPF (A1) ∪ PG(A2) ⊆ π2(f0),
we have

T0(f0)(t) =

{
〈PF (t), f0〉 = 1 if t ∈ D1,

−〈PG(t), f0〉 = −1 if t ∈ D2.

Bearing in mind thatsupp(µ0) ⊆ D1 ∪D2 (as pointed out inStep 1), it follows that

〈µ0, T0(f0)〉 =

∫

D1∪D2

T0(f0) dµ0 =

=

∫

D1

T0(f0) dµ0 +

∫

D2

T0(f0) dµ0 = µ0(D1)− µ0(D2)
(2.10)
= 1.

In particular, this implies thatν(T0) = 1. The proof is over. �

3. EXISTENCE OF COMPENSATION FUNCTIONS FOR METRIC COMPACTA

This section is devoted to proving that every compact metricspaceK admits local
compensation. Actually, we shall show that a stronger property holds true, namely, that
everyF ∈ W (K) admits a compensation of the formξ ◦ F , whereξ : M(K) → M(K)

is a function (depending only onK) as in the following definition:

Definition 3.1. LetK be a compact space andM ⊆ M(K). We say thatξ : M → M(K)

is anM -compensation functionif it is ω∗-ω∗-continuous andξ(µ) is a compensation ofµ
for everyµ ∈ M ; if in additionM = M(K), we say thatξ is acompensation function.

Thus, in this section our goal is to prove the following:

Theorem 3.2. Every compact metric space admits a compensation function.

Corollary 3.3. If K is a compact metric space, thenC(K) has the BPB property for
numerical radius.

Proof. Combine Theorems 2.2 and 3.2. �

Corollary 3.4. Let T be a topological space,K a compact space andF : T → M(K)

a ω∗-continuous function. Suppose there is a compact metrizable setL ⊆ K such that
supp(F (t)) ⊆ L for everyt ∈ T . Then there is aw∗-continuous functionG : T → M(K)

such thatG(t) is a compensation ofF (t) for everyt ∈ T .

Proof. According to Theorem 3.2,L admits a compensation functionξ : M(L) → M(L).
Let U : M(K) → M(L) andV : C(K) → C(L) be the restriction operators. Since
supp(F (t)) ⊆ L for everyt ∈ T , the compositionU ◦ F isω∗-continuous. It is now clear
thatG := V ∗ ◦ ξ ◦ U ◦ F satisfies the required properties. �

In order to prove Theorem 3.2 we need some previous work. Given a continuous onto
mappingϕ : K → L between compact spaces, letCϕ : C(L) → C(K) be the operator
defined byCϕ(f) := f ◦ ϕ for everyf ∈ C(L). An operatoru : C(K) → C(L) is
called aregular averaging operatorfor ϕ provided thatu is positive,u(1K) = 1L and
u ◦ Cϕ = idC(L).
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Lemma 3.5. LetK andL be compact spaces for which there is a continuous onto mapping
ϕ : K → L with a regular averaging operator. IfK admits a compensation function, then
L admits a compensation function as well.

Proof. Let ξ : M(K) → M(K) be a compensation function andu : C(K) → C(L) a
regular averaging operator forϕ. Define

ξ̃ : M(L) → M(L), ξ̃ := C∗
ϕ ◦ ξ ◦ u∗.

Clearly,ξ̃ is ω∗-ω∗-continuous. Fixµ ∈ M(L). SinceCϕ is a positive operator, so isC∗
ϕ

and thereforẽξ(µ) ≥ 0. Since

u∗(µ)(K) = 〈u∗(µ),1K〉 = 〈µ, u(1K)〉 = 〈µ,1L〉 = µ(L)

and

ξ̃(µ)(L) = 〈ξ̃(µ),1L〉 = 〈ξ(u∗(µ)), Cϕ(1L)〉 = 〈ξ(u∗(µ)),1K〉 = ξ(u∗(µ))(K),

we deduce that̃ξ(µ) = 0 if µ(L) ≤ 0 and ξ̃(µ)(L) = µ(L) if µ(L) > 0. For every
non-negativef ∈ C(K) we have

〈
ξ̃(µ), f

〉
=

〈
ξ(u∗(µ)), Cϕ(f)

〉
≤

〈
(u∗(µ))+, Cϕ(f)

〉
≤

〈
u∗(µ+), Cϕ(f)

〉
=

=
〈
µ+, u(Cϕ(f))

〉
=

〈
µ+, f

〉
,

becauseCϕ andu∗ are positive operators andu ◦ Cϕ = idC(L). Henceξ̃(µ) ≤ µ+. It

follows thatξ̃ is a compensation function. �

From now on we writeC := 2N = {0, 1}N to denote the Cantor set. Pełczynski
proved that a compact spaceL is metrizable if, and only if, there is a continuous onto
mappingϕ : C → L with a regular averaging operator, [18, Theorem 5.6]. This result and
Lemma 3.5 show that Theorem 3.2 can be deduced from the following particular case:

Theorem 3.6. The Cantor setC admits a compensation function.

Such compensation function will be defined explicitly (Definition 3.13 and Proposi-
tion 3.14). The rest of this section is devoted to proving Theorem 3.6. We divide the proof
into three subsections for the convenience of the reader. Wefirst need to introduce some
notation.

Definition 3.7. We define a continuous functiond : R× R → R by

d(s1, s2) :=

{
sign(s2) ·min{|s1|, |s2|} if s1 · s2 < 0,

0 if s1 · s2 ≥ 0.

Remark3.8. The functiond satisfies the following properties:

(i) d(s1, s2) = −d(s2, s1).
(ii) 0 ≤ 1 + d(s1, s2)/s1 ≤ 1 if s1 6= 0.
(iii) 0 ≤ s1 + d(s1, s2) ≤ s1 if s1 ≥ 0.
(iv) s1 ≤ s1 + d(s1, s2) ≤ 0 if s1 ≤ 0.
(v) If s1 · s2 < 0 then eithers1 + d(s1, s2) = 0 or s2 − d(s1, s2) = 0.

As usual, we write2<N to denote the set of all finite (maybe empty) sequences of0s
and1s. Givenσ = (σ(1), . . . , σ(n)) ∈ 2<N, we writelength(σ) = n and

σ|k := (σ(1), . . . , σ(k)) ∈ 2<N for everyk ∈ {1, . . . , n};
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we use the conventionσ|0 = ∅. We denote

σ a 0 := (σ(1), . . . , σ(n), 0) and σ a 1 := (σ(1), . . . , σ(n), 1).

More generally, ifτ = (τ(1), . . . , τ(m)) ∈ 2<N, we write

σ a τ := (σ(1), . . . , σ(n), τ(1), . . . , τ(m)).

Given anyσ′ ∈ 2<N, the notationσ ⊆ σ′ means thatlength(σ′) ≥ n andσ′(k) = σ(k)

for everyk ∈ {1, . . . , n}. Analogously, given anyt = (t(k))k∈N in the Cantor setC, the
notationσ ⊆ t means thatt(k) = σ(k) for everyk ∈ {1, . . . , n}. Thus, the standard
clopen basis for the topology ofC consists of the sets

Nσ := {t ∈ C : σ ⊆ t}, σ ∈ 2<N.

For everyn ∈ N ∪ {0} we writeCn := {σ ∈ 2<N : length(σ) = n}.

3.1. Construction. Fix µ ∈ M(C) and letmσ := µ(Nσ) for everyσ ∈ 2<N. We next
define a collection of real numbers{m̃σ : σ ∈ 2<N} satisfying some special properties
which shall be discussed in Subsection 3.2.

Fix n ∈ N ∪ {0}. In order to define the collection{m̃σ : σ ∈ Cn}, we construct certain
real numbers{m̃(k)

σ
: σ ∈ Cn} for everyk ∈ {0, . . . , n}. This is done inductively:

• Casek = 0. Setm̃(0)
σ

:= mσ for everyσ ∈ Cn.
• Casek = 1. For eachτ ∈ Cn−1 we set

m̃(1)

τa0
:= mτa0 + d(mτa0,mτa1),

m̃(1)

τa1
:= mτa1 − d(mτa0,mτa1).

• Assume thatk ∈ {2, . . . , n} and that the collection{m̃(k−1)
σ

: σ ∈ Cn} is already
constructed. Note thatCn is the disjoint union of the sets

Cn,τ := {σ ∈ Cn : τ ⊆ σ}, τ ∈ Cn−k.

Fix τ ∈ Cn−k. We define

sn,τ,0 :=
∑

σ∈Cn,τ,0

m̃(k−1)

σ
and sn,τ,1 :=

∑

σ∈Cn,τ,1

m̃(k−1)

σ
,

whereCn,τ,0 := {σ ∈ Cn,τ : σ(n − k + 1) = 0} andCn,τ,1 := Cn,τ \ Cn,τ,0. We
now distinguish two cases:

– If sn,τ,0 · sn,τ,1 = 0, then we set

m̃(k)

σ
:= m̃(k−1)

σ
for everyσ ∈ Cn,τ .

– If sn,τ,0 · sn,τ,1 6= 0, then we set

m̃(k)

σ
:= m̃(k−1)

σ
·
(
1 +

d(sn,τ,0, sn,τ,1)

sn,τ,0

)
for everyσ ∈ Cn,τ,0,

m̃(k)

σ
:= m̃(k−1)

σ
·
(
1−

d(sn,τ,0, sn,τ,1)

sn,τ,1

)
for everyσ ∈ Cn,τ,1.

In this way, the collection{m̃(k)
σ

: σ ∈ Cn} is constructed.

Finally, we definem̃σ := m̃(n)
σ

for everyσ ∈ Cn andn ∈ N ∪ {0}.
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3.2. Properties. Fix µ ∈ M(C). We follow the notations introduced in Subsection 3.1.

Lemma 3.9. m̃σ = m̃σa0 + m̃σa1 for everyσ ∈ 2<N.

Proof. Fix n ∈ N ∪ {0}. We shall prove that

m̃(k)

σ
= m̃(k+1)

σa0 + m̃(k+1)

σa1 for everyσ ∈ Cn andk ∈ {0, 1, . . . , n}

by induction onk. Note that fork = 0 we have

m̃(0)

σ
= mσ = µ(Nσ) = µ(Nσa0) + µ(Nσa1) = mσa0 +mσa1 = m̃(1)

σa0
+ m̃(1)

σa1

for everyσ ∈ Cn, by the very definition of̃m(1)

σa0 andm̃(1)

σa1. Suppose thatk ∈ {1, . . . , n}

and that the inductive hypothesis holds:

(3.1) m̃(k−1)

σ′ = m̃(k)

σ′
a0

+ m̃(k)

σ′
a1

for everyσ′ ∈ Cn.

Fix σ ∈ Cn and letτ := σ|n−k, so that

sn+1,τ,0 =
∑

σ′∈Cn+1,τ,0

m̃(k)

σ′ =
∑

σ′∈Cn,τ,0

m̃(k)

σ′
a0

+
∑

σ′∈Cn,τ,0

m̃(k)

σ′
a1

=

=
∑

σ′∈Cn,τ,0

(
m̃(k)

σ′
a0

+ m̃(k)

σ′
a1

) (3.1)
=

∑

σ′∈Cn,τ,0

m̃(k−1)

σ′ = sn,τ,0.

In the same way, we havesn+1,τ,1 = sn,τ,1.
If sn+1,τ,0 · sn+1,τ,1 = 0, thenm̃(k+1)

σa0 = m̃(k)

σa0, m̃
(k+1)

σa1 = m̃(k)

σa1 andm̃(k)
σ

= m̃(k−1)
σ

,
hence

m̃(k+1)

σa0 + m̃(k+1)

σa1 = m̃(k)

σa0 + m̃(k)

σa1

(3.1)
= m̃(k−1)

σ
= m̃(k)

σ
.

If sn+1,τ,0 · sn+1,τ,1 6= 0, then

m̃(k+1)

σa0 + m̃(k+1)

σa1 =

=
(
m̃(k)

σa0 + m̃(k)

σa1

)
·
(
1 + (−1)σ(n−k+1) d(sn+1,τ,0, sn+1,τ,1)

sn+1,τ,σ(n−k+1)

)
=

(3.1)
= m̃(k−1)

σ
·
(
1 + (−1)σ(n−k+1) d(sn,τ,0, sn,τ,1)

sn,τ,σ(n−k+1)

)
= m̃(k)

σ
,

which finishes the proof. �

Lemma 3.10. µ(C) =
∑

σ∈Cn
m̃σ for everyn ∈ N ∪ {0}.

Proof. By induction onn. The casen = 0 is obvious. Supposen > 0 and the inductive
hypothesis. By applying Lemma 3.9 we get

∑

τ∈Cn

m̃τ =
∑

σ∈Cn−1

m̃σa0 +
∑

σ∈Cn−1

m̃σa1 =
∑

σ∈Cn−1

(
m̃σa0 + m̃σa1

)
=

=
∑

σ∈Cn−1

m̃σ = µ(C),

as required. �

Lemma 3.11. Letn ∈ N, k ∈ {1, . . . , n} andτ ∈ Cn−k. Then the collection

{m̃(k)

τaτ′ : τ
′ ∈ Ck}

has constant sign. In particular,{m̃σ : σ ∈ Cn} has constant sign.
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Proof. We proceed by induction onk. The casek = 1 follows immediately from Re-
mark 3.8(v). Suppose thatk ∈ {2, . . . , n} and that the inductive hypothesis holds. Define
τi := τ a i for i ∈ {0, 1}, so thatτi ∈ Cn−k+1 and each of the collections

{m̃(k−1)

τiaτ′ : τ
′ ∈ Ck−1}

has constant sign, which in turn coincides with the sign of

sn,τ,i =
∑

σ∈Cn,τ,i

m̃(k−1)

σ
=

∑

τ ′∈Ck−1

m̃(k−1)

τiaτ′ .

If sn,τ,0 · sn,τ,1 ≥ 0, thenm̃(k)

τaτ′ = m̃(k−1)

τaτ′ for everyτ ′ ∈ Ck and so the collection

{m̃(k)

τaτ′ : τ
′ ∈ Ck} = {m̃(k−1)

τ0aτ′ : τ
′ ∈ Ck−1} ∪ {m̃(k−1)

τ1aτ′ : τ
′ ∈ Ck−1}

has constant sign, as required. Ifsn,τ,0 · sn,τ,1 < 0, then

m̃(k)

τ0aτ′ := m̃(k−1)

τ0aτ′ ·
(
1 +

d(sn,τ,0, sn,τ,1)

sn,τ,0

)

m̃(k)

τ1aτ′ := m̃(k−1)

τ1aτ′ ·
(
1−

d(sn,τ,0, sn,τ,1)

sn,τ,1

)(3.2)

for everyτ ′ ∈ Ck−1, so each of the collections{m̃(k)

τiaτ′ : τ ′ ∈ Ck−1} has constant sign. On

the other hand, by Remark 3.8(v) and (3.2), we have eitherm̃(k)

τ0aτ′ = 0 for everyτ ′ ∈ Ck−1

or m̃(k)

τ1aτ′ = 0 for everyτ ′ ∈ Ck−1. It follows that the collection

{m̃(k)

τaτ′ : τ
′ ∈ Ck} = {m̃(k)

τ0aτ′ : τ
′ ∈ Ck−1} ∪ {m̃(k)

τ1aτ′ : τ
′ ∈ Ck−1}

has constant sign and the proof is over. �

Lemma 3.12. Letσ ∈ 2<N. The following statements hold:

(i) If mσ ≥ 0, then0 ≤ m̃σ ≤ mσ.
(ii) If µ(C) ≥ 0 andmσ ≤ 0, thenm̃σ = 0.

Proof. Write n := length(σ).
(i) We shall prove that

(3.3) 0 ≤ m̃(n)

σ
≤ m̃(n−1)

σ
≤ · · · ≤ m̃(1)

σ
≤ mσ.

The inequalities0 ≤ m̃(1)
σ

≤ mσ follow immediately from the very definition of̃m(1)
σ

and
Remark 3.8 (parts (i) and (iii)). Assume that0 ≤ m̃(k−1)

σ
≤ · · · ≤ m̃(1)

σ
≤ mσ for some

k ∈ {2, . . . , n}. Write τ := σ|n−k. If sn,τ,0 · sn,τ,1 ≥ 0, thenm̃(k)
σ

= m̃(k−1)
σ

; otherwise
we have

m̃(k)

σ
=





m̃(k−1)

σ
·
(
1 +

d(sn,τ,0,sn,τ,1)
sn,τ,0

)
if σ(n− k + 1) = 0

m̃(k−1)
σ

·
(
1− d(sn,τ,0,sn,τ,1)

sn,τ,1

)
if σ(n− k + 1) = 1

and in either case0 ≤ m̃(k)
σ

≤ m̃(k−1)
σ

(by Remark 3.8 –(i) and (ii)– bearing in mind that
m̃(k−1)

σ
≥ 0). This proves (3.3) and therefore0 ≤ m̃(n)

σ
= m̃σ ≤ mσ.

(ii) In the same way, the following chain of inequalities holds true:

0 ≥ m̃σ = m̃(n)

σ
≥ m̃(n−1)

σ
≥ · · · ≥ m̃(1)

σ
≥ mσ.

We now argue by contradiction. Suppose thatm̃σ < 0. Then Lemma 3.11 ensures that
m̃σ′ ≤ 0 for everyσ′ ∈ Cn. Bearing in mind Lemma 3.10, we obtain

0 ≤ µ(C) =
∑

σ′∈Cn

m̃σ′ ≤ m̃σ < 0,

a contradiction. The proof is over. �
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3.3. Compensation function. We follow the notations introduced in Subsection 3.1 with
some obvious modifications to denote dependence with respect to µ ∈ M(C).

Definition 3.13. Let µ ∈ M(C). We defineξ(µ) ∈ M(C) as follows:

(i) If µ(C) < 0, thenξ(µ) := 0.
(ii) If µ(C) ≥ 0, thenξ(µ) is the unique element ofM(C) such that

ξ(µ)(Nσ) = m̃σ(µ) for everyσ ∈ 2<N.

The existence ofξ(µ) is ensured by Lemma 3.9 via a standard argument.

Proposition 3.14. ξ : M(C) → M(C) is a compensation function.

Proof. Given anyµ ∈ M(C) with µ(C) ≥ 0, we have0 ≤ ξ(µ)(Nσ) ≤ µ+(Nσ) for every
σ ∈ 2<N (thanks to Lemma 3.12) and, by the very definitions,ξ(µ)(C) = µ(C). Hence
ξ(µ) is a compensation ofµ for everyµ ∈ M(C).

To prove thatξ is a compensation function, it only remains to show that it isω∗-ω∗-
continuous. Of course, it suffices to check the continuity ofξ on

H := {µ ∈ M(C) : µ(C) ≥ 0},

which is equivalent to saying that, for everyσ ∈ 2<N, the real-valued function

µ 7→ ξ(µ)(Nσ) = m̃σ(µ)

is ω∗-continuous onH. Fix n ∈ N ∪ {0}. We shall prove that

µ 7→ m̃(k)

σ
(µ) is ω∗-continuous onH for everyσ ∈ Cn andk ∈ {0, 1, . . . , n}

by induction onk. The casesk = 0 andk = 1 are obvious. Supposek ∈ {2, . . . , n} and
that the inductive hypothesis holds. Fixσ ∈ Cn and writeτ := σ|n−k. Then the mappings

sn,τ,0(·) =
∑

σ′∈Cn,τ,0

m̃(k−1)

σ′ (·) and sn,τ,1(·) =
∑

σ′∈Cn,τ,1

m̃(k−1)

σ′ (·)

areω∗-continuous onH. Suppose thatσ(n − k + 1) = 0 (the other case is analogous).
Then for everyµ ∈ H we have

(3.4) m̃(k)

σ
(µ) = m̃(k−1)

σ
(µ) ·

(
1 +

d(sn,τ,0(µ), sn,τ,1(µ))

sn,τ,0(µ)

)

if sn,τ,0(µ) 6= 0, while m̃(k)
σ
(µ) = m̃(k−1)

σ
(µ) if sn,τ,0(µ) = 0. From (3.4) it follows at

once thatm̃(k)
σ
(·) is ω∗-continuous at everyµ ∈ H with sn,τ,0(µ) 6= 0.

Take anyµ0 ∈ H with sn,τ,0(µ0) = 0. Since{m̃(k−1)

σ′ (µ0) : σ
′ ∈ Cn,τ,0} has con-

stant sign (by Lemma 3.11 applied toτ a 0 andk − 1), we getm̃(k−1)
σ

(µ0) = 0 and so
m̃(k)

σ
(µ0) = m̃(k−1)

σ
(µ0) = 0. Bearing in mind (3.4) and Remark 3.8(ii), we obtain

∣∣m̃(k)

σ
(µ)− m̃(k)

σ
(µ0)

∣∣ =
∣∣m̃(k)

σ
(µ)

∣∣ ≤
∣∣m̃(k−1)

σ
(µ)

∣∣ =
∣∣m̃(k−1)

σ
(µ)− m̃(k−1)

σ
(µ0)

∣∣

for everyµ ∈ H. This inequality and the inductive hypothesis imply that the mapping
m̃(k)

σ
(·) is ω∗-continuous atµ0. The proof is finished. �

4. BEYOND THE METRIZABLE CASE

In this section we discuss the existence of compensation functions in certain non-
metrizable compacta. Specifically, we deal with one-point compactifications of discrete
sets (Subsection 4.1) and ordinal intervals (Subsection 4.2). We shall provide examples
of compact spacesK which admit local compensation but noBM(K)-compensation func-
tion. Those examples and Proposition 4.1 below make clear that there exist compact spaces
which do not admit local compensation.
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Proposition 4.1. LetK be a compact space. IfBM(K) (equipped with theω∗-topology)
admits local compensation, thenK admits aBM(K)-compensation function.

Proof. Write L := BM(K) and letφ : K → L be defined byφ(t) := δt, so thatφ is a
homeomorphism ontoφ(K). LetF : L → BM(L) be the function defined by

〈F (µ), f〉 = 〈µ, f ◦ φ〉 for everyf ∈ C(L) andµ ∈ L.

Observe thatF (µ)(D) = µ(φ−1(D)) for everyµ ∈ L and every Borel setD ⊆ L.
SinceF isω∗-continuous andL admits local compensation, there is aω∗-continuous func-
tion G : L → BM(L) such thatG(µ) is a compensation ofF (µ) for everyµ ∈ L. Let
S : M(L) → M(φ(K)) be the restriction operator andU : C(K) → C(φ(K)) the iso-
metric isomorphism given byU(g) := g ◦ φ−1. Defineξ : L → L by ξ := U∗ ◦ S ◦G.

We shall check thatξ is a BM(K)-compensation function. Note first thatS ◦ G is
ω∗-ω∗-continuous, thanks to theω∗-continuity ofG and the fact that

(4.1) supp(G(µ)) ⊆ supp(F (µ)) ⊆ φ(K) for everyµ ∈ L.

Henceξ is ω∗-ω∗-continuous as well. On the other hand, take anyµ ∈ L. SinceG(µ) is
a compensation ofF (µ) and the inclusions (4.1) hold, it follows at once thatS(G(µ)) is a
compensation ofS(F (µ)) Therefore,ξ(µ) is a compensation ofU∗(S(F (µ))) = µ. �

To go a bit further when studying the existence of compensation functions, we introduce
the following definition.

Definition 4.2. Let K be a compact space. Acloseness functionfor K is a continuous
function

c : {(x, y, z) ∈ K3 : y 6= z} → [−1, 1]

such that:

(i) c(x, y, z) = −c(x, z, y) whenevery 6= z;
(ii) c(x, x, z) = 1 wheneverx 6= z.

Remark4.3. If (K, ρ) is a compact metric space, then the formula

c(x, y, z) :=
ρ(x, z)− ρ(x, y)

max{ρ(x, y), ρ(x, z)}

provides a closeness function forK.

Next lemma gives a connection between closeness and compensation functions:

Lemma 4.4. Let K be a compact space. IfK admits aBM(K)-compensation function,
thenK admits a closeness function.

Proof. Fix aBM(K)-compensation functionξ : BM(K) → BM(K). Define

c : {(x, y, z) ∈ K3 : y 6= z} → R, c(x, y, z) := 1− 6 · ξ(f(x, y, z))({y}),

wheref(x, y, z) := 1
3 (δy + δz − δx). We will check thatc is a closeness function forK.

Fix (x, y, z) ∈ K3 with y 6= z. Thenf(x, y, z)(K) = 1
3 > 0, hence

ξ(f(x, y, z))(K) =
1

3
and 0 ≤ ξ(f(x, y, z)) ≤ (f(x, y, z))+ =

1

3
(δy + δz).

In particular,c(x, y, z) ∈ [−1, 1]. On one hand, ifx = y then

c(x, x, z) = 1− 6 · ξ(f(x, x, z))({x}) = 1− 2 · δz({x}) = 1− 0 = 1.
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On the other hand, sincesupp(f(x, y, z)) ⊆ {y, z}, we have

1

3
= ξ(f(x, y, z))(K) = ξ(f(x, y, z))({y}) + ξ(f(x, y, z))({z}),

therefore

c(x, y, z) = 6 · ξ(f(x, y, z))({z})− 1 = −c(x, z, y).

We finally check thatc is continuous at(x, y, z). Sincey 6= z, there exist disjoint open
setsV,W ⊆ K with y ∈ V , z ∈ W , and a continuous functionφ : K → [0, 1] such that
φ|V ≡ 1 andφ|W ≡ 0. Then for every(x′, y′, z′) ∈ K × V ×W we have

(4.2) ξ(f(x′, y′, z′))({y′}) = 〈ξ(f(x′, y′, z′)), φ〉,

becausesupp(ξ(f(x′, y′, z′)) ⊆ {y′, z′}. Equality (4.2) and theω∗-ω∗-continuity of ξ
imply that c coincides with a continuous function onK × V × W , which is an open
neighborhood of(x, y, z). This shows thatc is a closeness function forK. �

Part (i) of the following proposition was pointed out to us byO. Kalenda and is included
here with his kind permission.

Proposition 4.5. LetK be a compact space admitting a closeness function.

(i) K is first countable.
(ii) If K is separable, then it is metrizable.

Proof. Let c be a closeness function forK. We begin by proving the following:
CLAIM. If x0 ∈ K belongs to the closure of a countable setD ⊆ K \ {x0}, thenx0 is

a Gδ-point.
Indeed, for everyz ∈ D we havec(x0, x0, z) = 1, hence we can take an open neigh-

borhoodVz of x0 such thatz 6∈ Vz and c(x0, x, z) > 0 for all x ∈ Vz. We claim
that

⋂
z∈D Vz = {x0}. By contradiction, suppose there isx ∈

⋂
z∈D Vz \ {x0}. Then

c(x0, x, z) > 0 for all z ∈ D. Sincex0 ∈ D andc is continuous, we getc(x0, x, x0) ≥ 0,
which contradicts thatc(x0, x, x0) = −1. This proves the claim.

(i) Our proof is by contradiction. Suppose there isx ∈ K which is not aGδ-point. Then
we construct a sequence(xn) in K \{x} and a decreasing sequence(Hn) of closedGδ-sets
containingx as follows:

• Pick an arbitraryx1 ∈ K \ {x}.
• Givenn ∈ N, setHn :=

⋂n
j=1{y ∈ K : c(y, x, xj) = 1}. ThenHn is a closed

Gδ-set containingx. Sincex is not aGδ-point, we can takexn+1 ∈ Hn \ {x}.

Now let x̃ be a cluster point of(xn). By the CLAIM above,x̃ 6= x. Sincex̃ ∈ Hn for
everyn ∈ N, we havec(x̃, x, xn) = 1 for everyn ∈ N. From the continuity ofc it follows
thatc(x̃, x, x̃) = 1, which contradicts thatc(x̃, x, x̃) = −1.

(ii) It is enough to find a countable subset ofC(K) that separates the points ofK. Let
C be a countable dense subset ofK. For everyt, s ∈ C with t 6= s, let ft,s ∈ C(K) be
defined byft,s(x) := c(x, t, s). Let us check that the countable family

{ft,s : t, s ∈ C, t 6= s}

separates the points ofK. Fix y 6= z in K. Sincec(y, y, z) = 1, there are disjoint open
setsV1,W1 ⊆ K such thaty ∈ V1, z ∈ W1 and

c(x′, y′, z′) > 0 for every(x′, y′, z′) ∈ V1 × V1 ×W1.
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On the other hand, sincec(z, y, z) = −1, there are disjoint open setsV2,W2 ⊆ K such
thaty ∈ V2, z ∈ W2 and

c(x′, y′, z′) < 0 for every(x′, y′, z′) ∈ W2 × V2 ×W2.

Pick t ∈ V1 ∩ V2 ∩ C ands ∈ W1 ∩ W2 ∩ C. Thenft,s(y) = c(y, t, s) > 0 while
ft,s(z) = c(z, t, s) < 0. The proof is over. �

By combining Lemma 4.4, Proposition 4.5(ii) and Theorem 3.2we get:

Corollary 4.6. LetK be a compact space. The following statements are equivalent:

(i) K is separable and admits aBM(K)-compensation function;
(ii) K is metrizable.

4.1. One-point compactifications of discrete sets.Throughout this subsectionΓ is a
non-empty set and we denote byK := A(Γ) = Γ ∪ {∞} the one-point compactifica-
tion of Γ equipped with the discrete topology. SinceK is scattered, every element of
M(K) is of the form

∑
t∈K atδt for some(at)t∈K ∈ ℓ1(K), [13, Theorem 14.24]. It is

well-known that a bounded net(µα) in M(K) isω∗-convergent toµ ∈ M(K) if and only
if µα(K) → µ(K) andµα({γ}) → µ({γ}) for all γ ∈ Γ. Note that ifΓ is uncountable,
then∞ is not aGδ-point ofK and so Proposition 4.5(i) yields:

Corollary 4.7. If Γ is uncountable set, thenA(Γ) does not admit a closeness function.
Hence, it neither admits aBM(A(Γ))-compensation function.

However, we have the following:

Theorem 4.8.A(Γ) admits local compensation and thereforeC(A(Γ)) has the BPB prop-
erty for numerical radius.

Proof. The second statement will follow from Theorem 2.2 once we prove the first one.
LetF ∈ W (K). If F (∞)(K) < 0, then there is a finite setΓ1 ⊆ Γ such thatF (t)(K) < 0

for all t ∈ K \Γ1 (because the functionF (·)(K) : K → R is continuous). Fix an arbitrary
compensationµt of F (t) for everyt ∈ Γ1 (apply Remark 2.3). DefineξF ∈ W (K) by

ξF (t) :=

{
µt if t ∈ Γ1,

0 if t ∈ K \ Γ1.

Clearly,ξF is a compensation ofF .
Suppose now thatF (∞)(K) ≥ 0. Since the functionF (·)(K) is continuous, there is a

countable setA ⊆ Γ such that

(4.3) F (t)(K) = F (∞)(K) for everyt ∈ K \A.

For everyt ∈ K the setAt := supp(F (t)) is countable. Write

Γ0 := A∞ ∩ Γ = A∞ \ {∞}.

For eachs ∈ Γ0, the functionF (·)({s}) : K → R is continuous (because{s} is a clopen
subset ofK) and so there is a countable setBs ⊆ K such that

(4.4) F (t)({s}) = F (∞)({s}) for everyt ∈ K \Bs.

The setB := (
⋃

s∈Γ0
Bs) ∪ A ∪ {∞} is countable, hence so is

⋃
t∈B At and therefore

N :=
⋃

t∈B

At
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is a compact metrizable (countable) subset ofK. Observe that for everyt ∈ B we have
supp(F (t)) ⊆ N . An appeal to Corollary 3.4 ensures the existence of aω∗-continuous
functionG : B → M(K) such thatG(t) is a compensation ofF (t) for everyt ∈ B. Write
ξ0 := G(∞). Let us define

(4.5) C := {t ∈ K \B : F (t)(Γ \A∞) ≤ 0}

and the mappingξF : K → M(K) by

(4.6) ξF (t)({s}) :=





G(t)({s}) if t ∈ B ands ∈ K,

ξ0({s}) if t ∈ C ands ∈ K,

ξ0({s}) if t /∈ B ∪C ands ∈ Γ0,
ξ0({∞})

F (t)+(K\Γ0)
F (t)+({s}) if t /∈ B ∪C ands ∈ K \ Γ0.

Observe thatK \ Γ0 ⊇ Γ \ A∞, henceF (t)+(K \ Γ0) ≥ F (t)(Γ \ A∞) > 0 whenever
t ∈ K \ (B ∪ C), soξF is well-defined. Let us show thatξF is a compensation ofF .

STEP 1.ξF (t) is a compensation ofF (t) for everyt ∈ K.
This is obvious fort ∈ B by the choice ofG. In particular,ξ0(K) = F (∞)(K) ≥ 0

and0 ≤ ξ0 ≤ F (∞)+. Let us analyze what happens fort ∈ K \B.
Case 1:Assumet ∈ C. Thent /∈ B ⊇ A, so

ξF (t)(K)
(4.6)
= ξ0(K) = F (∞)(K)

(4.3)
= F (t)(K).

On the other hand, take anys ∈ K. Then

0 ≤ ξF (t)({s})
(4.6)
= ξ0({s}) ≤ F (∞)+({s}).

We now distinguish several cases.

• If s ∈ Γ0, then (4.4) implies thatF (∞)+({s}) = F (t)+({s}).
• If s /∈ A∞, thenF (∞)+({s}) = 0 ≤ F (t)+({s}).
• If ∞ ∈ A∞, then

F (∞)({∞}) = F (∞)(K)−
∑

r∈Γ0

F (∞)({r})
(4.3)&(4.4)

= F (t)(K)−
∑

r∈Γ0

F (t)({r}) =

= F (t)({∞}) + F (t)(Γ \A∞)
(4.5)
≤ F (t)({∞}).

(4.7)

It follows that

0 ≤ ξF (t)({s}) ≤ F (∞)+({s}) ≤ F (t)+({s}) for all s ∈ K,

hence0 ≤ ξF (t) ≤ F (∞)+ ≤ F (t)+. Therefore,ξF (t) is a compensation ofF (t).
Case 2:Assumet ∈ K \ (B ∪C). Then

ξF (t)(K) =
∑

s∈K

ξF (t)({s})
(4.6)
=

∑

s∈Γ0

ξ0({s}) +
ξ0({∞})

F (t)+(K \ Γ0)

∑

s∈K\Γ0

F (t)+({s})

=ξ0(Γ0) + ξ0({∞}) = ξ0(Γ0 ∪ {∞}) = ξ0(K) = F (∞)(K)
(4.3)
= F (t)(K).

To prove thatξF (t) is a compensation ofF (t) it remains to check that0 ≤ ξF (t) ≤ F (t)+,
which is equivalent to saying that0 ≤ ξF (t)({s}) ≤ F (t)+({s}) for all s ∈ K. To this
end, we distinguish two cases:

• If s ∈ Γ0, then

0 ≤ ξF (t)({s})
(4.6)
= ξ0({s}) ≤ F (∞)+({s}) =

(4.4)
= F (t)+({s}).
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• If s ∈ K \ Γ0, then

(4.8) 0 ≤ ξF (t)({s})
(4.6)
=

ξ0({∞})

F (t)+(K \ Γ0)
F (t)+({s}) ≤ F (t)+({s}),

because

F (∞)({∞}) = F (∞)(K)−
∑

r∈Γ0

F (∞)({r})
(4.3)&(4.4)

= F (t)(K \ Γ0)

yields the inequalitiesξ0({∞}) ≤ F (∞)+({∞}) ≤ F (t)+(K \ Γ0).

STEP 2. ξF is ω∗-continuous. It suffices to check thatξF is ω∗-continuous when
restricted to each of the closed setsB, C andK \ (B ∪C). We already know that the
restrictionξF |B = G isω∗-continuous. On the other hand, note thatξF (t) = ξF (∞) = ξ0
for everyt ∈ C, henceξF |C is ω∗-continuous.

Finally, let us show thatξF |K\(B∪C)
is alsoω∗-continuous. To this end, it suffices to

show that, if(tα) is a net inK \ (B ∪ C) converging to∞, thenξF (tα) → ξF (∞) = ξ0
with respect to theω∗-topology ofM(K), which is equivalent to saying that

ξF (tα)(K) → ξ0(K) and ξF (tα)({s}) → ξ0({s}) for all s ∈ Γ

(note that(ξF (tα)) is bounded, becauseξF (t) is a compensation ofF (t) ∈ BM(K) for
everyt ∈ K). We know thatξF (t)(K) = F (t)(K) for all t ∈ K \ (B ∪C) (see the proof
of Step 1), henceξF (tα)(K) = F (tα)(K) → F (∞)(K) = ξ0(K).

Fix anys ∈ Γ. If s ∈ Γ0, thenξF (tα)({s}) = ξ0({s}) = ξF (∞)({s}) for all α. If
s ∈ Γ \ Γ0, then by (4.8) we have

0 ≤ ξF (tα)({s}) ≤ F (tα)
+({s}) for all α.

SinceF (tα)
+({s}) → F (∞)+({s}) = 0 (becauses /∈ A∞), it follows that

ξF (tα)({s}) → 0 = ξ0({s}).

This proves thatξF is ω∗-continuous and soξF is a compensation ofF . �

4.2. Ordinal intervals. Throughout this subsection we work with the ordinal interval
K := [0, ω1], which becomes a0-dimensional scattered compact space when equipped
with its order topology. SinceK is scattered, every element ofM(K) is of the form∑

α∈K aαδα for some(aα)α∈K ∈ ℓ1(K), [13, Theorem 14.24]. We shall also need the
following well-known fact, see e.g. [12, 3.1.27].

Lemma 4.9. If h : [0, ω1) → R is a continuous function, then there isα < ω1 such thath
is constant on[α, ω1).

Sinceω1 is not aGδ-point ofK, an appeal to Proposition 4.5(i) yields:

Corollary 4.10. [0, ω1] does not admit a closeness function. Hence, it neither admits a
BM([0,ω1])-compensation function.

On the other hand, we have:

Theorem 4.11. [0, ω1] admits local compensation and thereforeC([0, ω1]) has the BPB
property for numerical radius.

Proof. The second statement will follow from Theorem 2.2 once we prove the first one.
Write Clop(K) to denote the algebra of all clopen subsets ofK. Let F ∈ W (K). For
everyα ∈ K, define

(4.9) s(α) := sup{γ < ω1 : F (α)({γ}) 6= 0} < ω1.
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CLAIM 1. There existb ∈ [−1, 1] andγ0 < ω1 such that

(4.10) F (γ)({ω1}) = b wheneverγ0 ≤ γ < ω1.

Proof of Claim 1. By Lemma 4.9, we only have to check that the functionF (·)({ω1})

is continuous on[0, ω1). To this end, it is enough to prove the continuity on[0, γ) for every
γ < ω1. Letβ := sup{s(α) : α < γ} < ω1. Notice that for everyα < γ we have

F (α)([β + 1, ω1]) =
∑

β<γ≤ω1

F (α)({γ})
(4.9)
= F (α)({ω1}).

Since[β + 1, ω1] ∈ Clop(K) andF is ω∗-continuous, the previous equality ensures that
the functionF (·)({ω1}) is continuous on[0, γ). This finishes the proof of Claim 1. �

CLAIM 2. For everyα < ω1 there isα < β(α) < ω1 such thatF (γ)(A) = F (ω1)(A)

for everyβ(α) ≤ γ < ω1 and everyA ∈ Clop(K) such thatA ⊆ [0, α] orA = [0, ω1].
Proof of Claim 2. Note that the set

Aα := {A ∈ Clop(K) : A ⊆ [0, α]} ∪ {[0, ω1]}

is countable (because[0, α] is a compact metric space and so it has countably many clopen
subsets). For everyA ∈ Clop(K) the functionF (·)(A) : [0, ω1] → R is continuous, hence
it is constant on[βA, ω1] for someα < βA < ω1 (apply Lemma 4.9). Now, the proof of
Claim 2 finishes by takingβ(α) := sup{βA : A ∈ Aα} < ω1. �

DEFINITION. We next define by transfinite induction a strictly increasing ω1-sequence
of ordinals{λi : i < ω1} ⊆ [0, ω1). For convenience, we consider

λ0 := max{s(ω1), γ0, β(0)} < ω1

as the starting point of the induction. Ifi < ω1 is a limit ordinal, then we set

λi := sup{λj : j < i}.

In the successor case,λi+1 is defined as

λi+1 := sup{αn : n ∈ N} = sup{βn : n ∈ N}

whereλi =: α0 < β0 < α1 < β1 < . . . < λi+1 are defined as

(4.11) βn := β(αn) (given by Claim 2)

and

(4.12) αn := max
{
βn−1 + 1, sup{s(γ) : γ ≤ βn−1}

}
.

DEFINITION. We set

µ := F (ω1)− F (ω1)({ω1})δω1 ∈ M(K),

(4.13) µα := F (α)− µ− bδω1 = F (α) − F (ω1) + aδω1 ∈ M(K), α ∈ [0, ω1],

where we writea := F (ω1)({ω1})− b.
CLAIM 3. If i < ω1 andα ∈ (λi, λi+1), thenµα is concentrated on[λi, λi+1] with

µα(K) = a.
Proof of Claim 3. By (4.10) (bear in mind thatα > λ0 ≥ γ0) we have

(4.14) F (α)({ω1}) = b.

Let λi = α0 < β0 < α1 < β1 < . . . < λi+1 be the sequence of ordinals that defines
λi+1 = sup{αn : n ∈ N} = sup{βn : n ∈ N}. Pickn ∈ N such thatα ≤ βn−1. By (4.12)
we haves(α) ≤ αn < λi+1, and so

(4.15) F (α)({γ}) = 0 for everyλi+1 < γ < ω1.
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Note that we also have

(4.16) F (ω1)({γ}) = 0 for everyλi+1 < γ < ω1,

becauseλi+1 > λ0 ≥ s(ω1). We next prove that

(4.17) F (α)({γ}) = F (ω1)({γ}) for everyγ < λi.

To this end, it suffices to check the equality for everyγ < λj+1 and every ordinalj < i.
Let λj = α′

0 < β′
0 < α′

1 < β′
1 < . . . < λj+1 be the sequence of ordinals that defines

λj+1 = sup{α′
n : n ∈ N} = sup{β′

n : n ∈ N}. Thenγ < α′
n for somen ∈ N and

so we can write{γ} =
⋂

k∈N
Ak for some decreasing sequence(Ak) in Clop(K) with

Ak ⊆ [0, α′
n] for everyk ∈ N. Indeed, this is obvious ifγ = 0, while for γ 6= 0 we have

{γ} =
⋂
{[γ1 + 1, γ2] : γ1 < γ ≤ γ2 < α′

n}. By the choice ofβ(α′
n) (Claim 2) and

β(α′
n)

(4.11)
= β′

n < λj+1 ≤ λi < α,

we haveF (α)(Ak) = F (ω1)(Ak) for everyk ∈ N and so

F (α)({γ}) = lim
k→∞

F (α)(Ak) = lim
k→∞

F (ω1)(Ak) = F (ω1)({γ}).

This proves (4.17). Sinceα > λ0 ≥ β(0), we haveF (α)(K) = F (ω1)(K) (Claim 2) and
thereforeµα(K) = a (by (4.13)). Finally, from (4.14), (4.15) and (4.17) we get

µα({γ}) = F (α)({γ})− F (ω1)({γ}) + aδω1({γ}) = 0 for everyγ ∈ K \ [λi, λi+1].

The proof of Claim 3 is over. �

CLAIM 4. For every1 ≤ i < ω1 we haveµλi
= aδλi

and so

(4.18) F (λi) = µ+ aδλi
+ bδω1 .

Proof of Claim 4. We proceed by transfinite induction oni. The limit ordinal case
follows from theω∗-continuity ofF . Now, suppose (4.18) holds for some1 ≤ i < ω1 and
let us prove it fori+ 1. Consider again the chainλi = α0 < β0 < α1 < β1 < . . . < λi+1

that definesλi+1 as its supremum. By theω∗-continuity ofF , the sequence(F (βn)) is
w∗-convergent toF (λi+1), which (by (4.13)) is equivalent to saying that

lim
n→∞

µβn
(A) = µλi+1(A) for everyA ∈ Clop(K).

By Claim 3, eachµβn
is concentrated on[λi, λi+1] with µβn

(K) = a. In particular, we get
µλi+1(K) = a. In order to prove thatµλi+1 = aδλi+1 it only remains to check thatµλi+1 is
concentrated on{λi+1}. Fix anyA ∈ Clop(K) with A ⊆ [0, λi+1). SinceA is compact,
we haveA ⊆ [0, αn) for somen ∈ N. ThenF (βm)(A) = F (ω1)(A) for everym ≥ n (by
Claim 2 and (4.11)) and soF (λi+1)(A) = F (ω1)(A), henceµλi+1(A) = 0 (by (4.13)). As
A is an arbitrary clopen set contained in[0, λi+1), we conclude thatµλi+1 is concentrated
on [λi+1, ω1]. On the other hand, if we take anyA ∈ Clop(K) with A ⊆ (λi+1, ω1], then
µβn

(A) = 0 for all n ∈ N and soµλi+1(A) = 0. It follows thatµλi+1 is concentrated
on{λi+1}, which finishes the proof of Claim 4. �

CLAIM 5. The restriction ofF to [0, λ1] admits a compensation.
Proof of Claim 5. WriteL := [0, λ1] ∪ {ω1}. Notice first that

(4.19) supp(F (α)) ⊆ L for everyα ∈ [0, λ1].

Indeed, this is immediate forα = λ1 (by (4.18), bearing in mind thatλ1 > λ0 ≥ s(ω1)).
Letλ0 = α0 < β0 < α1 < β1 < . . . < λ1 be the chain that definesλ1 as its supremum. If
we take anyα < λ1, thenα ≤ βn−1 for somen ∈ N and sos(α) ≤ αn < λ1 (by (4.12)),
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hencesupp(F (α)) ⊆ L. This proves (4.19). SinceL is compact metrizable, the claim
now follows from Corollary 3.4. �

CLAIM 6. There exist0 ≤ a′ ≤ max{a, 0}, 0 ≤ b′ ≤ max{b, 0} andν ∈ M(K) with
0 ≤ ν ≤ µ+ such that:

(i) ν + a′δλi
+ b′δω1 is a compensation ofF (λi) for every1 ≤ i < ω1;

(ii) ν + (a′ + b′)δω1 is a compensation ofF (ω1).

Proof of Claim 6. Writec := a+ b = F (ω1)({ω1}). Observe that

F (ω1) = µ+ cδω1 and F (λi)
(4.18)
= µ+ aδλi

+ bδω1 for every1 ≤ i < ω1,

henceF (λi)(K) = F (ω1)(K) (this equality also follows from Claim 2). Thus, the state-
ment of Claim 6 holds trivially ifF (ω1)(K) ≤ 0. We assume thatF (ω1)(K) > 0 and
distinguish two cases.

Case 1. Ifc ≥ 0, choosea′′, b′′ ∈ R such thata′′δλ1 + b′′δω1 is a compensation of
aδλ1 + bδω1 . Then0 ≤ a′′ ≤ max{a, 0}, 0 ≤ b′′ ≤ max{b, 0} anda′′ + b′′ = a+ b = c.
Setν0 := µ+ a′′δλ1 + b′′δω1 and note thatν0(K) = µ(K) + c = F (ω1)(K) > 0. Let ν1
be a compensation ofν0. Thenν1(K) = ν0(K) and

0 ≤ ν1 ≤ (µ+ a′′δλ1 + b′′δω1)
+ = µ+ + a′′δλ1 + b′′δω1 ,

so we can writeν1 = ν+a′δλ1+b′δω1 for some0 ≤ a′ ≤ a′′, 0 ≤ b′ ≤ b′′ andν ∈ M(K)

with 0 ≤ ν ≤ µ+. It is clear thatν + a′δλi
+ b′δω1 is a compensation ofF (λi) for every

1 ≤ i < ω1 and thatν + (a′ + b′)δω1 is a compensation ofF (ω1).
Case 2. Ifc < 0, then letν be a compensation ofF (ω1), so thatν(K) = F (ω1)(K)

and0 ≤ ν ≤ (µ + cδω1)
+ = µ+. In particular,ν is a compensation ofF (λi) for every

1 ≤ i < ω1, so we can takea′ = b′ = 0 to conclude the proof of Claim 6. �

CLAIM 7. For every1 ≤ i < ω1 there is aω∗-continuous function

ξi : [λi, λi+1] → M(K)

such thatξi(α) is a compensation ofµα for all α ∈ [λi, λi+1].
Proof of Claim 7. [λi, λi+1] is compact metrizable. Sincesupp(µα) ⊆ [λi, λi+1] for

everyα ∈ [λi, λi+1] (Claims 3 and 4) and the mappingα 7→ µα is ω∗-continuous (see
(4.13)), the existence ofξi follows from Corollary 3.4. �

Let G : [0, λ1] → M(K) be a compensation ofF |[0,λ1] (Claim 5). We now define
ξF : K → M(K) by

ξF (α) :=






G(α) if α ∈ [0, λ1],

ν + a′δλi
+ b′δω1 if α = λi and2 ≤ i < ω1,

ν + ãξi(α) + b′δω1 if α ∈ (λi, λi+1) and1 ≤ i < ω1,

ν + (a′ + b′)δω1 if α = ω1,

whereã := a′

a
if a > 0 andã := 0 if a ≤ 0.

We next check thatξF (α) is a compensation ofF (α) for everyα ∈ K. This is clear
for α ∈ [0, λ1] (by the choice ofG) andα ∈ {λi : 2 ≤ i < ω1} ∪ {∞} (by Claim 6).
Takeα ∈ (λi, λi+1) for some1 ≤ i < ω1. Thenµα is concentrated on[λi, λi+1] with
µα(K) = a (Claim 3). Sinceξi(α) is a compensation ofµα (Claim 7), we haveξi(α) = 0

whenevera ≤ 0, while ξi(α)(K) = a and0 ≤ ξi(α) ≤ µ+
α whenevera > 0. In any

case, we havẽaξi(α)(K) = a′. Note also thatF (α)(K) = F (ω1)(K) (by Claim 2, since
α > λ0 ≥ β(0)). We now distinguish two cases.
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• If F (ω1)(K) > 0, then

ξF (α)(K) = (ν + ãξi(α) + b′δω1)(K) = ν(K) + a′ + b′ = F (ω1)(K) = F (α)(K)

(bear in mind thatν + (a′ + b′)δω1 is a compensation ofF (ω1), see Claim 6).
Sinceν ≤ µ+, ãξi(α) ≤ ξi(α) ≤ µ+

α andb′ ≤ max{b, 0}, we conclude that

0 ≤ ξF (α) ≤ µ+ + µ+
α +max{b, 0}δω1

(4.13)
= F (α)+.

This shows thatξF (α) is a compensation ofF (α).
• If F (ω1)(K) ≤ 0, thenν = 0 anda′ = b′ = 0 (Claim 6), henceξF (α) = 0 is

the compensation ofF (α).

Finally, we check thatξF is ω∗-continuous. Observe that the continuity ofξF on the
open set[0, λ1] ∪

⋃
1≤i<ω1

(λi, λi+1) follows at once from theω∗-continuity ofG and
the ξis. On the other hand, for any1 ≤ i < ω1, we haveµλi+1 = aδλi+1 (Claim 4),
henceξi(λi+1) = max{a, 0}δλi+1 and soãξi(λi+1) = a′δλi+1 . The last equality and
the ω∗-continuity of ξi at λi+1 ensure thatξF is ω∗-continuous atλi+1. To finish the
proof we show thatξF is continuous atω1. Fix anyA ∈ Clop(K). By Lemma 4.9
applied to the restriction ofξF (·)(A) to [0, ω1), there exists someαA < ω1 such that
ξF (α)(A) = ξF (αA)(A) =: xA for all αA ≤ α < ω1. Choose2 ≤ iA < ω1 such that
λi ≥ αA for everyiA ≤ i < ω1. ThenxA = ξF (λi)(A) = (ν + a′δλi

+ b′δω1)(A) for
everyiA ≤ i < ω1, and soxA = (ν + a′δω1 + b′δω1)(A) = ξF (ω1)(A).

The proof of the theorem is over. �

Remark4.12. Using essentially the same arguments, one can prove by induction that the
ordinal interval[0,ℵn] admits local compensation for eachn ∈ N. It is not so clear to us
what happens atℵω.

4.3. Some open problems.LetK be an arbitrary compact space.

(a) DoesC(K) have the BPB property for numerical radius?
(b) DoesK admit local compensation ifC(K) has the BPB property for numerical

radius?
(c) IsK metrizable if it admits a compensation function?
(d) DoesK admit a compensation function if it admits aBM(K)-compensation func-

tion?
(e) DoesK admit aBM(K)-compensation function if it admits a closeness function?
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24 A. AVIL ÉS, A. J. GUIRAO, AND J. RODŔIGUEZ
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